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The frequency of the hydrogen bonded O-H stretch 
vibration in proline has sparked controversy. Employing 
constrained nuclear electronic orbital methods developed 
by our group, we provide a clear assignment that the 
vibrational frequency drops to near 3000 cm-1 as a result of 
the strong hydrogen bond with significant nuclear quantum 
effects in proline.  

Hydrogen bonding interactions greatly influence the 
structure and function of proteins, impacting critical 
properties such as protein folding and enzyme activity.1–

3 Recently, nuclear quantum effects (NQEs) have been 
shown to play a crucial role in modulating the properties 
of hydrogen bonds, particularly within the active sites of 
enzymes.4–8  

Given that amino acids and short peptides function 
as the fundamental building blocks of proteins, it is 
essential to develop a comprehensive understanding of 
the hydrogen bonding interactions within these systems 
as well as the influence of NQEs on these hydrogen 
bonds. Nevertheless, the impact of NQEs on the 
hydrogen bonding of amino acids and short peptides 
remains largely unexplored, representing an important 
direction for research. 

Among the naturally occurring amino acids, proline 
assumes a captivating role owing to its distinctive 
structure.9 Unlike other amino acids, proline's side chain 
is covalently bonded to the amidic nitrogen, thereby 
forming a characteristic pyrrolidine loop.  With this  

 
distinctive structure, proline often has a remarkable 
impact on protein secondary structure, including locally 
disrupting alpha helices,10,11 terminating both alpha 
helices and beta sheets,9,11–13 and forming unique kind 
of protein secondary structure known as a polyproline 

helix.9,14,15 Furthermore, proline catalyzes a wide range 
of reactions including the aldol and Mannich 
reactions.16–18 

As with other amino acids, proline can adopt 
multiple conformational isomers, each with different 
patterns of intramolecular hydrogen bonding.  In 
general, these conformational isomers can be 
categorized into three types based on their  
intramolecular hydrogen bonding patterns: as shown in 
Figure 1, Type I features an N−H···O=C interaction, Type 
II features an N···H−O interaction, and Type III features 
an N−H···O-H interaction.19,20 In other words, Types I and 
III feature hydrogen bonded N-H stretches and free O-H 
stretches while Type II features a free N-H stretch and a 
hydrogen bonded O-H stretch. In general, Type I and 
Type III conformers are highly similar in their vibrational 
spectra, and we may collectively call them Type I/III. The 
energy ordering of these three types of conformers can 
vary depending on the amino acid, but for proline, past 
experimental and theoretical investigations show that 
the Type II conformer is the lowest in energy.20–26  

For all other amino acids studied so far, both Type 
I/III and Type II conformers can be clearly identified 
through IR spectroscopy with their characteristic O-H 
stretching peaks appearing near 3560 cm-1 and 3200 cm-

1, respectively.27–34 However, for proline, although 
strong evidence exists for the presence of both the Type 
I/III and Type II conformers including a peak splitting in 
the C=O stretch region,20,35 only the Type I/III O-H 
stretch frequency can be unequivocally identified  
experimentally with a sharp peak appearing around 
3560 cm-1 with no peak distinguishable from the 
baseline appearing near 3200 cm-1.20,35,36 This raises a 
perplexing question: where is the hydrogen bonded O-H 
vibrational signal in the Type II proline isomer?  

Adamowicz and co-workers originally proposed that 
the hydrogen bonded O-H stretch peak appears in the C-
H stretching region and is thus obscured by the C-H 
stretch peaks.20 This assignment was determined by the 
experimental difference spectrum result between 
proline and doubly deuterated proline (proline-D2, with 
N-H and O-H deuterated), which shows a peak at 3025 
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Electronic Supplementary Information (ESI) available: Optimized Type II 
proline geometries by DFT and CNEO-DFT.  

Figure 1. Geometries of proline conformers, with hydrogen bonding 
interactions depicted by dashed lines.
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cm-1.20 Computationally, scaled density functional 
theory (DFT)  harmonic analysis by Adamowicz and co-
workers20 as well as Yang and Lin26 additionally 
supported this assignment. However, pure DFT-based 
harmonic analysis is unable to capture anharmonicity 
and NQEs, and the use of empirical scaling factors to 
account for these effects is ad hoc and not fully reliable. 

Recently, using the adiabatically switched 
semiclassical initial value representation (AS-SCIVR), a 
method that incorporates NQEs,25,37,38 Conte and co-
workers proposed a new assignment of the hydrogen 
bonded O-H stretch frequency of Type II proline at 3329 
cm-1,25 which is  near the previously assigned N-H 
stretching region and significantly outside the C-H 
stretching region.20,35 Conte and co-workers disputed 
the past 3025 cm-1 assignment from the experimental 
difference spectrum, noting that this peak is very 
weak.25 However, their new peak assignment is not 
completely convincing either, as the experimental 
spectra show only a weak and broad signal in the 3300-
3400 cm-1 region previously identified as N-H 
stretches,20,35 and it would be unusual if this weak signal 
could correspond to both O-H and N-H stretches. 
Furthermore, while AS-SCIVR is inherently capable of 
describing NQEs, to our best knowledge, its ability to 
accurately predict the vibrational spectra of hydrogen 
bonding systems has not yet been thoroughly 
established with a limited set of molecules studied so 
far.37,38 Therefore, further theoretical investigations are 
needed to locate the hidden hydrogen bonded O-H 
stretching mode in Type II proline. 

 In this communication, we will respond to this 
challenge and provide a clear assignment of this O-H 
stretch mode employing both the constrained nuclear-
electronic orbital (CNEO) theory39–41 and the vibrational 
second-order perturbation theory (VPT2). VPT2 is a well-
established method for anharmonic vibrational 
analysis,42,43 while the CNEO theory, which was recently 
developed in our group, can incorporate NQEs 
accurately and efficiently in both quantum chemistry 
calculations39–41 and molecular dynamics simulations.44–

49 The key difference between CNEO methods and 
conventional Born-Oppenheimer-based methods is that 
CNEO treats nuclei quantum mechanically while 
retaining the classical  molecular geometry picture 
through constraints on the expectation values of nuclear 
position operators.39,40 Recently, both CNEO harmonic 
analysis41 and CNEO molecular dynamics (CNEO-MD)44 
have successfully been applied to a series of molecular 
systems with challenging hydrogen motion and/or 
hydrogen bonding characters,41,44,47–49  demonstrating 
their promise for tackling the challenge presented here 
with proline. Here, with both CNEO harmonic and VPT2 
analyses, we will provide strong evidence supporting the 
original assignment of the Type II hydrogen bonded O-H 
stretch as appearing close to the C-H stretching region, 

and with CNEO-MD, we will further validate this 
assignment by reproducing the experimental difference 
spectrum. Finally, we will provide the rationale for the 
200 cm-1 redshift for the proline Type II hydrogen 
bonded O-H stretch as compared to other amino acids. 

In this work, VPT2 calculations were performed with 
the Gaussian 1650 package and CNEO density functional 
theory (CNEO-DFT) calculations were performed with 
our in-house version of PySCF.51–53 The PBE054–56 
electronic functional was adopted in all calculations as it 
has been shown to give accurate vibrational results for 
hydrogen-bonded systems.47,48 The aug-cc-pVDZ basis 
set was used for electrons,57 while the PB4-D basis was 
used for protons.58 For CNEO-MD simulations, we use 
the direct NVE scheme that our group recently 
introduced for efficient spectrum calculations.48  In the 
direct NVE scheme, we begin by assigning kBT of energy 
to each vibrational mode obtained from the CNEO-DFT 
harmonic analysis. Then, we randomly generate 50 
starting configurations with different initial velocities for 
NVE simulations. IR spectra are obtained by taking the 
average of the Fourier transformed dipole derivative 
autocorrelation functions. 

Table 1. O-H Stretching Frequencies (cm-1) in Proline 
  

The hydrogen bonded O-H vibrational frequencies 
for the Type II proline are provided in Table 1. As 
mentioned above, Adamowicz and co-workers assigned 
the experimental frequency to be at 3025 cm-1, as 
observed as a wide and relatively faint peak in the 
difference spectrum. Without NQEs, unscaled DFT 
harmonic analysis predicts the frequency to be 3336 cm-

1, which is around 300 cm-1 higher than the experimental 
assignment. When the empirical scaling factor as used 
by Adamowicz and co-workers for B3LYP was applied 
here to PBE0, the frequency sharply drops to 3069 cm-1 
and becomes closer to the difference spectrum result of 
3025 cm-1. However, the empirical nature of this scaling 
factor is hard to justify and often needs to be varied with 
vibrational modes as well as functional choices. The AS-
SCIVR result by Conte is 3329 cm-1, which, interestingly, 
is similar to the unscaled DFT harmonic result. Although 
the unscaled harmonic result is above 3300 cm-1, we find 
that with VPT2, the frequency significantly drops to 
3018 cm-1, supporting the assignment by Adamowicz 

 Expt.a CNEO
-DFTb VPT2b AS-

SCIVRb DFTb Scaled 
DFTb 

Type I 3559 3601 3605 3522 3793 - 

Type II 3025 
(disputed) 2958 3016 3329 3336 3071 

a. Experimental results are obtained from Ref 20. 
b. All computational values calculated with PBE0/aug-cc-pVDZ, 
except for the AS-SCIVR results, which were obtained from Ref 25 
calculated with B3LYP-D3/aug-cc-pVDZ. 
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and co-workers. With the CNEO-DFT harmonic analysis, 
the frequency is expected to be 2958 cm-1, which is even 
lower and also qualitatively supports the experimental 
assignment. Note that it has been shown in previous 
studies that with NQEs but no additional anharmonic 
effects, CNEO-DFT harmonic analysis already can 
account for most of the errors in conventional DFT 
harmonic analysis.41,44,47,48 Hence, this 300 cm-1 shift 
relative to the DFT harmonic result is mainly due to the 
inclusion of NQEs through the underlying effective 
potential energy surface by CNEO-DFT.  

 

In order to obtain more accurate CNEO results, we 
additionally performed CNEO-MD simulations. In modes 
with relatively small mode coupling effects such as free 
OH stretches, CNEO-MD and CNEO harmonic analysis 
tend to give essentially the same results, whereas for 
hydrogen bonded modes which often have strong mode 
coupling effects, these two methods can generate larger 
differences.48 In general, CNEO-MD will be more 
accurate because of the incorporation of mode coupling 
effects with thermal motions.47,48 The simulated IR 
spectra by CNEO-MD for Type II proline and proline-D2 
are provided in Figure 2(a). For both molecules, a 
significant band appears in the simulated spectra 
beginning near 2800 cm-1. However, for proline-D2, this 
band ends at around 3000 cm-1 whereas for regular 
proline a tail extends to about 3200 cm-1. This tail is 
consistent with previous experimental observations and 
suggests that although being weak, it is related to the O-
H stretch motion. The original experimental assignment 
can be further supported by the simulated CNEO-MD 
difference spectrum in Figure 2(b). This difference 
spectrum shows a broad band centered at around 3025 
cm-1, matching excellently with the experimental 
difference spectrum,20 and notably contrasting with the 
highest peak of the regular proline spectrum, which 
here appears slightly below 3000 cm-1.   Therefore, 
together with the CNEO harmonic and VPT2 analyses 

above, these results provide an unequivocal assignment 
of the peak position for the Type II hydrogen bonded O-
H stretch close to the C-H stretch region near 3000 cm-

1. Note that by accounting for anharmonicity and mode 
coupling effects, CNEO-MD blueshifts the peak position 
of the CNEO Hessian result from 2958 cm-1 to around 
3025 cm-1. This shift for hydrogen-bonded O-H stretches 
has been observed in a study of water cluster systems 
by our group.48 In general, the mode coupling between 
the hydrogen-bonded O-H stretch and low-frequency 
soft modes provides a notable peak shift as well as a 
large peak broadening.  

Given that the Type II hydrogen bonded O-H stretch 
has been unequivocally assigned, now the remaining 
question is: why is this frequency significantly redshifted 
to around 3000 cm-1 in contrast to the ~3200 cm-1 results 
observed for other amino acids? We comment that this 
is in fact a simple organic chemistry question: Because 
secondary amines are more nucleophilic than primary 
amines, the corresponding N···H−O hydrogen bond in 
proline will be stronger than those in other amino acids. 
This stronger hydrogen bond will correspondingly 
weaken the O-H bond more and thus lead to a lower O-
H vibrational frequency. This rationale can be further 
supported by the optimized geometries of Type II 
proline and another Type II amino acid, and here we use 
glycine for a comparison. With CNEO-DFT, the O-H and 
N-H distances are 1.031 Å and 1.711 Å for proline, and 
0.986 Å and 1.924 Å for glycine. Similar results can also 
be obtained from DFT geometry optimizations with a 
longer O-H bond and shorter N···H hydrogen bond for 
proline than for glycine, demonstrating the stronger 
N···H interaction in proline relative to glycine.     

In conclusion, by employing CNEO methods to 
account for NQEs in proline, we have unequivocally 
assigned the Type II proline hydrogen bonded O-H 
stretch to a broad band overlapping with the C-H stretch 
region near 3000 cm-1. CNEO-DFT harmonic analysis and 
VPT2 qualitatively support this assignment, and the 
CNEO-MD result further quantitatively recovers the 
broad O-H stretching band feature in experiment as well 
as accurately predicts the center position and broadness 
of the experimental difference spectrum. Furthermore, 
these results again demonstrate that by incorporating 
NQEs with CNEO methods, IR spectra of hydrogen 
bonding systems can be accurately assigned from first 
principles, suggesting the potential of employing CNEO 
methods for future investigations of hydrogen bonding 
interactions in other chemical and biological systems. 

JL performed the CNEO-DFT and VPT2 calculations, 
prepared the initial draft, and assisted with revisions. YZ 
performed CNEO-MD calculations, created figures, and 
assisted with revisions. ZC helped with CNEO 
calculations and assisted with revisions. ZC and YY 
supervised the project. JL and YY conceptualized the 
project. 

Figure 2. (a) IR spectra of Type II proline and proline-D2 
calculated with CNEO-MD. (b) Inset of 2800-3200 cm-1 
region, including the difference spectrum of proline and 
proline-D2.
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