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Transient absorption spectroscopy is among the most valuable methods for investigating the dynamics of excitons in
light-harvesting complexes (LHCs). Even in the simplest LHCs, a physical model is needed to interpret transient
spectra, as the number of excitation energy transfer (EET) processes occurring at the same time is too large to be dis-
entangled from measurements alone. Physical EET models are commonly built by fittings of the microscopic exciton
Hamiltonians and exciton-vibrational parameters, an approach that can lead to biases. Here we present a first-principles
strategy to simulate EET and transient absorption spectra in LHCs, combining molecular dynamics and accurate mul-
tiscale quantum chemical calculations to obtain an independent estimate of the excitonic structure of the complex. The
microscopic parameters thus obtained are then used in EET simulations to obtain the population dynamics and the
related spectroscopic signature. We apply this approach to the CP29 minor antenna complex of plants, for which we
follow the EET dynamics and transient spectra after excitation in the chlorophyll b region. Our calculations reproduce
all the main features observed in the transient absorption spectra and provide independent insight on the excited-state
dynamics of CP29. The approach presented here lays the groundwork for the unbiased interpretation of transient spectra
in multichromophoric systems.

I. INTRODUCTION

Light-harvesting complexes (LHCs) owe their spectro-
scopic and photophysical properties to the aggregate of pig-
ments they contain, and to the protein matrix hosting these
pigments.1 The photophysics of LHCs is characterized by ex-
citation energy transfer (EET) processes among the photosyn-
thetic pigments, which allow the absorbed sunlight energy to
reach reaction centers.1–4 EET is made possible by the exci-
tonic interactions between the pigments and by their interac-
tion with the protein environment.

Several spectroscopic techniques can be used to study the
photophysics of LHCs.5–7 Among them, transient absorption
(TA) spectroscopy is possibly the most common method em-
ployed to follow EET processes. The time-resolved spectral
features measured in TA are in fact direct fingerprints of the
exciton dynamics and EET in LHCs. However, the num-
ber and density of excited states in LHCs is such that not
all overlapping transient signals can be effectively separated,
which prevents a complete interpretation of TA spectra with-
out building an underlying EET model.8 A possible strategy to
solve this issue is represented by structure-based simulations,
where a theoretical model is used to simulate EET in LHCs
and the corresponding spectral features. In these simulations,
the Hamiltonian of the LHC is commonly derived by combin-
ing structural and spectroscopic information to fit microscopic
parameters.9–16 This strategy has proven successful in deter-
mining model Hamiltonians for a number of LHCs, but it suf-
fers from some limitations. Firstly, the theoretical framework
connecting the microscopic Hamiltonian to the spectroscopic
response is necessarily approximated,17,18 which could result
in biased estimation of the microscopic parameters. Secondly,
the spectroscopic information may not be enough to uniquely
determine the microscopic parameters, leaving some room for
uncertainty.

Atomistic descriptions that directly calculate the exciton

Hamiltonian represent an alternative approach that does not
rely on experimental spectroscopic data.18–24 One such strat-
egy is based on a combination of classical molecular dynamics
(MD) to sample the structural ensemble of the LHCs in their
environment and multiscale quantum mechanics/molecular
mechanics (QM/MM) calculations of the Hamiltonian in this
ensemble.24,25 The microscopic parameters calculated in this
way have proven successful in reproducing the linear optical
spectra of several LHCs.26–29

Here we set to extend this ab initio strategy to the sim-
ulation of EET dynamics in LHCs and of the correspond-
ing TA spectroscopy. We employ polarizable QM/MM
(QM/MMPol)30 calculations of the exciton system to build
a reliable model of the LHC, which is then used in conjunc-
tion with the Redfield-Förster approach to simulate the pop-
ulation dynamics upon excitation. Finally, a lineshape theory
is used to compute the TA fingerprint of population evolution,
providing a connection with spectroscopy. A similar strategy
was used to simulate two-dimensional electronic spectroscopy
maps focusing on short delay times.31 Here instead we focus
on simulating the time evolution of TA spectra in the picosec-
ond time scale, as such evolution reflects the underlying EET
dynamics.

We apply our strategy to CP29, one of the minor LHCs in
the photosystem II of plants.4 Like other LHCs, CP29 con-
sists in a protein with three transmembrane helices, two minor
amphipathic helices and two loops (Figure 1). The protein
scaffold embeds 13 chlorophylls (Chls), of which 9 chloro-
phylls of type a (Chl a), 4 chlorophylls of type b (Chl b),
and three carotenoids.32–35 A further Chl a (a616) was found
between CP29 and the PSII core in the Cryo-EM structure
of the PSII supercomplex.34 Two terminal-emitter domains,
Chls a610-a611-a612 and a602-a603-a609 have been identi-
fied in CP29.36–38 These are clusters of tightly packed Chls
that contribute to the low-energy range of the spectrum. How-
ever, how the excited-state population equilibrates, and on
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which domain, still has to be determined.
We take advantage of a recent molecular dynamics (MD)

simulation of CP29 performed in previous work.39 We first
analyze the exciton structure and linear absorption spectra of
CP29, assessing the Markov and secular approximations in
the lineshape theory. Then we study the equilibrium and dy-
namics obtained with two flavours of the the Redfield-Förster
approach. Finally, we simulate the EET dynamics and com-
pare with recent experiments of CP29 in nanodiscs.40 Our ap-
proach provides a good reproduction of all the TA features
observed in the experiment, and allows interpreting the TA
dynamics from a microscopic standpoint.
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Figure 1. Representation of the Chls embedded in the protein scaf-
fold of CP29. The represented structure is based on the cryo-
EM structure of PSII34 and subsequent molecular dynamics.39 The
names of the Chlorophyll names and the orientation of CP29 with
respect to stroma and lumen are schematically illustrated.

II. THEORY

A. Hamiltonian

The model Hamiltonian for studying the photophysics of
multichromophoric aggregates has the form18

Ĥ = Ĥexc +Ĥvib +Ĥexc-vib (1)

where Ĥexc is the purely electronic (excitonic) Hamiltonian,
Ĥvib is the vibrational Hamiltonian, and Ĥexc-vib represents
the system-bath coupling between electronic and vibrational
degrees of freedom.

The electronic part is described within the framework of
the Frenkel exciton model. Assuming one excited state per

chromophore, the exciton Hamiltonian reads:

Ĥexc = ∑
i

εi |i〉〈i|+∑
i6= j

Vi j |i〉〈 j| (2)

where |i〉 is the wavefunction of an excited state localized on
the i-th chromophore, whose excitation energy is εi, called site
energy. Vi j is the excitonic coupling between the i-th and the
j-th pigment. The eigenstates |a〉 of the exciton Hamiltonian
have energies Ea and are expressed, in this site basis, as

|a〉= ∑
i

cia |i〉 (3)

For the sake of clarity, from now on we will use indices
a,b, . . . to refer to exciton states, and i, j, . . . to refer to site-
localized states.

Assuming harmonic vibrational degrees of freedom linearly
coupled to the excitations, all information on the exciton-
vibrational coupling of pigment i is contained in the spectral
density Ji(ω) or, equivalently, in the energy gap correlation
function Ci(t), which quantifies the nuclear-dependent fluctu-
ation of the site energies

Ci(t) =
1
π

∫
∞

0
dω

[
coth

(
βω

2

)
cos(ωt)− isin(ωt)

]
Ji(ω)

(4)
(we have set h̄ = 1). We furthermore assume that the fluc-
tuations of site energies are uncorrelated, and we neglect the
fluctuations of exciton couplings.

The total strength of the exciton-vibrational coupling can
be quantified by the reorganization energy λi:

λi =
∫

∞

0
dω

Ji(ω)

πω
(5)

In practice, the spectral density only accounts for dynamic
disorder, that is, nuclear motion inducing fast fluctuations of
the site energies. To introduce static disorder, we consider an
inhomogeneous ensemble of site energies εi and couplings Vi j,
which is sampled from MD simulations (see Section S2).25

As the matrix elements of the exciton Hamiltonian expe-
rience random shifts in the disordered ensemble, the exciton
states depend on the specific realization of the disorder. To
analyze the exciton structure in the disordered ensemble, we
propose the following “participation ratio” matrix, calculated
in the site basis:

PRi j =
excitons

∑
a
|cia|2|c ja|2 (6)

this quantity measures (for i 6= j) how much two sites i and
j participate to the same excitons, whereas for i = j it mea-
sures how localized are the excitons in which site i partici-
pates. PRi j can be easily averaged over the static disorder, as〈
PRi j

〉
dis, since the site basis does not depend on the realiza-

tion of the disorder. Thus,
〈
PRi j

〉
dis provides a measure of

delocalization among chromophores. Under the same line of
reasoning, we employ the vertical exciton state pigment dis-
tribution function36,38,41:

di(ω) =

〈
∑
a
|cia|2δ (ω−ωa)

〉
dis

(7)
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where Ea = h̄ωa is the energy of exciton a. The function di(ω)
measures how much pigment i contributes to excitons with
energy h̄ω . In practice, for visualization we substitute δ (ω−
ωa) with a finite-width Gaussian function.

B. Linear spectra

1. Full cumulant expansion

To compute linear and nonlinear spectra we use the second-
order cumulant expansion formalism. For linear spectra,
the most general expression is the full cumulant expansion
(FCE).42,43 In FCE, the linear absorption of the excitonic sys-
tem is given by

A(ω) ∝ ω ℜ

∫ +∞

−∞

dt e−iωt
∑
i j
Ii j(t)Mi j (8)

where Mi j = ~µi · ~µ j is the dipole strength matrix. This expres-
sion is valid in any basis (site or exciton), as both M and I(t)
can be transformed from the site to the exciton basis as, e.g.,
Isite = cIexcc†,44 where c is the matrix of exciton coefficients.
The absorption tensor I(t) can be calculated as:

I(t) = e−iHel te−K(t) (9)

where K(t) is the lineshape matrix, defined in the exciton ba-
sis:

Kab = ∑
c

∑
i

c∗ia|cic|2cib

∫ t

0
dt2
∫ t2

0
dt1eiωact2−iωbct1Ci(t1) (10)

Here, h̄ωac = Ea − Ec is the exciton energy difference and
Ci(t) is the autocorrelation function of the energy gap for chro-
mophore i (eq. 4). Notably, the FCE lineshape accounts for all
off-diagonal (a 6= b) terms in the cumulant expansion, also de-
noted nonsecular terms.44

To analyze the contribution of each chromophore to the
spectrum, we first define the contribution Ai j(ω) of the i, j
pair in the site basis:

Ai j(ω) ∝ ω ℜ

∫ +∞

−∞

dt e−iωt Ii j(t)Mi j (11)

Then, we take Ai(ω) = ∑ j Ai j(ω) as the contribution of chro-
mophore i. Since Ai j(ω) is a symmetric matrix, this sum ex-
actly contains the diagonal i = j contribution of each chro-
mophore plus half the off-diagonal contribution of the i, j pair.

2. Markov and secular approximations

Making the secular approximation, i.e. dropping all terms
a 6= b, and remaining in the exciton basis, one arrives at the
following expression for the lineshape44,45

A(ω) = ω ∑
a

µ
2
a ℜ

∫ +∞

−∞

dt e−i(ωa−ω)t e−ga(t)e−ξa(t) (12)

where the term ga(t) arises from the diagonal (in the exciton
basis) terms of the exciton-vibrational coupling, whereas ξa(t)
arises from the off-diagonal ones. The diagonal term is simply
the lineshape function of exciton a,

ga(t) = ∑
i
|cia|4

∫ t

0
dt2
∫ t2

0
dt1Ci(t1) (13)

whereas the off-diagonal term is44–46

ξa(t) = ∑
b 6=a

∑
i
|cia|2|cib|2

∫ t

0
dt2
∫ t2

0
dt1eiωabt1Ci(t1) (14)

This expression for the lineshape was first developed by
Renger and Marcus46 using the partial ordering prescription of
the cumulant expansion, and then renamed as complex time-
dependent Redfield theory.45

It is customary at this point to apply the Markov approxi-
mation only to the off-diagonal fluctuation term46, obtaining

ξa(t)' t ∑
b6=a

∑
i
|cia|2|cib|2

∫
∞

0
dt1eiωabt1Ci(t1) = γat (15)

Thus, the Markovian expression for the contribution of exci-
ton a to the absorption spectrum is46

Aa(ω) ∝ ωµ
2
a ℜ

∫ +∞

−∞

dt e−i(ωa−ω)t−ga(t)−γat (16)

so that A(ω) = ∑a Aa(ω). One can see that γa =
1
2

∑b6=a Rba, where

Rba = ∑
i
|cia|2|cib|2

(
Ji(ωba)+

1
π

P
∫

∞

−∞

dω
J(ω)

ωba−ω

)
(17)

where P denotes the principal value. The real part of Rba
corresponds to the Redfield a→ b transfer rate.45 Crucially,
the off-diagonal dephasing rate γa is always a complex quan-
tity, which obeys the symmetries of quantum correlation func-
tions. Accounting for the off-diagonal fluctuations by the
Redfield rate thus corresponds to neglecting the imaginary
part of γa. However, this imaginary part results in a reorga-
nization energy shift of exciton energies, in general by differ-
ent amounts. These shifts were proven to be significant both in
model systems45 and for realistic spectral densities,43 and they
are important for obtaining accurate peak positions. Accord-
ingly, we employ the Markovian expression (16) including the
imaginary shift for simulating the spectra. We denote this ex-
pression “complex Redfield” (cR) in analogy to Ref. 45. In
addition, in this work we will also employ its imaginary ver-
sion, denoted with “imaginary Redfield” (iR), where the real
part of the dephasing γa is neglected. The iR approximation
accounts for the effect of off-diagonal fluctuations on the peak
positions, but neglects the corresponding broadening.

Also in the secular case, we can reconstruct the contribution
of the i, j pair to the absorption spectrum as:

Ai j(ω) = Mi j ∑
a

ciac jaℜ

∫ +∞

−∞

dt e−i(ωa−ω)t−ga(t)−γat (18)

and sum over the columns of Ai j to obtain the contribution of
each chromophore as detailed above.
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C. Transient absorption spectra

To efficiently compute TA spectra for delay times up to
tens of ps, we employ the doorway-window and secular
approximations.47 Furthermore, we neglect the coherent term
of the response, and compute only the sequential term, which
is related to population evolution during the waiting time t2.47

This approximation has been commonly used for TA simu-
lations of multichromophoric systems,9,11,13,46,48 and corre-
sponds to assuming that vibrational relaxation is much faster
than the delay time t2 between the pump and the probe.46

The third-order transient absorption signal at a probe fre-
quency ω can be expressed as a sum of ground-state bleaching
(GSB), stimulated emission (SE), and excited-state absorption
(ESA):

GSB(ω) = ∑
a

AGSB
a (ω)∑

b
DS

bb(0) (19a)

SE(ω, t2) = ∑
a

ASE
a (ω)DS

aa(t2) (19b)

ESA(ω, t2) = ∑
a

AESA
a (ω)DS

aa(t2) (19c)

where Dbb is the doorway amplitude of exciton b created by
the pump pulse, therefore D represents a scaled version of the
density matrix created by the pump pulse. The time evolution
of the doorway amplitude during the waiting time t2 is simply
given by the density matrix propagator, here computed in the
combined Redfield-Förster approach (see Section II D) in the
exciton basis. Here we neglect the relaxation to the ground
state, therefore the GSB term is time-independent.

The window response functions for each exciton can be
written directly in the frequency domain, where we ignore the
pulse shape for the probe pulse. The doorway population of
exciton a created by the pump pulse is determined by the over-
lap between the pump and the absorption spectrum of exciton
a48,49:

Daa(0) =
∫

∞

0
dωAa(ω)ε(ω) (20)

where ε(ω) is the pump pulse spectrum. The expression
for GSB is identical to the linear absorption spectrum in the
Markovian secular case

AGSB
a (ω) ∝ ωµ

2
a ℜ

∫ +∞

−∞

dte−i(ωa−ω)t−ga(t)−γat (21)

The SE term corresponds to an emission lineshape

ASE
a (ω) ∝ ωµ

2
a ℜ

∫ +∞

−∞

dte−i(ωa−2λa−ω)t−g∗a(t)−γat (22)

where λa is the reorganization energy of exciton a. Finally,
the ESA contribution is

AESA
a (ω) ∝ ω ∑

q
µ

2
aqℜ

∫ +∞

−∞

dte−i(ωaq−ω)t

× e−ga(t)−gq(t)+2gaq(t)+2i(λaq−λa)t−γaqt (23)

where q are the double exciton states, µaq are the transition
dipoles between single-exciton and double-exciton manifolds,
and ωaq is the corresponding transition frequency, and the de-
phasing term is γaq = γq + γ∗a . The expressions for the double
exciton energies, µaq, and ESA lineshape functions are given
in Section S1. In analogy to the linear response case, we de-
note this level of theory as “complex Redfield” if both the real
and imaginary parts of γa/γaq are included, and as “imaginary
Redfield” if the real part is neglected. We note that complex
Redfield was employed before for nonlinear spectroscopy in
the bacterial reaction center.50

D. Redfield-Förster approach

We describe the evolution of the reduced density ma-
trix ρS with the combined Redfield-Förster approach in the
Markov-secular approximation.17,51 In this approach, the evo-
lution within strongly coupled excitonic domains is described
with secular Redfield theory, whereas the transfer between
these domains are described with generalized Förster (GF)
theory.52,53 The system Hamiltonian is partitioned into a
zeroth-order Hamiltonian and a perturbative term, HS =
H0+V , where H0 only contains couplings within the exciton
domains and V only inter-domain couplings. H0 is diagonal-
ized as H0 |a〉= Ea |a〉 where the excitons |a〉 are delocalized
over a single domain. In the eigenbasis of H0, the evolution
of exciton populations is given by

d
dt

ρ
S
aa = ∑

b
Raa,bb ρ

S
bb (24)

where R is the Redfield-Förster tensor. If two exciton states a
and b belong to the same domain, the elements of Raa,bb are
the Redfield rates

Raa,bb = ∑
i
|cia|2 |cib|2 Ji(ωab) (25)

for a 6= b. Conversely, for two excitons belonging to different
domains, the generalized Förster rates are used

Raa,bb =
2
h̄2

∣∣∣∣∣∑i j
ciac jbV ′i j

∣∣∣∣∣
2

ℜ

∫
∞

0
e−iωabt−2iλbt−gb(t)−ga(t) dt

(26)
This formulation for Redfield-Förster combined approach will
be denoted simply as RF. However, this expression com-
pletely neglects the off-diagonal fluctuations in the general-
ized Förster rate expression. In the more general multichro-
mophoric Förster theory, the off-diagonal fluctuations are in-
cluded in the Förster rate.42,54 Here, in analogy to the absorp-
tion lineshapes, we try to capture the effect of these fluctua-
tions within the secular and Markov approximations. In this
framework, the generalized Förster rate reads

Raa,bb =
2
h̄2

∣∣∣∣∣∑i j
ciac jbV ′i j

∣∣∣∣∣
2

×ℜ

∫
∞

0
dt e−iωabt−2iλbt−gb(t)−ga(t)−γat−γ∗b t (27)
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Here, the dephasing terms γa/b are those defined in eqs. (15)
and (16), and again they are in general complex quantities.
Including these terms allows us to recover most of the off-
diagonal reorganization energy λaa,bb. Notably, this cor-
rection has an effect on the equilibrium steady state of the
Redfield-Förster relaxation tensor, as the imaginary part of
γa/b effectively shifts the exciton energies. The equilibrium
is given by the Boltzmann populations according to the ener-
gies Ẽ0−0

a = Ea− λa +ℑγa, where ℑ denotes the imaginary
part. In practice, the vertical exciton energies Ea are shifted
by the amount λa−ℑγa which measures the total system-bath
coupling strength of exciton a. For this reason, we denote
the Redfield-Förster method employing eq. (27) as λ -shift
Redfield-Förster.

E. Computational details

Structure

The structure of CP29 employed in this work is based on
a recent cryo-EM structure of Photosystem II.34 We used the
results of a MD simulation from a previous work39, where two
independent MD simulations of model-membrane-embedded
CP29 have been performed. To compute the exciton Hamilto-
nian, a total of 129 frames were extracted from two MD repli-
cas. During the purification of CP29, a616 is lost because of
its interface position.38,55 In addition, b614 is not present in
the cryo-EM structure of CP29.34 The ratio of Chl a to Chl b
inferred from absorption spectra is compatible with the loss
of one of the four Chls b present in CP29, which lead Müh
et al. to suggest that Chl b614 is lost in solution.36 Further-
more, Guardini et al.55 reported that the Chl a/Chl b ratio is
3.01±0.15, which is again compatible with only three Chls b
present in CP29. For these reasons, we exclude b614 in addi-
tion to a616 from our calculations.

QM/MMPol calculations

For each MD frame, the site energies were computed us-
ing QM/MMPol30,56 in a locally modified version of Gaussian
16.57 The QM part was treated at the TD-DFT M06-2X/6-
31G(d) level, while for the MM part the polarizable Amber
force field was employed.58 For the excited-state calculations,
the Chl ring was treated at the QM level, whereas the phytyl
tail, the other chromophores, and the protein were described at
the MMPol level as a set of point charges and dipole polariz-
abilities. Moreover, we performed the same TD-DFT calcula-
tions without the protein (in vacuo) in order to disentangle the
fast fluctuations of site energies induced by bond length fluc-
tuation occurring during MD simulations.25 We avoid double-
counting of bond length contribution to the site energy disor-
der by averaging over fast geometric contribution to site ener-
gies (see Section S2).25,28 The exciton couplings have been
computed by direct integration of transition densities from
QM/MMPol calculations, including the explicit MMPol con-
tribution to the coupling.56

Spectral densities

The spectral densities of Chls a and b were modeled as
a sum of one overdamped Brownian oscillator59 and A un-
derdamped discrete contributions, J(ω) = JOBO(ω)+ Jd(ω).
The discrete part is

Jd
i (ω) = π

A

∑
α

Sα,iω
2
α,i
[
δ (ω−ωα,i)−δ (ω +ωα,i)

]
(28)

where ωα,i is the frequency of the α-th normal mode for
pigment i and Sα,i is the corresponding Huang-Rhys factor.
In practice, the delta-functions are replaced with Lorentzian
functions having widths of 5 cm−1. The discrete part of the
SD arises from the intramolecular vibrations of the pigments,
and was calculated from a normal-mode analysis of the pig-
ments (Details in the Supplementary Material).60 To compute
normal modes of Chls, first we performed QM/MM optimiza-
tions where the pigment of interest is treated at B3LYP/6-
31G(d) level, and the rest at MM level using the same force
field as in the MD simulations; the same method was next
used to compute normal modes. The gradients of the exci-
tation energy computed at the CAM-B3LYP level were used
to compute the Huang-Rhys factors. The procedure was re-
peated for chlorophylls a604, a610 and b608 for 8, 8 and
16 MD frames respectively. The average SDs are reported
in Figure S1. The resulting average reorganization energies
for the vibrational contribution are 635 cm−1, 551 cm−1, and
729 cm−1 for a604, a610 and b608 respectively. Small dif-
ferences can be highlighted between the SDs of the treated
pigments, in terms of peak intensity and position. These dif-
ferences can be explained considering that the pigments expe-
rience slightly different surrounding chemical environments.

The overdamped Brownian oscillator accounts for the mo-
tion of the environment, and reads

JOBO
i (ω) = πλi,envω

γi,env

ω2 + γ2
i,env

(29)

where λi,env and γi,env are the reorganization energy and the
damping constant of the environment respectively. The over-
damped Brownian parameters for the environmental SD were
taken from previous works.9,11 The reorganization energy
λi,env is 37 cm−1 and the damping factor used is 30 cm−1,
corresponding to a correlation time of ∼180 fs. We employed
the same contribution for all chls.

For the simulations, the spectral density of all other Chls a
has been approximated with the SD of Chlorophyll a610, to
avoid the expensive normal-mode evaluation of the SD of each
pigment along several each MD frames. For the same reason,
the SDs of b606 and b607 were taken equal to that computed
for b608.

EET simulation details

The excitonic Hamiltonian of each MD frame has been par-
titioned according to the clusters obtained by applying a hi-
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erarchical clustering algorithm to the participation ratio ma-
trix defined in eq. (6) (see Figure S4b). The resulting clus-
ters are: a602-a603-a609, b606-b607, a610-a611-a612 and
all other chlorophylls isolated. This means that the transfer
within these clusters is treated using Redfield EET theory,
while the transfer to other clusters is modeled using Gener-
alized Förster EET theory.

III. RESULTS AND DISCUSSION

In this section, we will first and analyze the ensemble of
exciton Hamiltonians obtained with the QM/MMPol calcula-
tions. After this, we will compare the results of our spectra
simulations with the experiments by Sardar et al. on CP29 in
nanodiscs.40

A. Exciton Hamiltonian

First, we discuss the exciton Hamiltonian obtained with our
QM/MMPol strategy (See Table S1 for the average Hamilto-
nian). As shown in Figure S2, QM/MMPol average site en-
ergies range from about 15400 to 16200 cm−1 (600-700 nm).
Site energies computed in vacuo (i.e. without considering the
environment) are always greater than QM/MMPol ones, but
the shifts due to the environment show some variation. Chls b
have greater site energies than Chls a, and this difference is
enhanced by the environment. The magnitude of the solva-
tochromic effect ranges from −500 cm−1 to −100 cm−1.

Among Chls b, b606 is the most blue-shifted one, while
b608 is lower in energy than b607 (Table S1). These results
partially agree with site energies obtained by a fit of linear
spectra,38 where b606 is again the blue-most Chl, but b607 is
lower in energy than b608. Conversely, the results by Müh
et al. show that b607 and b608 have similar site energies36,
which better agrees with our results. At the other end of the
energy ladder, Chls a602 and a610 are the lowest energy sites.
These chlorophylls belong to the putative terminal-emitter
domains of CP29, and have been identified as low-energy
sites also in previous work.15,36,38,61 However, Chls a611 and
a603 have also been assigned to low-energy sites on the ba-
sis of spectral fitting.36,38 In our calculations Chl a611 is the
most blue shifted among Chls a. The site energy location of
Chl a604 is debated in the literature. While atomistic calcula-
tions place it among the lowest energy sites,36,61,62 structure-
based spectral fits seem to assign a substantially higher site
energy to this Chl.38 In our calculations, Chl a604 is in the
mid-energy range. The relative difference between the site
energies of Chls of the same type are very small and the role
of the protein environment is crucial. For this reason, it is
difficult to carry out a robust comparison between different
methodologies. We note that some of these calculations are
based on the X-ray structure32, which features a Chl in a dif-
ferent position than in the Cryo-EM structure.34

As reported in Figure 2a and Table S1, the largest cou-
plings involve pigment pairs with small center-to-center dis-
tance (a611-a612, a603-a609, b606-a604 and b608-a610).

The largest couplings (∼170 and 130 cm−1) are found for the
a611-a612 and a603-a609 pairs, while the largest a/b coupling
is a604-b606 (111 cm−1). These couplings are slightly larger
compared to previous work,36,62,63 although they are similar
to the QM/MMPol couplings by Jurinovich et al.62

To characterize the exciton structure in the disordered en-
semble, we show in Figure 2c the vertical exciton state pig-
ment distribution functions (eq. 7).41 These distributions show
the density of states of the excitons in which each pigment
is involved. Most of the distributions have more than one
peak because of the exciton couplings, which cause energy
splitting. Chls a601 and a603 present a rather narrow and
unimodal distributions, which is expected as these Chls cou-
ple weakly to other chromophores. In the low-energy range,
Chl a602 contributes to the lowest-energy excitons together
with Chl a603, whereas the lowest exciton in the a610-a611-
a612 pigment cluster seems slightly higher in energy. This
exciton has a significant contribution from Chl a612, which
has the third-lowest site energy in our calculations (See Fig-
ure S2). Among Chls b, we can see that b608 contributes
to the low-energy spectral range, while b606 and b607 have
similar energy distributions. These results qualitatively agree
with some previous results from the literature.36 Specifically,
we confirm that b606 participates to excitons at higher en-
ergy than b607 or b608. Among chromophores in the lumenal
layer, a604 participates to excitons at lower energy than a613.

Exciton delocalization can be analyzed exploiting the par-
ticipation ratio matrix eq. (6) averaged over the disorder. We
display the quantities

〈
PRi j

〉
dis as lines connecting the pig-

ments in Figure 2b (the map is given in Figure S4a). This
gives a different picture than the interpigment couplings of
Figure 2a, as

〈
PRi j

〉
dis also accounts for the energy difference

between pigments and for disorder effects. For example, de-
spite the significant a609-b608 coupling, there is limited de-
localization between these pigments. Among Chls a, a604
and a613 are the most localized chlorophylls, whereas there
is some delocalization within the Chls b, especially between
b606 and b607. As expected, there is strong delocalization
in both terminal-emitter domains a602-a603-a609 and a610-
a611-a612.

B. Absorption spectra

The excitonic parameters presented in the previous sec-
tion were used for the simulation of linear absorption spec-
tra (OD). The simulations were performed with full cumulant
expansion (FCE), complex Redfield (cR) theory and its imag-
inary version (iR). In this way we assess the Markov-secular
approximations that will be employed in the calculations of
TA spectra.

In Figure 3a we show the absorption spectra simulated with
different lineshape theories. Moving from FCE to cR and
iR, the Chl a OD band at 630 nm gets narrower and less
red-shifted. This is due to the simplified treatment of the
off-diagonal reorganization energy in the Markovian theories,
and the complete neglect of the broadening induced by off-
diagonal fluctuations. This effect is less evident in the Chl b
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Figure 2. (a) Interpigment coupling network. The stick size repre-
sents absolute value of each coupling. Only couplings greater than
17 cm−1 are displayed. (b) Participation ratio network. The size
of each line is proportional to the relative element of the disorder-
averaged participation ratio matrix

〈
PRi j

〉
dis, and measures the de-

localization over a pair of pigments. Only participation ratio greater
than 0.06 are displayed. (c) Distribution of vertical exciton ener-
gies along the MD ensemble. The broadening parameter employed
for the Gaussian functions is 150 cm−1 (FWHM). In panels (a) and
(b), node positions are an in-perspective projection of pigments cen-
ters. In panels (b) and (c), the site energies have been shifted by
−1069 cm−1 for Chl a and −447 cm−1 for Chl b to compensate the
systematic error of the QM method (see Section III B).

OD band at 580 nm, because of the overlap with the vibra-
tional sideband of Chl a absorption band. Moreover, we note
that the intensity of the Chl a OD vibrational sideband at
580 nm is underestimated using cR and iR.

In order to compare with experiments, the site energies of
Chl a and Chl b were shifted of −1069 cm−1 and −447 cm−1

respectively in order to correct the systematic error made by
our QM/MMPol model on the excitation energies. This error
arises mainly from the QM (TD-DFT) method of choice, but
in principle also from the inaccuracies in the force-field treat-
ment of Chl geometries.25,29 Notably, this shift includes also
any error on the treatment of the reorganization energy, there-
fore it is different for the more approximate theories. The shift
for cR is −1105 cm−1 and −530 cm−1 respectively. The shift
for iR is −1115 cm−1 and −540 cm−1 respectively.

In Figure 3b we report the simulated absorption spectra and
compare them to the experiment. The absorption peaks at
677 nm and 640 nm correspond roughly to the 0-0 Qy absorp-
tion band of chlorophylls type a and b respectively. The small
band at 590 nm is the vibrational sideband of Chl b, while that
of Chl a is hidden between 600 and 640 nm. The Chl a band is

reasonably reproduced by all theories, although it is too broad
with FCE and cR, and it is too narrow with iR, which sim-
ply neglects homogeneous off-diagonal broadening (lifetime
broadening). cR shows much better agreement with experi-
ments than FCE and iR between 600 nm and 640 nm, which
corresponds to the Chl b absorption and Chl a vibrational side-
band (Figure 3c). Such an unexpected result does not im-
ply a better performance of cR with respect to FCE, as FCE
shows superior performance for a wide range of parameters.44

On the contrary, this suggests that there are error compensa-
tions at play when using cR theory. Specifically, our calcula-
tions might overestimate the spectral density of Chl a in the
high-frequency region, or the magnitude of static disorder for
Chls b. Finally, below 600 nm in the Chl b vibrational side-
band, FCE shows slightly better agreement with the experi-
ments than cR and iR.

C. Exciton dynamics and transient absorption

We simulated the transient absorption spectra using the
Markovian theory for the determination of doorway and win-
dow amplitudes, whereas the density matrix evolution was
calculated in the Redfield-Förster formalism. As the iR ap-
proximation provided the best agreement with transient ab-
sorption experiments (see below), here we mainly discuss the
spectra simulated with this theory. To compare with exper-
iments, in the following we used the same site-energy shift
determined above for iR theory.

1. Redfield-Förster equilibrium populations

Before investigating the exciton dynamics upon excitation,
in Figure 4 we first investigate the equilibrium site popula-
tions obtained with the Redfield-Förster approach including
or excluding the off-diagonal λ -shift (Equations 26 and 27).
We compare the calculated equilibrium populations with the
analytical formula by Gelzinis et al.64, which has been shown
to reproduce the exact equilibrium in the limit of high temper-
ature and slow bath up to intermediate system-bath coupling
strengths. Notably, using λ -shift we can achieve much bet-
ter agreement with the analytical formula. On the other hand,
without including this shift in the generalized Förster rate, we
overestimate the population of single sites (a601, a604, a613)
and underestimate the population of excitonic clusters, such
as a610-a611-a612. This effect can be explained considering
that the λ -shift accounts for the off-diagonal fluctuations and
their reorganization energy. This term decreases the energy of
more delocalized excitons, increasing their equilibrium popu-
lation.

2. Dynamics upon pump excitation

We simulated the EET dynamics upon excitation by a pump
pulse in the Chl b region (Figure 5a). We reproduce the pulse
of Ref. 40, which is centered at 630 nm and has a duration of
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Figure 3. Absorption spectra (OD) of CP29 (283 K). The simulated spectra have been averaged over MD static disorder. (a) Absorption spectra
(OD) simulated using different lineshape theories. The spectra have been scaled all by the same factor, so that the FCE maximum is one. (b)
Comparison to the experimental spectrum. We have normalized the spectra separately and site energies have been shifted differently for each
spectrum so to match the Chl a and Chl b maxima (See text). (c) Contribution of different chromophores to the simulated (FCE) absorption
spectrum of CP29 (283 K) (averaged over MD).

Figure 4. Comparison between the equilibrium site populations obtained with the analytical formula64 and those obtained with Redfield-Förster
approach (a) without and (b) with λ -shift. The populations are calculated at 283 K and averaged over the MD static disorder.

80 fs (FWHM). Figure 5b shows the population dynamics of
the pigment domains. First, the pump excites Chls b606 and
b607 and, to a lesser extent, b608. Some Chls a are also ex-
cited because of the overlap between the pump and the Chl a
vibrational sideband.Mascoli et al. 38 At short times (<1 ps),
the dynamics is dominated by the depopulation of Chls b and
the concurrent rise of the population of Chl a604, as well as
a610-a611-a612. This subpicosecond time scale matches the
transient absorption results.38 On a slower timescale, the do-
main a602-a603-a609 also populates. Finally, we see a slower
decay of the a604 population with a rise of both terminal emit-
ter domains. Chl a604 was first identified as a “bottleneck”
site in the EET dnamics of LHCII,10,12 and later the same Chl
was assigned as a slowly equilibrating site of other LHCs, in-
cluding CP29.13,38 The populations of Chls a601 and a613
only slightly increase during the dynamics, because the initial
populations generated by the pump are already close to the
equilibrium ones. Finally, the system moves towards equilib-

rium and the two terminal emitter domains acquire most of the
population. The a602-a603-a609 pigment cluster becomes the
most populated, which is consistent with the fact that Chl a602
contributes the most to the lowest-energy excitons (Figure 2).

The population dynamics of Figure 5b does not allow an
immediate interpretation of the energy flow between sites. To
better depict how energy is transferred among sites, we de-
fine the population flux using the density matrix propagator in
the site basis as explained in Appendix A. The resulting net
flux Φ̃i→ j(t → t ′) measures the amount of population trans-
ferred from site i to site j between times t and t ′. The average
fluxes are reported in Figure 6 for the time frames 0–1 ps and
1–10 ps. This representation helps interpreting the popula-
tion dynamics (Figure 5b). The depopulation of Chls b during
the first ps occurs mainly through transfer from b606-b607 to
Chl a604, while Chl b608 transfers to a610-a611-a612 as well
as a602-a603-a609. Then, the population of a604 is trans-
ferred mainly to the a602-a603-a609 domain, and in a mi-
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a b

Figure 5. (a) Overlap between the pump pulse (630 nm, 70 fs FWHM) and single-chromophore contribution to spectra obtained with iR (aver-
aged over the MD). (b) Population dynamics of CP29 obtained using Redfield-Förster approach. Different lines correspond to the population
of the different pigment domains, represented by the the sum of the corresponding populations. The simulations have been performed at 283 K
and averaged over MD static disorder.

nor part to a610-a611-a612. In the 1–10 ps time frame, some
equilibration is observed also within both terminal emitter do-
mains.

To determine the characteristic times related to each EET
process, we computed effective EET rates between the dif-
ferent domains of CP29. These rates are constructed in or-
der to reproduce the evolution of the site populations with a
rate equation, and then lumping the rates together to describe
transfers within domains (See Appendix B). The calculated
effective rates are reported in Table S2 and can reproduce ac-
curately the population dynamics (see Figure S3). There are
three main Chl b→ Chl a EET pathways: the b606-b607 pair
transfers to a604 in ∼300 fs, whereas b608 transfers to both
the a610-a611-a612 cluster in ∼500 fs and to the a602-a603-
a609 cluster in about 2 ps, which is consistent with the results
of Figure 5b.

Chl a604 can transfer energy to both terminal emitter do-
mains, a602-a603-a609 and a610-a611-a612. The character-
istic EET times from Chl a604 to the other Chls a are slower
than 10 ps, although adding all rates results in a depopulation
time of a604 faster than 10 ps. Surprisingly, the EET rates be-
tween the a602-a603-a609 and a610-a611-a612 domains are
quite fast (a few picoseconds), indicating that the population
of these domains can easily equilibrate. Finally, a601 is in
equilibrium with both terminal emitter domains in the ps time
scale, whereas a613 is weakly connected only to a610-a611-
a612.

To further investigate the EET network within the Chl a
pool, we reported in Figure 7 the excited state dynamics for
CP29 if the initial population is set to a604. These results
have been obtained using the effective rates shown in Table
S2, but they are almost identical to the ones obtained with
the full density matrix propagation (Figure S3b). The a602-
a603-a609 population increase can be well fitted by an single
exponential with a 6 ps time constant. For a610-a611-a612,
the time constant is 8 ps. The decay of a604 has to be fitted
with a double exponential of time constants 2.5 ps and 12 ps.

These values are lower than the related effective rates, because
several simultaneous process occur during the dynamics that
involve other chromophores.

3. Transient absorption spectra.

The experimental transient absorption (TA) spectra of CP29
are reported in Figure 8a. The spectra show (i) a strong nega-
tive peak (680 nm) arising from Chl a, (ii) a minor negative TA
band at 640 nm due to Chl b, and (iii) a minor positive band at
635 nm. Moving to TA dynamics, first, we note that the posi-
tive peak at 635 nm quickly (<0.08 ps) disappears, while the
intensity of the main Chl a band increases. This spectral fea-
ture might be related to vibrational relaxation of Chl a, as sup-
ported by the fact that the absorption band of Chl b does not
show the same behaviour. Moreover, we note that on a slower
timescale (0.08 ps → 10 ps) the minor Chl b band (642 nm)
disappears while the major Chl a band (682 nm) gets more
intense. This spectral feature is related to EET from Chl b
to Chl a and might also include relaxation within the Chl a
network.

Before discussing more in detail the simulated TA spec-
tra, we analyze the difference between the cR and iR transient
absorption lineshapes. TA simulations with cR showed worse
agreement with experiments than iR (see Figure S7). The only
difference between these two theories is the neglect in iR of
the real part of the dephasing γa, which is related to the Red-
field exciton relaxation rate. This term contributes to broad-
ening all third-order response contributions, but only in the
ESA case both the single-exciton and double-exciton relax-
ation rates contribute to the broadening (see eq. 23). Moving
from iR to cR, the ESA contribution broadens more than the
GSB, leadning to (i) an apparent positive peak at∼700 nm and
(ii) underestimation of overall intensity evolution of the main
TA band when using cR (see Figure S7). We conclude that
the Markovian approximation in the ESA contribution over-
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Figure 6. Excitation Energy Transfer flows network in CP29 obtained using the Redfield-Förster approach. The simulations have been
performed at 283 K and averaged over MD static disorder. Nodes position represent the in-perspective-position of pigments. Node color has
been set according to the same clusters used for the simulations. The width of the arrows is proportional to each net population-to-population
flux (only fluxes greater than 0.0011 are displayed in the figure). Node size qualitatively reflects the population of sites at the beginning of
each time range.

Figure 7. Excited-state dynamics of CP29 obtained with an initial
condition where only a604 is excited. The dashed lines are exponen-
tial fits whose lifetimes are reported as labels. The simulations have
been performed using the effective rates for each realization of the
disorder, and then averaged. The population dynamics obtained in
this way is almost identical to the reference Redfield-Förster simula-
tions (see Figure S3b).

estimates the broadening due to off-diagonal fluctuations, and
it is safer to ignore the real part of the dephasing for simulat-
ing nonlinear spectroscopy. A non-Markovian theory should
mitigate this problem, but would have greater complexity, es-
pecially for the ESA contributions.

The CP29 TA spectra simulated with iR show good agree-
ment with the experiments, in terms of bands lineshape and
evolution (Figure 8a,b). For a better comparison, we overlay
in Figure 8c the measured and simulated TA spectra at 10 ps
delay, roughly corresponding to the excited-state equilibrium.

To exactly compare lineshapes, we matched the main negative
Chl a peak in this comparison. The simulated main Chl a band
shows an excellent agreement with the experiment, whereas a
small discrepancy is found above 690 nm and in the Chl b re-
gion. Nonetheless, our simulation essentially reproduces all
the spectroscopic features at this delay time.

We now analyze the accuracy of our simulations in repro-
ducing the shift between absorption and TA spectra. Figure 8a
shows that in the experiment the TA Chl a and Chl b bands are
red-shifted by 6.1 nm and 2.2 nm respectively, while in our
simulation the Chl a band is 2.8 nm red-shifted and the Chl b
band is 3.7 nm blue-shifted (Figure 8b). These shifts are re-
lated to the difference between GSB and ESA, which depends
on the exciton energies in the singly and doubly excited mani-
folds, as well as on the diagonal and off-diagonal fluctuations.
Within our formalism, these fluctuations are treated within the
secular and Markov approximations. Nonsecular terms appear
to reduce the effects of exciton delocalization,65 while on the
other hand delocalization affects the mismatch between GSB
and ESA.66 We speculate that the secular approximation em-
ployed to calculate the transient absorption lineshape may af-
fect the GSB and ESA peak positions and thus the shift with
respect to the ground-state absorption spectrum.

To assess the importance of off-diagonal energy fluctua-
tions, we calculated the transient absorption spectra neglect-
ing all off-diagonal terms altogether, namely, ignoring the de-
phasing term γ . We will denote this approach as Redfield (di-
agonal approximation). In these calculations the shift between
absorption and TA is not observed at all (Figure S6), which
suggests that this shift is related to the off-diagonal reorgani-
zation energy. As this part is the most approximate within our
iR theory, this is another indication of the possible importance
of nonsecular and non-Markov contributions. A more compli-
cated issue is the neglect, in the Redfield-Förster formalism
as well as in the lineshape theory, of dynamic localization ef-
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Figure 8. TA spectra of CP29. The simulations have been performed at 283 K of CP29 and averaged over MD. Comparison between (a)
experimental and (b) simulated (with the iR approximation) TA spectra. The main Chl a negative peak obtained with the greatest delay time
has been normalized to −1, while the spectra obtained with shorter delay times have been normalized according to the their relative intensity.
The inverted absorption spectrum is shown as dashed lines, and the shift between the absorption and TA peaks are labeled for both Chl a and
Chl b bands. (c) Simulated and experimental TA spectra at fixed delay time (10 ps). The simulated spectra have been shifted in order to better
compare the lineshape with the experiment. (d) Simulated and experimental TA spectra at fixed wavelength corresponding to Chl a and Chl b
peaks.

fects. Dynamic localization effectively changes the excitons
of the system throughout the dynamics,67 which possibly re-
sults in different GSB/ESA lineshapes.

Figure 8d shows the time evolution of the spectra at se-
lected wavelengths, corresponding to the maxima of Chl b
(682.4 nm) and Chl a (641.8 nm) bands. From 0.08 ps to
10 ps there are two different transfer processes, a faster one
(0.08 ps to 1 ps) and a slower one (1 ps to 10 ps). Our sim-
ulations can reproduce accurately the intensity and evolution
of the TA bands. We can highlight some minor discrepances
between simulations and experiments. First, at t = 0, the sim-

ulated main Chl a band is more negative than in the experi-
ments. We could expect this, because the Chls a populated
by the pump are initially vibrationally excited, and the main
Chl a band rises due to vibrational relaxation. In the sequen-
tial approximation adopted here, the vibrational relaxation is
instantaneous, therefore the main Chl a band is already in-
tense at time zero. Secondly, the first decay process is slightly
faster (0.4 ps) than experiments (0.6 ps), while the second one
(3.0 ps) seems slower than experiments (2.5 ps).

From the above analysis, the first decay is attributed to the
transfer of energy from Chls b to Chls a. The second one
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arises from the EET within the Chl a pool, which only slightly
affects the intensity of the main Chl a band. As the simula-
tions can reproduce correctly the kinetics of the Chl b band,
we could state that the EET transfer process from Chl b to
Chl a has been modeled correctly. On the other hand, the ki-
netics of the Chl a band is reproduced semiquantitatively, as
explained above. For this reason, we deduce that the transfer
processes that the simulation cannot reproduce quantitatively
include some relaxation in the Chl a pool, for example ex-
citon relaxation within a strongly coupled domain. Redfield
rates within an exciton domain are generally overestimated,12

therefore it is not surprising that the dynamics within the first
picosecond is too fast in the simulations. It is more diffi-
cult to assess the second process, which arises from multiple
transfers between a604 and the two terminal emitter domains
a602-a603-a609 and a610-a611-a612. These transfers are de-
scribed with the Generalized Förster rates between domains,
and some delocalization effects that enhance EET rates could
be missing in this description. Alternatively, the discrepancy
in the kinetics could also arise from inaccuracies in the under-
lying Hamiltonian.

IV. CONCLUDING REMARKS

In this work, we have presented a strategy for the first-
principles simulation of excited-state dynamics and transient
absorption spectra of light-harvesting complexes. As a test
case we considered CP29, one of the minor LHCs in the Pho-
tosystem II (PSII) of plants, for which recent measurements
of transient absorption are available both in detergent and in
nanodiscs.38,40 Our strategy builds on accurate atomistic cal-
culations of the exciton Hamiltonian that account for the ef-
fect of the protein environment on site energies and couplings.
The connection to spectroscopic observables is made with a
Markovian lineshape theory,46 while exciton dynamics is sim-
mulated in the combined Redfield-Förster approach.51

We have argued that the reorganization effects due to off-
diagonal exciton-vibrational interactions should be taken into
account, even when employing the secular and Markovian ap-
proximations. As these off-diagonal reorganization energies
essentially renormalize the energies of exciton states in the
same way as the diagonal reorganization energies do, these
effects are also important for the calculation of generalized
Förster rates. Including off-diagonal fluctuations in the gener-
alized Förster rates leads to an equilibrium state that is closer
to the analytically derived equilibrium.64 Assessing the equi-
librium state with a numerically exact method may be needed
to confirm this result more systematically.68

The transient absorption spectra calculated in this work
agree well with experiments, both in the general shape and
in their evolution. Furthermore, direct comparison of time
traces at selected wavelengths demonstrates a correct estima-
tion of the main EET time scales. This remarkable result sug-
gests that the approximate methods employed have reason-
able accuracy also with realistic exciton couplings and spec-
tral densities. There remain minor deviations with respect to
the experiment, especially concerning the position of nega-

tive bands in the TA spectra. We have speculated that this
inconsistency arises from the secular approximation used in
the calculation of nonlinear spectra. Another source of inac-
curacy stems from the Markov approximation, which leads to
unphysical broadening of ESA lineshapes. To mitigate this
problem, we have decided to ignore the lifetime broadening
in transient absorption lineshapes, using only the imaginary
part of the off-diagonal contribution.

The good agreement with experiments for time traces sug-
gests that the Redfield-Förster method faithfully reproduces
the EET processes in the Chl network of CP29. We have an-
alyzed the EET dynamics by looking at the population flux
between different pigments. This has allowed to disentan-
gle the processes occurring at each timescale. The first one
consists in fast (<1 ps) EET from b606-b607 to a604 and
from b608 to a610-a611-a612. After this, several slower pro-
cesses (>1 ps) take place, including EET from a604 to all
other Chls a and equilibration within the two terminal emit-
ter domains a602-a603-a609 and a610-a611-a612. The ther-
mal equilibrium is established after ∼10 ps, consistently with
spectroscopic estimations.38

In summary, coupling accurate quantum chemical calcu-
lations with simulations of exciton dynamics and nonlin-
ear lineshapes proved to be a viable strategy to complement
transient absorption measurements. Our first-principles ap-
proach offers an unbiased interpretation of transient absorp-
tion measurements in light-harvesting complexes, and holds
the promise of disentangling simultaneous photophysical pro-
cesses occurring in LHCs. Simulations of transient absorption
spectra represent a means of quantitatively assessing the exci-
ton Hamiltonians computed with quantum chemical methods.
To minimize other sources of inaccuracy, further improve-
ments are still needed. Firstly, it will be fundamental to as-
sess the importance of nonsecular and non-Markovian contri-
butions to the third-order lineshapes. Moreover, a comparison
of perturbative dynamics with numerically exact theories69–71

or more accurate approximations60,72 would be useful to more
systematically determine their applicability to both population
dynamics and spectral lineshapes.73

SUPPLEMENTARY MATERIAL

See the supplementary material for details on the double ex-
citon manifold and ESA, on the static disorder treatment, and
on the normal-mode analysis calculations. Additional figures
include the site energy ladder, the participation ratio matrix, a
comparison of other approximate TA lineshapes.
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Appendix A: Excitation energy flux

Population non-equilibrium fluxes can be easily determined
from the solution to a Pauli (population only) master equa-
tion, as done for example in Ref. 39. It is more complicated to
determine these fluxes from a quantum master equation, be-
cause in the site basis coherences are also involved. We can
start from the formal solution to a Markovian quantum master
equation,

ρ
S

ab(t +∆t) = ∑
cd

Uab,cd(∆t) ρ
S
cd(t) (A1)

where U (∆t) = e
i
h̄ L ∆t propagates the density matrix from

time 0 to time t and Lab,cd = Rab,cd + i ωcdδacδbd is the rep-
resentation tensor of the Liouvillian superoperator in exciton
basis.

The density matrix evolution can be written in the site basis,

ρ
S

i j(t +∆t) = ∑
kl

Ukl→i j(∆t) ρ
S
kl(t) (A2)

where

Ukl→i j(∆t) = ∑
abcd

cia c jb ckc cld Ucd→ab(∆t) (A3)

We can define the net flux from any population or coherence
ρS

kl to another ρS
i j from time t to time t +∆t as the following

expression:

Φkl→i j(t→ t +∆t) =Ukl→i j(∆t)ρS
kl(t)−Ui j→kl(∆t)ρS

i j(t)
(A4)

Finally, we take the population-only elements of Φ to define
the population flux between sites

Φ̃k→ j(t→ t +∆t) =Ukk→ j j(∆t)ρS
kk(t)−U j j→kk(∆t)ρS

j j(t)
(A5)

Equation A5 can be interpreted as follows: the terms
Ukk→ j j(∆t) dictate how the matrix element ρS

kk evolves after
a time ∆t, i.e. the fraction of the population on site k that
is transferred to each site j. This term is multiplied by the
population at the beginning of the investigated time window,
ρS

kk(t), so that the product quantifies the amount of population
transferred between the sites k and j. Finally, the terms k→ j
and j→ k are subtracted in order to consider only the net flux
in one direction. Finally, the quantity Φ̃k→ j can be calculated
for each realization of the static disorder, and then averaged
over the entire ensemble.

Appendix B: Effective rates

Given the total Liouvillian L , one can retrieve a rate ma-
trix in the site basis assuming that after a certain time ∆t
the site-population dynamics becomes effectively Markovian.
This may occur when the fastest processes have finished and
a steady state of lower dimensionality is approached.

To this purpose, the operator on the population subspace in
the site basis is compared to that of a rate equation

U pop
j j→ii(∆t) = eK∆t

which means that the rate matrix K can be computed as the
matrix logarithm of Upop(∆t), divided by ∆t.

We sum the rates belonging to the same exciton domain us-
ing the Boltzmann population as weight for the summation,
assuming that thermal equilibrium has established between
the chromophores belonging to the same clusters74. If we in-
dicate the thermal population with P(∞) and ZB =∑ j∈B Pj(∞),
the partitioned rate matrix K̃ can be computed as before, using
the following relation:(

eK∆t
)

B→A
= ∑

i∈A
∑
j∈B

Pj(∞)

Z

(
eK∆t

)
j→i

(B1)

Summing up, to determine average rates in the disordered
exciton system, we first compute the propagator Upop(∆t) for
each realizations of the disorder, then we determine the rate
matrix K. After this, we lump the rate matrices of each re-
alization using eq. (B1) and, finally, we average K over the
static disorder.

It is entirely possible that K contains negative off-diagonal
elements, i.e. “unphysical” rates (See Table S2), which means
that it is not possible to describe the (Markovian) evolution
of the population as a Pauli master equation. This problem
can arise from the loss of information on the state of the sys-
tem when the latter is described only with populations of pig-
ments or domains. Notwithstanding these limitations, we can
still take the positive elements of the rate matrix as a faithful
representation of the effective rates in the exciton system.
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