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Abstract

States with core vacancies, which are commonly created by absorption of X-ray

photons, can decay by a two-electron process in which one electron fills the core

hole and the second one is ejected. These processes accompany many X-ray spec-

troscopies. Depending on the nature of the initial core-hole state and the decay

valence-hole states, these processes are called Auger decay, intermolecular Coulomb

decay, or electron-transfer-mediated decay. To connect many-body wavefunctions of

the initial and final states with molecular orbital picture of the decay, we introduce

a concept of natural Auger orbitals (NAOs). NAOs are obtained by two-step sin-

gular value decomposition of the two-body Dyson orbitals, reduced quantities that

enter the expression of the decay rate in the Feshbach–Fano treatment. NAOs afford

chemical insight and interpretation of the high-level ab intio calculations of Auger

decay and related two-electron relaxation processes.

Molecular-orbital framework is of the central importance in chemistry as well as in

atomic, molecular, and optical physics1. Molecular orbitals explain bonding in molecules

and mechanisms of chemical reactions. Molecular orbitals are also essential for understating

light-matter interactions—they enable predictions of trends in spectroscopic cross-sections

(e.g., absorption, fluorescence, and phosphorescence), angular-resolved quantities (polariza-

tion of the transitions, photoelectron angular distributions), and virbational lineshapes of

various electronic transitions (e.g., Franck–Condon factors). Molecular orbitals determine

experimental observables and, conversely, their shapes can be extracted from properly de-

signed experimental measurements2–4. Hence, molecular orbitals are not just a mathematical

construct—they represent physical reality that can be probed experimentally1.

Theoretically, molecular orbitals can be derived from general many-body wave-functions1,
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and—contrary to the common misconception—are not restricted to low-level treatments,

such as Hartree–Fock or Kohn–Sham density functional theories. The definition of ap-

propriate orbitals depends on the type of a physical process rather than the electronic

states themselves1. That is, different observables give rise to different definitions of or-

bitals. For example, photo-ionization or photodetachment processes are described by Dyson

orbitals5–10, one-photon photoexcitation or emission are described by natural transition or-

bital (NTOs)11,12, spin-forbidden processes such as phosphorescence, intersystem crossing,

or magnetic anisotropy, give rise to spin–orbit NTOs13. Non-linear processes, such as two-

photon (2PA) absorption, hyperpolarizabilities, and resonance inelastic X-ray scattering

(RIXS) are described by the perturbed NTOs14–17. A brief history of NTOs and related

analyses is given in Ref. 1 (in particular, footnote 57).
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FIG. 1: Essential information of a transition between the many-body initial and final states is con-

tained in reduced quantities. Panel (a): Initial and final states in photoionization/photodetachment

processes. These states are connected by one-electron Dyson orbital (the definition of the Dyson

orbital amplitude is given on the right). Panel (b): Initial and final states in one-photon absorption

processes. These states are connected by one-particle transition density matrix (equation on the

right).

The definition of such physically relevant orbitals for many-body wave-functions is based

on reduced quantities, such as reduced density matrices18–20, that enter the expressions for

the observables. Fig. 1a illustrates this idea for photoionization/photodetachment process.

The key element entering the cross-section expression8,21 (called photoelectron matrix ele-
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ment) can be written as a matrix element of the dipole operator between the Dyson orbital

and the wave-function of the ejected electron. Dyson orbitals can be described as generalized

overlap between the initial (N -electron) and final (N − 1 electron) states:

ϕd(x1) =
√
N

∫
ΨI(x1, x2, . . . , xN)Ψ

F (x2, . . . , xN)dx2 . . . dxN (1)

Using the Dyson amplitudes (shown in Fig. 1a), Dyson orbital can be expressed in terms of

canonical Hartree–Fock molecular orbitals

ϕd(x) =
∑
q

γqϕq(x) (2)

or any other set of orbitals used to represent the many-body wave-functions. The norms of

Dyson orbitals, which quantify the one-electron character of the transitions, can be used in

lieu of photoelectron intensities (pole strengths).

This simplification of the original expression—dipole matrix element between the two

many-body wave-functions—is possible because electrons are indistinguishable and the in-

tegration can be carried out in two steps. Dyson orbitals describe the difference between

the N and N −1 electron wave-functions and can be computed for wave-functions described

by any level of theory, including the exact ones. Hence, they represent the generalization of

canonical Hartree–Fock orbitals to a many-body framework1,10.

Fig. 1b shows one-particle transition density matrix connecting the ground and excited

states. This object contains all the information needed to compute the transition dipole

moment for one-photon electronic transitions, such as those involved in UV-Vis or X-ray

absorption or emission processes. The density matrix can be collapsed to the most compact

form using singular value decomposition (SVD)

γf←i = UΣV T (3)

so that the transition density—often referred to as an exciton wave-function22–24—can be

represented as sum of pairs of hole and particle orbitals:

ρtr(xp, xh) =
∑
rs

γf←i
rs ϕr(xp)ϕs(xh) =

∑
K

σKψ
p
K(xp)ψ

h
K(xh), (4)

where σK are singular values (elements of the diagonal matrix Σ, Eq. (3)), and
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ψh
K(xh)/ψ

p
K(xp) are the corresponding hole and particle NTOs:

ψh
K(x) =

∑
q

VqKϕq(x), (5)

ψp
K(x) =

∑
q

UqKϕq(x). (6)

The norm of γ, which can be evaluated as

||γf←i|| =
√∑

K

σ2
K , (7)

quantifies one-electron character of the transition, similarly to the norms of Dyson orbitals.

In molecules, typically only a small number of singular values are non-zero, whereas collective

excitations (plasmons) are characterized by many contributions with similar weights. By

using NTOs, intrinsic character of electronic transitions can be revealed and visualized.

The concept of NTOs was extended to spin-forbidden transitions by using spinless density

matrices that enter the expressions of spin–orbit coupling between two multiplets13, to non-

linear properties, such as 2PA or RIXS, by using perturbed transition density matrices14,15,

metastable electronic states9,25, and so on16,17.
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(a) (b)

FIG. 2: Initial and final states in regular (a) and resonant (b) Auger decay.

Here we introduce natural orbitals for two-electron processes, such as Auger–Meitner

decay26,27 and related phenomena—Interatomic Coulomb decay (ICD)28 and electron-

transfer-mediated decay (ETMD)29. Auger decay accompanies many X-ray induced pro-

cesses and entails filling a core vacancy by a valence electron with a simultaneous ejection

of the second valence electron (Fig. 2). This is the main relaxation channel of core-excited

or core-ionized states in molecules composed of light atoms. It is exploited in many spec-

troscopies and in applications (e.g., in radiotherapy and precision medicine30–33). ICD and

ETMD operate in a similar way, the only difference being that the core hole and the two

https://doi.org/10.26434/chemrxiv-2023-4l9cz ORCID: https://orcid.org/0000-0003-1174-5668 Content not peer-reviewed by ChemRxiv. License: CC BY-NC-ND 4.0

https://doi.org/10.26434/chemrxiv-2023-4l9cz
https://orcid.org/0000-0003-1174-5668
https://creativecommons.org/licenses/by-nc-nd/4.0/


5

electrons involved in the relaxation process belong to the two nearby molecules, for example,

the two valence hole states in the final ICD state are located on two different molecules.

Although primary Auger processes—such as shown in Fig. 2—result in ejection of

one electron, they cannot be described by the Dyson orbitals suitable for photoioniza-

tion/photodetachment, Eq. (1). This is because Auger decay is an inherently two-electron

processes—to connect the initial core-hole state and the final state, two electrons need to

change their states (Fig. 2). Mathematically, it means that this transition requires three

creation/annihilation operators, giving rise to two-body Dyson orbitals34–37:

Γp
qr = ⟨ΨF |p†qr|ΨI⟩ (8)

Γpq
r = ⟨ΨI |p†q†r|ΨF ⟩ , (9)

where ΨI is the initial core-hole state and ΨF is the final state. In Hermitian theories, Γp
qr

and Γpq
r are conjugates of each other, but in EOM-CC the two objects are distinct and both

need to be computed for evaluation of decay rates34. For non-resonant Auger decay (Fig.

2a) ΨI is a core-ionized state and ΨF is a valence doubly ionized state. For resonant Auger

decay (Fig. 2b) ΨI is core-excited state and ΨF is the valence ionized state. To describe

core-vacancy states, we use EOM-CCSD combined with with core-valence separation (CVS)

scheme38: CVS-EOM-IP CCSD for core-ionized states and CVS-EOM-EE-CCSD for core-

excited states39–42. The final decay states are described by EOM-DIP-CCSD (for non-

resonant Auger) and EOM-IP-CCSD (for resonant Auger). Core electrons are frozen in the

reference CCSD calculations.

Within the Feshbach–Fano treatment of metastable core-hole states34, two-body Dyson

orbitals enter the expression for computing the decay widths (Γ̃µ) of these states. In this

treatment, CVS is used to define a projector operator, which separates the core-hole states

from the continuum, making them bound with respect to electron loss. The decay channel

is described by a product of doubly ionized molecular state times a free-electron state,

described explicitly by a continuum function. The energy of Auger electrons is given by the

energy difference between the core-hole state and target valence (doubly or singly) ionized

state and the intensity of each decay channel is proportional to the corresponding Γ̃µ (the

width is inversely proportional to the decay rate and faster decay channels outcompete

slower decay channels). The width of the core-hole state is given by the matrix element of
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the Hamiltonian between the initial and final state, which reduces to:

Γ̃µ = 2πgα

∫
dΩk

(∑
p

hpk
µγp +

1

2

∑
pqr

⟨pq||kr⟩ µΓpq
r

)(∑
p

hkp
µγp +

1

2

∑
pqr

⟨kr||pq⟩ µΓr
pq

)
,

(10)

where gα is electronic degeneracy factor, index µ marks the decay channel (i.e., a particular

final state), γ and Γ are respective one- and two-body Dyson orbitals, and hkr and ⟨kr||pq⟩
are one- and two-electron integrals with index k denoting the free-electron state (represented

by a continuum function) and indices p, q, r denoting bound molecular orbitals (represented

by Gaussians). In this study, we represent the ejected electron state by the plane wave43,

but the formalism can be generalized to more sophisticated treatments.

Recently, this treatment was combined with the EOM-CCSD theory and applied to calcu-

lations of resonant and non-resonant Auger spectra34,43,44 as well as ICD45. The theoretical

background of this treatment and details of the implementation can be found in Ref. 34.

Here we use the two-particle Dyson orbitals, Eqns. (8) and (9), to define natural Auger

orbitals (NAOs) that provide the most compact orbital picture of the Auger decay. Following

the same strategy as in the derivation of NTOs, we use SVD to reduce the three-index tensor

Γ to a small number of three-orbital sets. For Γpq
r defined by Eq. (9), index r corresponds

to the core hole, and indices p and q—to the valence holes in the target state (see Fig. 2a).

Hence, we first perform SVD on Γpq
r reshaped as M ×M2 matrix, Γr,pq, where pq represents

a combined index p×M + q and M is the number of molecular orbitals (specifically, we use

βαβ block; more on spin-symmetry below). As per Eqs. (3) and (5), this step yields the

core NAO with its respective singular value. In the non-resonant Auger process, where the

initial state has a single core vacancy, only one non-zero singular value is expected, however,

in the resonant Auger decay, several core orbitals may be involved.

The core NAOs are given by the columns of matrix U , as per Eq. (5), and the corre-

sponding columns of the matrix V contain the information about the decay NAOs, p and

q. To compute them, we reshape the corresponding column of V into the M ×M matrix

and perform SVD on it. This step yields pairs of orbitals that describe the target decay

states. As we show below, this step often yields several non-zero singular values, reflecting

multi-configurational character of the target states. These NAOs represents a natural way

to visualize the Auger decay and related processes (such as ICD and ETMD). Because Γpq
r

enters the expression for decay widths, Eq. (10), the shapes of NAO can help to rationalize
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the trends in Γ̃µ. For example, when Γpq
r is represented by a single set of three NAOs, one

can evaluate their contribution to the decay width as follows:

Γ̃µ ≈ π

2
gα

(
σ1σ2⟨ψpψ̃p||ψhk⟩

)2
(11)

where σ1 and σ2 are the leading singular values from the first and the second SVD steps,

respectively, ψh is the core-hole NAO from the first step, and ψp and ψ̃p are the two particle

NAOs from the second SVD step.

As mentioned above, we use the Γ
pαqβ
rβ block of Γ. In regular Auger calculations, the

ionized core-hole is of β spin by default, so that Γpq
rα blocks are zero. For the target DIP

states with MS=0 (the default in Q-Chem), Γ
pαqβ
rβ = ±Γ

pβqα
rβ for the triplet and singlet

channels, respectively. Hence, for a closed-shell reference, using the Γ
pαqβ
rβ block is equivalent

to spin averaging. The second SVD procedure yields pairs of the decay NAOs corresponding

to αβ configurations (the σ values for αβ and βα decay states are identical). To better

understand the relationship between NAOs and the wavefunction amplitudes, we point out

that the leading block of Γpq
r in regular Auger decay is34:

Γij
K ≈ lKrij, (12)

where l and r are left CVS-IP and right EOM-DIP amplitudes, respectively, K denotes core

orbitals and i, j denote valence orbitals. Thus, the decay NAOs should roughly follow the

DIP amplitudes.

In the resonant Auger process, assuming that the ejected electron has α-spin, Γ
pβqα
rβ =

Γ
pαqβ
rβ = ±(Γ

pαqβ
rα = Γ

pβqα
rα ).

Thus, the core-hole orbital for the first step has identical α and β components, but only

β component is computed.

The leading blocks of Γpq
r in resonant Auger decay are34:

Γai
J ≈ −laJri, (13)

Γij
K ≈ −

∑
a

laKr
a
ij, (14)

where l and r are left CVS-EE and right EOM-IP amplitudes, respectively. Egns. (13) and

(14) provide dominant contributions for the participator and spectator decay, respectively.
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The renormalized σ2 represent the weights of the particular configuration in the total

wavefunction. A useful quantity is participation ratio (PRNTO), which quantifies how many

orbitals (or orbital pairs) contribute to the wavefunction:

PRNTO =
(
∑

K σ
2
K)

2∑
K σ

4
K

. (15)

For example, PRNTO=1 when there is only one dominant amplitude for core-hole state,

PRNTO=2 for the two core hole states, and so on.

We implemented this procedure in the Q-Chem electronic structure package46,47 for

non-resonant and resonant Auger decay. Additional details are given in the SI. We

illustrate the utility of NAOs by application to water and benzene molecules, and a model

solvated hydroxide cluster. All calculations are done using the Q-Chem electronic structure

package46. Q-Chem’s symmetry notations are used48.

TABLE I: Water.a Ionization energies of the doubly ionized states (eV), energies of the Auger

electrons (eV), partial decay widths (meV), the values of the leading DIP amplitudes, and PRNTOs

from the first and second SVD steps.

State EDIP Eb
Auger Γ̃ Composition PRNTO1 PRNTO2

1A1 41.58 498.56 17.72 1b−22 (0.91), 3a−21 (0.19) 1 1.10

3A2 44.67 495.48 0.005 1b−12 1b−11 (0.66) 1 2.00

1B1 48.76 491.39 13.46 3a−11 1b−11 (0.67) 1 2.00

a MP2/aug-cc-pVTZ optimized structure; fully uncontracted 6-311(2+,+)G** basis set was used

for DIP and CVS EOM-IP. b Energies of Auger electrons computed using core IE of 540.15 eV.

Table I shows the three lowest decay channels for core-ionized water including their char-

acter based on the leading EOM-DIP-CCSD amplitudes (right vectors). The corresponding

NAOs are shown in Fig. 3; their PRNTOs are shown in Table I. As one can see, the singular

values for the first step (that yields the initial core-hole state) are very close to one, giving

rise to PRNTO1=1. The shapes of the decay NAOs (orbitals from the second step) are sim-

ilar to the canonical MOs, and their singular values and respective PRNTOs are consistent

with the leading amplitudes of the DIP states, as per Eq. (12). (Table I). For example,

the PRNTOs for
3A2 and 1B1 are close to two, consistent with αβ and βα configurations of

the DIP amplitudes. The DIP states derived from removing both electrons from the same
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FIG. 3: Natural Auger Orbitals for the 1A1,
1B1, and

3A2 decay channels of the 1sO-ionized state of

water. Squared singular values from the first (left) and second (right) SVD steps are shown under

the NAOs, along with the dominant electronic configurations (only αβ decay NAOs are shown).

orbital give rise to one decay pair, whereas the DIP states derived by removing two electrons

from different MOs give rise to two pairs of NAOs.

TABLE II: Benzenea. Ionization energies of the doubly ionized states (eV), core-ionized states

(eV), the corresponding energies of the Auger electronsc (eV), partial decay widths (meV), the

values of the leading DIP amplitudes, and PRNTOs from the first and second SVD steps.

State EDIP core Ec Ed
Auger Γ̃ Composition PRNTO1 PRNTO2

1B1g 25.40 2a−1g 291.20 265.80 0.130 1b−12g 1b
−1
3g (0.66) 1.11 2.01

1Ag 25.40 2b−13u 291.18 265.78 0.760 1b−22g (0.66), 1b
−2
3g (0.66) 1.12 2.01

3B3g 27.75 1b−12u 291.24 263.50 0.003 3b−11g 1b
−1
2g (0.47), 6a−1g 1b−13g (0.47) 1.07 4.14

3B3u 27.80 1b−11g 291.20 263.40 0.001 1b−12g 1b
−1
1u (0.67) 1.05 2.00

1Au 29.80 1a−1g 291.26 261.47 0.040 4b−12u 1b
−1
2g (0.47), 5b−13g 1b

−1
3g (0.47) 1.08 4.00

a RI-MP2/cc-pVTZ optimized structure; 6-311G** basis set was used for DIP and CVS EOM-IP.

In contrast to water, benzene has six core orbitals and each can contribute to Auger

decay. This, along with high symmetry of benzene, gives rise to a rich Auger spectrum49–51,

which we recently described theoretically44. In the analysis below, we use the irreducible

representations of D2h point group, the largest Abelian subgroup of D6h point group of

benzene following the convention in Q-Chem. Here we focus on the NAO analysis of selected

decay channels. Table II shows the energies of several doubly ionized states of benzene and

their leading DIP amplitudes. Based on DIP amplitudes, the decay channels can be divided
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into the three types: decay states corresponding to the ionization of doubly degenerate

HOMO, decay states corresponding to ionization from HOMO and HOMO-1/HOMO-2,

and decay states corresponding to the ionization from HOMO and HOMO-3.

FIG. 4: Natural Auger Orbitals for selected decay channels in 1sC-ionized benzene. Squared sin-

gular values from the first (left) and second (right) SVD steps are shown, along with the dominant

electronic configurations (only αβ decay NAOs are shown).

Fig. 4 shows the NAOs for the decay channels summarized in Table II. For this example,

the shapes of NAOs appear to be similar to the shapes of canonical MOs. For decay channel

(A), the first SVD yields a single singular value corresponding to the core-ionized 2ag orbital.

The second SVD shows that the main decay channel is derived by removal of electrons from

the 1b2g and 1b3g HOMOs of benzene, consistent with the amplitudes of the 1B1g DIP state.

Likewise, we see that channel (B) corresponds to the core hole of b3u symmetry and two decay

channels with either doubly ionized 1b2g or doubly ionized 1b3g HOMOs. The analysis shows

that channels (C)-(E) correspond to ionization from the HOMO and lower orbitals. For this

example, the NAO analysis closely follows the DIP amplitudes of the decay channels, and

the shapes of NAOs are similar to those of the canonical Hartree–Fock MOs or the natural

orbitals of the DIP states44, however, the examples below illustrate that this is not always

the case.

As the next example, we consider resonant Auger decay in benzene. The brightest peak in

the XAS of benzene corresponds to the 1sc → π∗ transition of B1u symmetry (traditionally
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called A peak).52,53 In our calculations, this state appears at 286.9 eV. Consistent with the

orbital degeneracy patterns, NTO analysis for this transition52,53 yields several pairs of NTOs

(PRNTO=2.45). Fig. 5 shows NAOs for Auger decay of this state. Consistent with XAS

NTOs (see Fig. S1 in the SI), we obtain two core holes with equal weights and two decay

NAOs, one of which is the π∗ LUMO and the second is the a lower valence orbital (HOMO-

1). The large σ2 value for the second step reflects that EOM-IP decay state is dominated

by a single valence hole. According to this picture, this decay channel corresponds to the

participator decay. We note that in the resonant Auger decay one can consider an alternative

definition of NAOs, i.e., by first doing SVD for Γrp,q. Such procedure yields NAOs that look

like a union of NTOs for the XAS transition and a valence hole, as per Eq. (13); this is

illustrated in Fig. S2 in the SI.

Finally, Fig. S3 in the SI shows NAOs for the spectator decay in benzene. We note that

in this case the singular values are much smaller compared to the participator decay.

FIG. 5: Natural Auger Orbitals for resonant Auger decay in benzene. The initial state is B1u

core-excited state with excitation energy 286.9 eV (peak A in XAS). Squared singular values

from the first (left) and second (right) SVD steps are shown, along with the dominant electronic

configurations (only β → αβ NAOs are shown). The PRNTOs from the first SVD is 2.51 consistent

with the CVS EOM-EE amplitudes, and that from second SVD is 1.02 each corresponding to the

single valence hole for every dominant core hole.

Our last example is a model cluster of hydroxide solvated with five water molecules (the
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structure is taken from ab initio molecular dynamics equilibrium trajectory54). We consider

Auger decay of the core-ionized 1sO state of hydroxide—this state has the lowest IE (534.02

eV) of the six 1sO states of the cluster. Table III shows three lowest-energy singlet decay

channels (corresponding to the fastest Auger electrons). In this case, the decay states can

be either localized on hydroxide or on the nearby waters, or both. The DIP amplitudes

(see Fig. S6 in the SI) involve many transitions, making the characterization of the decay

channels difficult. In contrast, the NAO analysis yields much more compact picture. Fig. 6

shows NAOs for the three lowest singlet decay channel of the cluster. The analysis of the

triplet decay channels is given in the SI. As one can see, all three channels have contributions

both from the hydroxide orbitals and from the waters. The relative weight of the hydroxide

is the largest in the first channel and the smallest in the third channel, which correlates with

the computed decay widths that decrease in this sequence: 1 > 2 > 3. Based on the shapes

of the NAOs, these three channels appear to be of mixed Auger and ICD decay character.

FIG. 6: Natural Auger Orbitals for the first three singlet decay channels of the 1sO-ionized state

of OH−(aq). Singular values from the first (left) and second (right) SVD steps are shown under

the NAOs, along with the dominant electronic configurations.

In conclusion, we presented an extension of molecular orbital framework for two-electron

processes such as Auger–Meitner decay or ICD. The theory is based on two-body Dyson

orbitals connecting the initial (core-ionized or core-excited) and final states. Two sequential

singular-value decompositions of the two-body Dyson orbitals yield a small number of three-

orbital sets, which provide a compact representation of the decay process. This new tool

enables casting of two-electron decay involving correlated many-body wave-functions into a

simple yet rigorous molecular orbital picture thus facilitating analysis and providing insight
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TABLE III: OH−(H2O)5 cluster. Ionization energies of the singlet doubly ionized states (eV),

energies of the Auger electrons (eV), partial decay widths (meV), and PRNTOs from the first and

second SVD steps.

State EDIP EAuger Γ̃ PRNTO1 PRNTO2

11A 16.66 517.36 0.007 1 2.04

21A 16.79 517.23 0.005 1 2.10

31A 16.93 517.10 0.002 1 2.03

a 6-311G basis set was used for DIP and CVS EOM-IP; core IE is 534.02 eV.

into X-ray induced processes.
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Paul, S. K.; Pavošević, F.; Pei, Z.; Prager, S.; Proynov, E. I.; Rák, Á.; Ramos-Cordoba, E.;
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