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Revealing the complex structure of molten FLiBe
(2LiF−BeF2) by experimental X-ray scattering, neutron
scattering, and deep neural network-based molecular dy-
namics

Sean Fayfar,a Rajni Chahal,b Haley Williams,c D. Nathanael Gardner,c Guiqiu Zheng,a David
Sprouster,ad Jörg C. Neuefeind,e Dan Olds, f Andrea Hwang,g Joanna Mcfarlane,h Ryan C.
Gallagher,h Mark Asta,g Stephen Lam,∗b Raluca O. Scarlat,∗c and Boris Khaykovich∗a

The use of molten salts as coolants, fuels, and tritium breeding blankets in the next generation
of fission and fusion nuclear reactors benefits from furthering the characterization of the molecular
structure of molten halide salts, paving the way to predictive capability of chemical and thermo-
physical properties of molten salts. Due to its neutronic, chemical, and thermo-chemical properties,
2LiF−BeF2 is a candidate molten salt for several fusion and fission reactor designs. We perform
neutron and X-ray total scattering measurements to determine the atomic structure of 2LiF−BeF2.
We also perform ab-initio and neural network molecular dynamics simulations to predict the struc-
ture obtained by neutron and X-ray diffraction experiments. The use of machine learning provides
improvements to the efficiency in predicting the structure at a longer length scales than is achievable
with ab-initio simulations at significantly lower computational expense while retaining near ab-initio
accuracy. The comparison among experimental and modeling results at a higher resolution and effi-
ciency than previous measurements provides the opportunity to explore the structural determination
of 2LiF−BeF2 beyond the first-nearest neighbor analysis that had been previously achieved with X-
ray diffraction measurements of a FLiBe melt. This work may serve as a reference for future studies
of salt structure and macroscopic properties with and without the addition of solutes.

1 Introduction
Molten salts have garnered a resurgence of interest due to their
favorable use in energy applications such as advanced next-
generation nuclear power plants.1–3 These include fluid-fueled
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molten salt reactors (MSRs) which employ fluoride or chlo-
ride salts,4,5 solid-fueled reactors which employ salt as a high-
temperature coolant such as the fluoride-salt-cooled high tem-
perature reactor (FHR),6 and fusion reactors such as the afford-
able, robust, compact (ARC) reactor which uses 2LiF−BeF2 as
both a coolant and a tritium breeding blanket.7,8 Molten salts
provide high volumetric heat capacity and a wide range of ther-
mal stability that allow reactors to deliver a larger fraction of
their heat at higher temperatures compared with traditional de-
signs. This increase in heat-to-electricity efficiency, along with the
possibility of diverse energy products at higher temperatures, en-
hances the economic competitiveness of salt-based nuclear energy
systems.9,10 Additionally, the ability to operate at nearly atmo-
spheric pressure enables design of passive safety systems and in-
herent safety features which help meet high safety standards with
greater simplicity of design and, consequently, with potentially
lower development costs and shorter development timelines.11,12

A number of salt compositions are candidates for use in MSRs
with 2LiF−BeF2 (FLiBe) being the focus of this study.13–17 Ex-
perimentally determining the thermo-physical properties such as
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the density, viscosity, thermal expansion, specific heat, and others
has been the focus of a number of studies.18–26 Electroanalyt-
ical studies have sought to characterize ionic transport as well
as the liquidus in LiF−BeF2 systems.27? ,28 Additional studies
have focused on measuring the atomic structure of molten salt
candidates29–32 and their corrosive effects on structural materi-
als.33–38 With the vast possibilities of salt compositions, predic-
tive modeling can alleviate experimental bottlenecks associated
with characterizing new salt mixtures.39–41 To successfully ascer-
tain the physical characteristics of molten salts using simulations,
their atomic structure needs to be measured experimentally to
validate the assumptions required in simulations.

The structure of molten LiF−BeF2 solutions was studied by X-
ray diffraction fifty years ago by Vaslow and Narten 42 using a
MoKα lab X-ray source. They verified tetrahedral geometry for
BeF 2 –

4 complex ions as in the model developed by Baes 43 , and
output first nearest-neighbor (FNN) distances and coordination
numbers (CN) for Be−F, Li−F, and F−F. They postulated corner
sharing tetrahedra, showing a consistent Be−F CN of 4 for bi-
nary melts across the entire composition space from 100% LiF to
100% BeF2. This postulation was further supported by molecular
dynamics models that predict FNN and CN for LiBeF3; the Be−F
values were within two standard deviations, F−F were identical
between molecular dynamic (MD) predictions and experiments,
and Li−F FNN distance predicted by MD at 760 °C was more than
three standard deviations smaller than X-ray-measured values at
400 °C.44

Evidence of tetrahedral BeF 2 –
4 in molten LiF−BeF2 solutions

is ubiquitous, beginning with measurements using X-ray diffrac-
tion and vibrational spectroscopy (infrared and Raman) along
with molecular dynamics studies.42,44–46 Evidence of dimers and
higher order oligomers increasing with the BeF2 concentration
has followed from Raman spectroscopy and thermodynamic mod-
els fit to measured activity coefficients and other thermo-chemical
data.41,47–49 The formation of corner-sharing tetrahedral BeF 2 –

4
clusters (which was proposed from considering fluoroberyllate
melts as analagous to SiO4 melts)43 has been reinforced by mod-
ern molecular dynamics simulations.39,41,50–52 However, the abil-
ity to validate the intermediate-range melt structure predicted in
molecular simulations is limited by the resolution of experimental
X-ray diffraction data available in the literature.42 With the FNN
structure of fluoro-beryllate melts described and validated, it now
becomes possible to investigate the role of intermediate-range or-
der on solvation mechanisms and other macroscopic physical and
chemical properties of fluids. Thus, validating molecular dynam-
ics models for their structure predictions beyond FNN would be
highly impactful.

Molecular dynamics simulations have revolutionized the ability
of researchers to discover and assess new materials, aiding inter-
pretation, error analysis, sensitivity analysis and prioritization of
experimental studies. Ab-initio molecular dynamics simulations
(AIMD) have been the premier method for modeling molten salt
structure and predicting physical properties.40 However, due to
high computational costs, AIMD simulations are practically lim-
ited to small system sizes (less than hundreds of atoms). Mean-
while, classical interatomic potentials can simulate large system

sizes, but have recently been shown to inaccurately predict rel-
ative populations of bond angles and clusters, which play an
important role in determining the thermo-physical and thermo-
chemical behavior in structurally-complex salt mixtures.53 While
such simulations have been used to interpret the general fea-
tures and structures that exist in an experimental X-ray or Raman
spectra, precise reconstruction and detailed analysis has not been
possible. To overcome these limitations, recent developments of
neural network molecular dynamics simulations (NNMD) have
demonstrated that NNMD simulations can achieve near ab-initio
accuracy, at orders of magnitude higher speed and scalability,
for predicting the structures and properties of molten salts.54–58

Moreover, it was recently shown that larger NNMD simulations
were required for accurately capturing the intermediate-range
structures beyond the first solvation shell that can emerge in salts
containing significant fraction of multivalent cations such as Zr.53

Structures of similar length scale have also been predicted for
LiF−BeF2 with dissolved tritium.59,60

In this work, we present a structural characterization of molten
FLiBe including total scattering measurements and molecular dy-
namics simulations. We examined FLiBe using both neutron
and X-ray diffraction from room temperature up to 700 °C, well
above the melting point. Our measurements, conducted us-
ing renowned sychrotron X-ray and spallation neutron facilities,
enabled higher resolution than prior X-ray diffraction measure-
ments and a degree of detail inaccessible to previous studies.
These high-resolution measurements are necessary to validate
new molecular dynamics techniques. We performed AIMD and
NNMD simulations to interpret the structural peaks found in mea-
surements, and we provide several validation experimental data-
sets for both short-range and intermediate-range order in FLiBe
melts at multiple temperatures.

2 Experimental and computational methods

2.1 Molecular-dynamics simulations

2.1.1 Ab-initio molecular dynamics simulations

A supercell containing 91 atoms was used (13 Be, 26 Li, and 52
F). The simulation cell volume was imposed based on the FLiBe
density of 2.0314 g/mL and 1.937 g/mL at 510 °C and 700 °C, re-
spectively.61 Assuming natural isotopics for 7Li of 92.5% and
6.94 g/mol Li atomic weight, the cell lengths are 10.17 Å and
10.33 Å, respectively. Recent experiments found the density of
FLiBe to be 2.029(11) g/mL and 1.948(14) g/mL at 510 °C and
700 °C, respectively, with a molecular weight of 33.02(5) g/mol,
LiF/BeF2 molar ratio of 1.977, and 93.12% 7Li enrichment.23

The supercell was first initialized with a random structure gen-
erated with the Packmol package to avoid overlapping atomic po-
sitions.62 The initial random configuration was equilibrated at
510 °C and 700 °C for 20 ps to develop the liquid structure. Once
equilibrated, nearly 50 ps simulation trajectory should be sufficent
to obtain converged molten-salt structure and properties accord-
ing to our previous work.63 A time step of 2 fs was used for all
AIMD simulations. The pressure of the equilibrated fixed-volume
cells was -500 and -300 MPa, respectively (95% confidence inter-
val).
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2.1.2 NNIP Training

For training of the neural network interatomic potential (NNIP),
DeePMD-kit (DP-kit) package (version 1.3.3) was employed.64

The Deep-Pot-Smooth Edition (DeepPot-SE) potential contained
inside the DP-kit was chosen due to a smooth and continu-
ously differentiable potential energy surface generation.65 The
DeepPot-SE model learns a mapping between local environment
of each atom within 8 Å cut-off to a per-atom energy, such that the
sum of atomic energies corresponds to reference DFT energy. The
gradients of the NNIP predicted energies are then used to com-
pute the atomic forces. Both the reference energies and forces
are included to evaluate the loss function which is minimized
during training of a DeepPot-SE model. The training dataset com-
prised 11019 configurations at 510 °C and 10283 configurations
at 700 °C containing LiF and BeF2 of AIMD simulations with 91
atom supercells. During the training, the datasets were shuffled
and were split in 80% and 20% for training and validation, re-
spectively. Here, the smooth cutoff and hard cutoff radius of 2 Å
and 8 Å were chosen. The embedding network and fitting network
size were {25,50,100} and {240,240,240}, respectively. The tun-
able prefactors in loss function were chosen at 0.002, 1000, 1,
and 1 for pstart

e , pstart
f , plimit

e , and plimit
f , respectively. These net-

work parameters previously resulted in well-fitted potential en-
ergy surface for multicomponent molten salt systems.53,56 Here,
the network was only trained on AIMD energies and forces. The
trained network using DeepPot-SE yielded energy and force er-
rors of 1.92 meV/atom and 22.1 meV/Å, respectively. The result-
ing errors are within the precision of DFT. The low energy and
force training testing errors suggest a well-fitted potential energy
surface.

2.1.3 Neural network molecular dynamics using developed
NNIP

The trained NNIP potentials were used in Large Scale
Atomic/Molecular Massively Parallel Simulator (LAMMPS) via
the interface with DeePMD-kit.66 The NNIP-based molecular dy-
namics (NNMD) simulations allow for simulating larger simula-
tion cell parameters that are required to gain sufficient resolution

at Q ∼ 1 Å
−1

. For this purpose, the cell parameters of 20.33 Å
and 20.66 Å were chosen for NNMD simulations of FLiBe at 510 °C
and 700 °C, respectively, comprising 728 atoms (208 Li, 104 Be,
416 F), and corresponding to liquid densities of 2.0314 g/mL and
1.937 g/mL, respectively. During NNMD simulations, at least 2 ns
simulations were performed using 2 fs time steps employing Nosé-
Hoover thermostat67 in constant volume ensemble (NVT). Peri-
odic boundary conditions were maintained in all three directions.
After 0.5 ns of equilibration, trajectories longer than 1.5 ns were
used to study radial distribution functions as well as to perform
structure factor calculations. More details on the analysis are pro-
vided in the following sections.

2.2 Sample preparation

A 2:1 stoichiometric ratio of LiF and BeF2 was prepared with iso-
topically enriched lithium-7 fluoride provided by Oak Ridge Na-
tional Laboratory (ORNL) and beryllium fluoride from Materion.

To prepare the sample for neutron scattering measurements, a
1.3(1) g sample of FLiBe was placed and melted in a vanadium
canister and sealed with a flanged titanium lid and a graphite
foil gasket. The sample was subsequently cleaned from beryllium
contamination (below the free release limit of 0.2 µg/100cm2).
For X-ray scattering measurements, a sample of FLiBe (prepared
from constituent Materion salts) was loaded and melted into a
capped graphite insert then placed into a flame sealed quartz
NMR tube.32

The 7Li enriched sample used in this study was believed to
be approximately 99% enrichment, though the stock 7LiF was a
legacy sample from ORNL and was not labeled with a numerical
value. Readily available enriched Li from Sigma-Aldrich is avail-
able at 99%. We include a comparison between a 99% and 95%
7Li enriched sample in Fig. S4† by weighting the NNMD results.

2.3 Neutron and X-ray scattering

Neutron total scattering measurements were performed at the
NOMAD beamline68 at the Spallation Neutron Source (SNS).
Samples were loaded into vanadium sample cans and placed into
the vanadium furnace to measure the sample from room temper-
ature up to 700 °C. The sample was heated using the vanadium
furnace provided at the beamline; the sample was measured upon
heating with an exposure time of 5 minutes for each measure-
ment. Once the sample reached 550 °C and 700 °C, the sample
was measured for 7.6 hours at each temperature. The measure-
ments at the beamline were calibrated using standard samples
such as diamond and vanadium. The measurements were back-
ground corrected by subtracting the empty sample container.68

The raw neutron scattering intensity was converted to the total
(static) structure factor S(Q) with corrections using the software
ADDIE69 at the beamline (shown in Figs. S5† and S6†). Q is the
scattering vector and is defined as Q = 4π

λ
sinθ for elastic scat-

tering, where λ is the wavelength of the radiation and 2θ is the
diffraction angle.

X-ray diffraction measurements were conducted at the PDF
beamline (28-ID-1)70 at the National Synchrotron Light Source
II (NSLS-II). The sample was placed in a novel sample holder
designed to contain molten salts that includes a sealed quartz
capillary with a capped graphite insert to hold the salt.32 The
X-ray measurements were performed with an amorphous silicon-
based flat panel detector mounted orthogonal to the beam path
that moved between two distances for pair distribution function
(PDF) and X-ray diffraction (XRD) measurements.70 The distance
was calibrated by measuring a LaB6 standard sample. The sample
was heated using a hot-air blower at a rate of 5 °C per minute un-
til reaching 510 °C. The sample was measured while heating with
an exposure time of 30 seconds for each measurement. Once
at 510 °C, the sample was measured with an exposure time of
approximately 5 minutes. The raw 2D detector images were cor-
rected using standard procedures such as subtracting the detector
dark current and masking regions with artifacts. The corrected
images were radially integrated and converted into the scatter-
ing intensity as a function of the scattering vector Q.71 Patterns
were also measured of the empty graphite quartz container and
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Fig. 1 NNMD simulation results of the (a) unweighted partial PDFs and (b) unweighted partial structure factors of FLiBe at 700 °C

were subtracted from the sample measurements (see Figs S7† and
S8†). The X-ray scattering intensities were converted into the to-
tal structure factor S(Q) using the software PDFgetX372 that uses
an ad hoc data correction method to obtain the coherent X-ray
scattering intensities. The sample temperature was calculated by
the methods described in Sprouster et al. 32 .

The total structure factor S(Q) calculated from the total scatter-
ing intensity is composed of partial structure factors dependent on
the salt components through

S(n/x)(Q) = ∑
α,β≥α

S(n/x)
αβ

(Q) = ∑
α,β≥α

w(n/x)
αβ

(Q)Sαβ (Q) (1)

with

w(n/x)
αβ

(Q) =
cα cβ fα (Q) fβ (Q)

[∑α cα fα (Q)]2
(
2−δαβ

)
, (2)

where α and β are coefficients representing the salt components,
c is the concentration of the atomic species, f (Q) is the X-ray form
factor,73 and δαβ is the Kronecker delta function. The weights
wαβ are normalized such that they sum to one for all values of
Q. For neutron scattering, the X-ray atomic form factors are re-
placed with the neutron scattering lengths b that are independent
of Q. The superscripts indicate that the structure factor or PDF
was weighted using Eq. (2) for neutrons (n) or X-rays (x). A
discrete Fourier sine transform is used to calculate the pair distri-
bution function (PDF) g(r) as

g(r)−1 =
1

2π2ρ0

Qmax

∑
Q

Q [S(Q)−1]
sinQr

r
∆Q, (3)

where ρ0 is the average number density and r is the distance from
a reference atom. The inverse Fourier sine transform calculates
the structure factor from the PDF:

S(Q)−1 = 4πρ0

rmax

∑
r

r [g(r)−1]
sinQr

Q
∆r. (4)

The PDF is the ratio of the atomic density a distance r from a cen-
tral atom to the bulk density.74–77 Note, the unweighted partial
PDF gαβ that we discuss is also commonly referred to as the radial

distribution function (RDF).39,52,56,60

2.4 Coordination numbers calculations

The coordination numbers (CN), N(r), were calculated by inte-
grating the area under the partial PDF using

N(rmin) = 4πρβ

∫ rmin

0
r2gαβ (r)dr =

4πρβ

w(n/x)
αβ

∫ rmin

0
r2g(n/x)

αβ
(r)dr, (5)

where ρβ = cβ ρ0 is the number density of the β -atoms around a
central α-atom.39,76,78 The rmin value is chosen as the first mini-
mum in the partial PDFs.

The first peak locations were determined by fitting the simu-
lated partial PDFs with a skewed Gaussian and calculating the
location of the maximum. The error estimate comes from the fit-
ting procedure. To find the first peak locations for the neutron
and X-ray measurements, we fitted our results with three skewed
Gaussians summed together. The peak location was calculated
by finding the maximum point on the component Gaussians. The
experimental coordination numbers were calculated by integrat-
ing the component Gaussian and removing the weight factor as
shown in Eq. (5).79–81 We performed this same procedure on the
neutron weighted NNMD gn(r) to gauge the accuracy of recov-
ering the partial PDFs from the experimental measurements (see
Figs. S10† and S11†). We confirmed that the peak position was
retrievable, and we used the comparison to estimate the uncer-
tainty. Calculating the coordination number was only feasible
with the Be−F peak because it had a clear minimum at zero and
did not overlap with too many other partials. Integrating the fit-
ted Gaussian to the NNMD gn(r) at 700 °C calculates the CN to be
3.82 as compared to 3.97 from directly integrating gαβ (r). Us-
ing these methods on the 510 °C simulations, we find the CN to
be 4.07 compared to 4.00. Similar differences were found using
the AIMD results. Using the discrepancies in these values, we
estimate the uncertainty in the CN to be ±0.15. The X-ray coordi-
nation numbers were not feasible using this method because the
weight factor wαβ depends on Q.

We note also that the coordination numbers depend on the cho-
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Table 1 Experimental and computational results of the first peak locations and coordination numbers of FLiBe. CNs from AIMD and NNMD are
calculated by integrating the partial gαβ (r) using Eq. (5). *Because neutron diffraction measurements only provide total gn(r), the CNs are determined
by integrating Gaussians fit to the total gn(r); we observe the uncertainty introduced by this method to be ±0.15.

Temp. First nearest neighbor peak (Å) rmin CN

Pair (°C) AIMD NNMD Neutron X-ray (Å) AIMD NNMD Neutron

F−Be
700 1.548(1) 1.546(1) 1.53(1) -

2.35
3.99(5) 3.97(5) 3.67(15)*

550 - - 1.53(1) - - - 3.73(15)*
510 1.552(1) 1.551(1) - 1.51(1) 4.00(5) 4.00(5) -

F−Li
700 1.850(2) 1.849(3) 1.95(2) -

2.75
4.52(8) 4.50(8) -

550 - - 1.92(2) - - - -
510 1.854(2) 1.860(2) - 1.92(2) 4.63(8) 4.66(8) -

F−F
700 2.585(5) 2.587(6) 2.53(1) - - - -
550 - - 2.52(1) - - - -
510 2.576(4) 2.579(5) - 2.47(1) - - -

sen cutoff value, rmin, at the first minimum gαβ (r), as shown in
Eq. (5). The Be−F partial PDF has a clear minimum at zero, and
we use a rmin value of 2.35 Å. However, Winner et al. 52 argued
that rmin (referred to as the first-coordination shell radius) for
F−Be should be 1.92 Å, which resulted in their CN result of 3.9.
Using a rmin value of 1.92 Å with our NNMD partials at 700 °C, we
find the CN to be 3.89 matching their results more closely.

2.5 Quantifying agreement between experiments and simu-
lations

To evaluate the agreement between simulations and experimental
results, we calculated the Rχ factor proposed by Wright 82 and
used by others83–86 which is defined by

Rχ =

(
∑

i

[
fexp(xi)− fsim(xi)

]2
/∑

i
f 2
exp(xi)

)1/2

. (6)

Here fexp and fsim correspond to measured and simulated S(Q)

and g(r), respectively. All of the R-factors are calculated and
listed in Table S1†. We evaluated the structure factor from
1≤Q≤15 Å

−1
, and the PDF from 1≤ r ≤10 Å, except for the AIMD

results which extend to only ∼5 Å.

3 Results

The partial PDFs and partial structure factors predicted by NNMD
simulations at 700 °C are shown in Fig. 1 for each of the atomic
pairs in FLiBe; the same results from our AIMD simulations, and
from prior studies by Winner et al. 52 and Attarian et al. 51 are
provided in Figs. S2† and S3†, all showing similar features. The
results of the total structure factor measurements using neutrons
and X-rays while heating above and below the melting point of
FLiBe are displayed in Fig. 2. At the lower temperatures, the
crystalline Bragg beaks are clearly visible until the melting point
around 470 °C is reached. At temperatures above the melting
point, a few peaks remain, broader and of lower intensity than
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Fig. 2 The total neutron and X-ray structure factor of FLiBe at various temperatures above (orange) and below (blue) the melting point.
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for the solid phase, and most of the higher-Q peaks are no longer
present. Once molten, the liquid peaks only have small changes
upon further heating with the peak intensity decreasing and mov-
ing towards smaller Q values (see Fig. S12†).

Our X-ray scattering measurements of molten FLiBe are com-
pared to those measured by Vaslow and Narten 42 and displayed
in Fig. 3. We find the small first peak in the reduced structure fac-

tor at 1.7 Å
−1

that Vaslow and Narten 42 observed to increase with
the concentration of BeF2 in LiF−BeF2 mixtures. The first three

peaks in the reduced structure factor match closely in position but
vary slightly in intensity likely due to changes in data processing.
Our measurements have much higher resolution and extend out
further in Q which improves the quality of real space PDF mea-
surements. Our PDF measurements contain the same two large
peaks at 1.5 Å and 2.5 Å with slight difference in position and in-
tensity. Additionally, we resolve the small peak at 1.9 Å that was
displayed with dashed lines and attributed as artifacts from their
limited Q-range.
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results weighted with neutron scattering lengths, and (c and d) neutron scattering results with AIMD and NNMD simulation results for comparison.
Note, MD results are at 510 °C.
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The results of the total structure factor of FLiBe at 550 °C and
700 °C from neutron measurements are included in Fig. 4, com-
pared with corresponding results from AIMD and NNMD simula-
tions. Using the Fourier transform in Eq. (3), the measured struc-
ture factor is used to calculate the PDF in real space. The partial
structure factor results from NNMD simulations shown in Fig. 1
were weighted using Eq. (2) and the corresponding neutron scat-
tering lengths to produce the total gn(r) and Sn(Q) and directly
compare with experiments.

These partial PDFs reveal the atomic pairs that produce the
peaks measured with experiments such as the main peak at 1.56 Å
being the result of Be−F correlations. The first nearest-neighbor
peak locations and coordination numbers (CN) are included in
Table 1. The neutron and X-ray experimental nearest-neighbor
distances in Table 1 are smaller than those found through simu-
lations except for Li−F, and the experimental PDF results are at
smaller distances compared with the simulated results.

The results of the structure factor from X-ray diffraction mea-
surements are presented in Fig. 5 with the same AIMD and
NNMD simulation results weighted using X-ray atomic form fac-
tors. These partial Sx

αβ
reveal the atomic correlations producing

the scattering peaks such as the first peak at 1.7 Å
−1

being com-
prised of Be−F and F−F that Vaslow and Narten 42 found to in-
crease with BeF2 concentration. The first peak measured with

X-rays around 1.7 Å
−1

is significantly weaker than the neutron
scattering measurements because the atomic form factor for flu-
orine is 5 times larger than the other two atoms in FLiBe. This
causes a much lower peak than measured with neutrons and is

evident with the NNMD X-ray weighted results in Fig. 5b. From

the same reasoning, the second peak at 2.7 Å
−1

is dominant in
the X-ray measurements. The peak position and intensity in the
simulated structure factors match closely with the experimental
results (Fig. 5d). The small first peak matches better in posi-
tion and intensity between NNMD simulations and X-ray scatter-
ing measurements than the second peak, which is predicted from
NNMD simulations to be at slightly lower Q value and weaker in-
tensity than was measured; the peaks at larger Q also follow this
trend. The neutron results show this same shift relatively to pre-
dicted structure factor, but the difference is less pronounced. To
compare all our data, we display neutron and X-ray, NNMD and
AIMD partial and total g(r) and S(Q) all vertically aligned in Fig.
S1†.

The partial structure factors in Figs. 4b and 5b help identify
the contribution to the first S(Q) peak as having Be−F, Be−Li,
and Be−Be components. Using the partial structure factor results
from simulations, we can evaluate the charge alternation peaks

described by Sharma et al. 88 The second peak at 2.7 Å
−1

appears
to contain the charge alternations that are predicted to have pos-
itive correlations with matching cation-cation and anion-anion
pairs and negative correlations with opposite pairs. This peak
is composed of positive F−F and Be−Be correlations along with
negative F−Be correlations. Note that the negative 7Li scattering
length causes the F−Li and Be−Li correlation to be opposite of
the expected sign in the neutron structure factor.
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Fig. 5 Experimental and computational results of the X-ray scattering PDF and structure factor of FLiBe at 510 °C. (a and b) NNMD simulation
results weighted with the atomic form factors, and (c and d) X-ray scattering results with AIMD and NNMD simulation results for comparison.
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Be F(a) (b)

Fig. 6 (a) Snapshots of ([BeF4]
2– )n clusters from FLiBe NNMD simulations at 700 °C with Li atoms removed from the visualization in VESTA87.

Note, the F atoms were made smaller than Be for clarity. (b) The ([BeF4]
2– )n cluster size distribution normalized by the number of Be atoms

comparing AIMD and NNMD results. The snapshots of clusters with 2, 3, 4, and 5 Be cation centers are shown as a guide.

4 Discussion
The coordination numbers of Be by fluorine, as calculated from
AIMD and NNMD simulations, are compared with the experimen-
tal values calculated from our neutron measurements in Table 1.
We find that these results agree to the nearest integer value, with
the experimental values showing a slightly lower CN. Our CN cal-
culations agree with other experimentally and computationally
determined values.42,51,52,60

As seen in Fig. 4d, AIMD is able to accurately predict S(Q) for

Q> 4 Å
−1

, corresponding to the local structure within the first sol-
vation shell. We evaluate the agreement of the AIMD predicted
structure factor with neutron measurements to be Rχ = 7.7% for
the neutron Sn(Q). However, AIMD-simulated spectra show sig-
nificant differences in the peak heights and distances for Q <

4 Å
−1

, showing inaccurate predictions of bond lengths and co-
ordinations of intermediate range structures. This is due to the
small cell limitations of AIMD simulations, in which intermediate
structures interact with their self-images across periodic boundary
conditions. These limitations cause AIMD simulations to produce
an artificial cutoff on the intermediate range structure, which are
better represented in NNMD simulations due to larger cell sizes.

A better insight into this can be obtained by quantitatively com-
paring the ([BeF4]2 – )n cluster sizes between AIMD and NNMD
simulations. To identify the ([BeF4]2 – )n clusters in the melt, the
F−Be bond length was chosen to be 2.35 Å which was obtained
from the rmin value found in the F−Be partial PDF. The number of
clusters of each size n were counted throughout the equilibrated
NNMD and AIMD trajectories and were then normalized by the
total number of Be atoms in each system. The distribution of
cluster sizes larger than 2 is shown in Fig. 6b. It was found that
the occurrence of large ([BeF4]2 – )n clusters (with n ≥ 4) are less
prominent in AIMD simulations compared to NNMD, resulting in

a greater mismatch in S(Q) for Q < 4 Å
−1

in Figs. 4d and 5d.

Meanwhile, as beryllium fluoride intermediate-range structures
are better represented in large cell NNMD simulations, the NNMD
predicted S(Q) features (peak heights and positions) agree very
well down to the lowest Q values with minor mismatches with a
Rχ = 2.7% for the neutron Sn(Q). The first peak at 1.7 Å

−1
corre-

sponds to the Be−F correlations in ([BeF4]2 – )n clusters present
in the melt at 700 °C, which illustrates the presence of order-
ing effects in 2LiF−BeF2. An increase in ordering beyond the
first shell (e.g., Be−Be), would cause a commensurate increase
in the peak height as shown in Figs. 4d and 5d. As such, our
NNMD simulations with large cell size of ∼21 Å and simulation
time of nearly 1.5 ns (compared to ∼10.33 Å and 0.05 ns for AIMD)
were sufficient for accurately sampling intermediate range struc-
tures. These simulation conditions (size, timescale) were cho-
sen to ensure convergence of the structure distribution of linked
([BeF4]2 – )n clusters, as shown in Fig. 6 for FLiBe at 700 °C, which
is achieved with efficient ML-based simulations. Here, the dis-
agreement between experiment and simulation could be caused
by errors in predicting long-range interactions at the level of DFT
and the interatomic potential fitting.

A further insight of FLiBe structure as predicted in AIMD and
NNMD simulations can be gained by bond angle distribution anal-
ysis as shown in Fig. 7. Both AIMD and NNMD predict aver-
age F−Be−F angle ∼108◦ which corresponds to tetrahedral beryl-
lium fluoride (Fig. 7a). The peak in Be−F−Be angle distribution
(Fig. 7b) corresponds to corner-sharing beryllium fluoride com-
plexes which lead to extended-range ordering in the melt. Both
F−Be−F and Be−F−Be angle distribution plots are normalized
such that their area integrates to one.

The demonstrated ability of NNIP to accurately predict
intermediate-range structures and their populations despite be-
ing trained on small DFT simulation cells can be attributed to
1) training on a diverse range of configurations beyond a sin-
gle AIMD trajectory and 2) sufficient charge-screening of long-
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Fig. 7 The (a) F−Be−F and (b) Be−F−Be bond angle distribution from molecular dynamics simulations normalized such that they integrate to one.

range interactions in FLiBe. First, training the NNIP on configu-
rations sampled at both 510 °C and 700 °C enables accurate in-
terpolation of atomic forces and energies over the wide range
NNMD-predicted configurations. Second, it is believed that the
electrostatic potential beyond the 8 Å NNIP cutoff are sufficiently
screened by polarizable solvent ions. This is consistent with
our previous studies of other molten salts containing multivalent
cations,53 in which NNMD-predicted structures were supported
by Raman spectroscopy. However, we note from our previous in-
vestigation89 that it is possible for compounding approximations
of semi-empirical DFT-VdW functionals and the NNIP truncation
beyond 8 Å to induce larger errors for those systems and proper-
ties that are more strongly influenced by long-range interactions.
In such cases, other considerations may be required for the ex-
plicit treatment of these effects. Here, the NNIP agrees with the
scattering structure factor, providing confidence in the structural
analysis.

5 Conclusions
In conclusion, we have performed neutron and X-ray total scat-
tering measurements along with AIMD and NNMD simulations to
characterize the molten structure of FLiBe. Our total scattering
experiments match previous measurements both in the structure
factor and the calculation of the coordination numbers. Both the
AIMD and NNMD simulations captured the structure factor for

Q >5 Å
−1

, while the significant improvements in speed of NNMD
simulations enabled larger box sizes that capture the intermedi-

ate range structure seen for Q <5 Å
−1

. The combination of neu-
tron and X-ray scattering experiments with NNMD simulations
confirms the existence of intermediate range order comprised of
corner-sharing tetrahedral ([BeF4]2 – )n oligomers. The consis-
tency among experimental and computational studies at higher
resolution and computational efficiency than before give confi-
dence that this structural characterization may serve as a ref-
erence for future investigations of fluoroberyllate melt structure

and properties.

Data availability
The experimental and computational data on the molten struc-
ture of FLiBe will be available upon publication.
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