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Abstract 
The fluctuating charge (FQ) model can generate atomic charges much more efficiently than 
quantum mechanical methods. The FQ model has been developed for a wide range of applications, 
but few models were specifically tailored for calculating atomic charges of metalloproteins. Zinc-
containing proteins widely exist in biology and play important roles in various processes. In this 
study, we present a fluctuating charge model for zinc-containing metalloproteins based on the 
charge equilibration (Qeq) scheme. Our model was parameterized to reproduce CM5 charges, 
which demonstrated excellent performance in reproducing molecular dipole moments. During our 
study, we found that adding the Pauling-bond-order-like term (referred to as the "+C term" in a 
previous study) between the zinc ion and ligating atoms significantly improves the model's 
performance. Although our model was trained for four-coordinated zinc sites only, our tests 
indicated it can well describe the atomic charges in five- and six-coordinated zinc sites as well. 
Finally, we adapted our model to generate partial charges for the metal site in a zinc finger domain. 
These charges exhibited comparable performance to the widely used restrained electrostatic 
potential (RESP) charges in molecular dynamics (MD) simulations. The current model can be 
extended to other metal-containing systems and serve the molecular modeling community. 
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Introduction 
 

Molecular dynamics (MD) simulations are an important approach in computational 
chemistry and have found wide applications in investigating materials and biochemical systems. 
In popular force field models used for MD simulations, atomic charge parameters are critical for 
accurately representing molecular interactions. Quantum mechanical (QM) methods are usually 
employed to determine these atomic charges. However, QM methods are impractical for modeling 
large systems, such as proteins or metal-organic frameworks, due to their relatively high 
computational costs. In contrast, the fluctuating charge (FQ) model is much more computationally 
efficient and provides an alternative for determining atomic charges in a timely manner, 
particularly for macromolecular systems. 

The fluctuating charge (FQ) model utilizes geometric and atomic properties, mainly atomic 
coordinates, electronegativity (χ) and chemical hardness (η), to calculate atomic charges. In 1934, 
Mulliken originally defined absolute electronegativity as χ = (IE + EA) / 2, where IE represents 
the ionization energy (previously called ionization potential) and EA denotes the electron affinity.1-

2 In 1983, Parr and Pearson introduced the absolute hardness, 𝜂 = (𝛪𝑃 − 𝐸𝛢)/2.3 In 1991, Rappé 
and Goddard established the charge equilibration (Qeq) method to calculate atomic charges for 
MD simulations.4 The atomic charges predicted by the Qeq method were consistent with 
experimental dipole moments and with the atomic charges fitted based on electrostatic potentials 
calculated by ab initio methods, making this approach valuable for simulating biological systems, 
polymers, and inorganic materials. In 1996, Ramachandran et al. expanded the Qeq method to 
model periodic systems, introducing the periodic charge equilibration (PQeq) approach. This 
method considers the impact of the lattice on atomic charges, making it suitable for modeling 
crystalline systems. By using Ewald summation, the PQeq method derives finite values for 
electrostatic energy over neutral cells in periodic systems and has been successfully applied to 
simulate zeolites in solutions.5 

In 2012, Wilmer et al. proposed the extended charge equilibration (EQeq) method to 
calculate the atomic charges in large molecular systems.6 This method used the electronegativity 
and chemical hardness values based on experimental ionization energies and electron affinities. 
Although having less ad hoc parameters than the original Qeq model, the EQeq model still 
maintains a reasonable level of accuracy for predicting atomic charges. Moreover, the original 
Qeq method derived atomic charges iteratively, due to a strategy utilized in calculations of the 
hydrogen atom charges.4 The EQeq method requires no iteration, which makes it a more efficient 
option for screening materials and calculating atomic charges along molecular simulations. 
However, in 2015, Martin-Noble et al. found that the EQeq method showed limited accuracy in 
predicting atomic charges of transition metals with high oxidation states, resulting in an 
unphysical trend where the calculated charges are only weakly influenced by the environment.7 
To address this issue, they developed the EQeq+C scheme,7 which includes an empirical 
correction term based on the Pauling bond-order. By adding this correction term, the EQeq+C 
scheme improved the accuracy of atomic charge predictions for high-oxidation-state metals, 
without significantly increasing computational time. 

In addition to the Qeq model, many other FQ models have been developed. For 
examples, in the 1980s, Mortier et al. proposed the electronegativity equalization method (EEM), 
which was evaluated for different molecules and showed promising performance.8 In 1997, Yang 
and Wang introduced the atom-bond electronegativity equalization method (ABEEM) and 
applied it to determine atomic charges in large organic molecules.9 Chen and Martinez developed 
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the charge transfer with polarization current equalization (QTPIE) model in 2007.10 This model 
correctly described the atomic charges at the bond dissociation limits through a distance-
dependent factor that penalizes long-range charge transfer. Overall, these FQ models were 
developed based on a similar fundamental concept as the Qeq model, but with specific 
adjustments to suit different applications. 

In 2004, Patel et al. introduced the CHARMM-FQ model,11-12 which was parameterized 
towards DFT-based calculations to reproduce the behavior of small molecules in the presence of 
water dipole moments. The nonbonded parameters were also optimized in this model. The 
CHARMM-FQ model has been employed to simulate different systems, including solute-water 
systems in the gas phase, properties of bulk liquids, and solvated peptide and protein systems.11-

12 Overall, the CHARMM-FQ model offers valuable insights into how small molecules react 
with water and it has proven to be a tool which can well simulate complex biomolecular systems. 

Metalloproteins and organometallic compounds are vital to many chemical and 
biochemical processes;13-14 however, a general force field has yet to be developed for these 
systems due to the diverse range of metal sites present. To address this issue, Merz and 
colleagues developed the metal center parameter builder (MCPB) program to streamline the 
parameterization process for metal sites in metalloproteins.15 Subsequently, Li and Merz 
developed the MCPB.py program, which utilizes a Python environment to optimize the 
workflow and extend its applicability to organometallic compounds.16 However, this approach 
still requires QM calculations to determine the atomic charges of the metal site.  

While some studies have expanded the FQ model to encompass diverse systems, few 
have specifically tailored it for classical molecular dynamics simulations of metalloproteins. Zinc 
containing metalloproteins widely exist in biology. For example, ~10% of the human proteome 
are zinc containing metalloproteins.17 They play important roles in various processes such as 
transcription, signal transduction, enzymatic catalysis, etc.18-20 In this work, we present a FQ 
model designed for zinc containing metalloproteins, covering the most common ligands to 
facilitate the parameterization of atomic charges in the associated metal sites. This model will be 
integrated into the AMBER software package21 to better serve the molecular modeling 
community. 
 
Methods 
 
In a FQ model, the total energy of a molecular system is expressed as a function of the charges on 
atoms.4, 8 Our FQ model was based on the work of Wilmer et al. (i.e. the EQeq scheme),6 without 
considering the periodic interaction energy aspect. The advantage of this implementation is that 
one can obtain atomic charges by solving a matrix, instead of with iterative calculations. The 
method details of our implementation are described below. 
 
In general, the total energy of the system is given as: 

𝐸!"!(𝑄#, 𝑄$, … , 𝑄%) = /(𝐸&' +
1
2𝐸(')

%

')#

						(1) 

Herein 𝐸&' represents the atomic energy of atom k and 𝐸(' represents the electrostatic interaction 
energy between atom k and any other atoms in the system. The energy of atom k can be represented 
by a Taylor series truncated at the second order: 

𝐸&'(𝑄) = 𝐸&'(0) + 𝜒'𝑄' + 𝜂'𝑄'$ = 𝐸&'(0) + 𝜒'𝑄' +
1
2 𝐽'𝑄'

$					(2) 
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Herein 𝜒 and 𝜂 are the electronegativity and chemical harness which can be obtained based on 
the ionization potential (IP) and electron affinity (EA): 

𝜒 =
1
2
(𝐼𝑃 + 𝐸𝐴)				(3) 

𝜂 = #
$
(𝐼𝑃 − 𝐸𝐴) = #

$
𝐽			(4)  

Where IP and EA are defined by the following equations: 
𝑋 + 𝐼𝑃 → 𝑋* + 𝑒+				(5) 
𝑋 + 𝑒+ → 𝑋+ + 𝐸𝐴			(6) 

Moreover, EIk is given by the summation of two terms, denoted as ECk and EOk: 
𝐸(' = 𝐸,' + 𝐸-' 				(7) 

Where ECk represents the long-range Coulombic interaction between atom k and all other atoms 
within the system, while EOk denotes the short-range damping term (which is also known as the 
orbital overlap energy) between atom k and all other atoms within the system. Their formulations 
are shown as follows: 

𝐸,' = /
𝐾𝑄'𝑄.
𝑟'.

%

./'

						(8) 

𝐸-' = / 𝐾𝑄'𝑄.𝐸-(𝑟'.)
%

./'
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+0
1!"
, 2!"
3 4

$

D
𝐽'.
,

𝐾 −
𝐽'.
,$ 𝑟'.
𝐾$ −

1
𝑟'.

EF
%

./'

					(9) 

 
In the above two equations, Q is in the unit of atomic charge and r is in the unit of Å. K is 
1/4𝜋𝜖2𝜖6 , where 𝜖2  is the dielectric constant (or relative permittivity), and 𝜖6  is the vacuum 
permittivity. In the current study, we use 𝜖2 of 1.0, providing K as a conversion factor of 14.4 
eV∙Å/e2. rkm represents the distance between atoms k and m. 𝐽'.

,  is equal to the geometric mean of 
the chemical hardness of atoms k and m: 𝐽'.

, = J𝐽'𝐽. . Herein the formulation of 𝐸-'  well 
describes the correct asymptotic behavior on the two ends: when 𝑟'. is large, Eok is negligible so 
𝐸,' + 𝐸-' resumes to the Coulombic equation; when 𝑟'. approaches zero (i.e. atoms k and m 
overlap with each other), 𝐸,' + 𝐸-' approaches 𝐽'𝑄'$ if k and m are the same element, which is 
cohesive to the hardness term of a single atom. 
 
To keep the total charge 𝑄7 of the system, the following constraint to the atomic charges was 
applied: 

∑ 𝑄'%
')# = 𝑄7 			(10)  

 
The Lagrange multiplier was employed to minimize the 𝐸!"! while constraining the total charge: 

∇𝐸!"! = 𝜆∇N/𝑄'

%

')#

− 𝑄7O			(11) 

 
Herein ∇ represents the gradient vector along the N dimensional space characterized by the partial 
charges (N atoms in the system, with each atom has a partial charge). By matching the vector 
component on each direction, we have: 

𝜕𝐸!"!
𝜕𝑄'

= 𝜆			∀𝑘		(12) 
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Which will give us the following relationship: 
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With the expansion of 89%&%

8:!
 as follows: 
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We can get:  
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Here we define: 

𝐽'. =
𝐾
2 N

1
𝑟'.

+ 𝐸-(𝑟'.)O					(15)	 

𝐽'' = 𝐽' 					(16) 
Where the chemical hardness term in eq 2 can be considered as an idempotential (self-Coulombic 
interaction) term. In addition, we substituted eq 15 by the hardness equation used in the 
CHARMM-FQ model11 (eq 17). This hardness equation screens the electrostatic interactions 
among the 1–2, 1–3, and 1–4 sites. Once the atomic separation is beyond 2.5 Å, the equation 
resembles the Coulomb potential. This equation provides better fitting results (lower root-mean-
square errors) in our test study, and qualitatively agrees with the AMBER force field philosophy 
(which can be considered as using a scaling factor of 0 for electrostatic interactions among the 1-
2 and 1-3 sites, and using a scaling factor of 1.0/1.2 for the electrostatic interactions among the 1-
4 sites)22, so we used this equation in our model.  

𝐽'. =
1
2 (𝐽' + 𝐽.)

T1 + 14 (𝐽' + 𝐽.)
$𝑟'.$

					(17) 

 
We can rewrite eq 14 as: 

𝜒# + 𝐽##𝑄# + 𝐽#$𝑄$ +⋯+ 𝐽#%𝑄% = 𝜒$ + 𝐽$#𝑄# + 𝐽$$𝑄$ +⋯+ 𝐽$%𝑄%
= ⋯ = 𝜒% + 𝐽%#𝑄# + 𝐽%$𝑄$ +⋯+ 𝐽%%𝑄%						(18) 
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If we take subtraction between each of the two neighboring equations, we can get 𝑁 − 1 equations: 

V𝐽(%+#)# − 𝐽%#W𝑄# + V𝐽(%+#)$ − 𝐽%$W𝑄$ +⋯+ V𝐽(%+#)% − 𝐽%%W𝑄% = 𝜒% − 𝜒%+#				(19) 
 
The matrix notation of the above equations is: 

X
𝐽## − 𝐽$# ⋯ 𝐽#% − 𝐽$%

⋮ ⋱ ⋮
𝐽(%+#)# − 𝐽%# ⋯ 𝐽(%+#)% − 𝐽%%

[ ∙ X
𝑄#
⋮
𝑄%
[ = X

𝜒$ − 𝜒#
⋮

𝜒% − 𝜒%+#
[										(20) 

 
Upon addition of a row to account for the total charge constraint, we obtain the following matrix: 

]

1 ⋯ 1
𝐽## − 𝐽$# ⋯ 𝐽#% − 𝐽$%

⋮ ⋱ ⋮
𝐽(%+#)# − 𝐽%# ⋯ 𝐽(%+#)% − 𝐽%%

^ ∙ X
𝑄#
⋮
𝑄%
[ = ]

𝑄7
𝜒$ − 𝜒#

⋮
𝜒% − 𝜒%+#

^									(21) 

 
The partial charges were obtained by solving this matrix. Further study proved that the EQeq 
method erroneously predicts the charges of highly charged transition metals in amine-templated 
metal oxides.7 To solve this issue, a correctional term (“+C” term), which was inspired by the 
Charge Model 5 (CM5),23 was added for all atom pairs, yielding the EQeq+C model.7 Herein, to 
improve the model performance, we also incorporated the +C term into our FQ model. Due to the 
charge transfer effect between metal ions and ligands are relatively localized, and to keep the 
simpleness of our model, we only added the +C term between the metal ions and ligating atoms. 
Specifically, for the central ion and the ion ligating atoms, the following term was applied: 

𝑄'*, = 𝑄' +	 / 𝑇''=𝐵''=
''/'

(22) 

 
Where ∑ 𝑇''=𝐵''=''/'  is the charge correction term, and 𝑄' and 𝑄'*,  are the Qeq charges of atom 
k before and after the correction, respectively. Tkk’ is a parameter for the k and k’ atom pair which 
represents the charge transfer between the two connected atoms (where Tkk’ = –Tk’k). Bkk’ is a 
Pauling bond-order-like term between the two atoms (see eq 23). If Tkk’ is negative, the charge 
value of atom k will decrease due to the correction term, given that the Bkk’ term is always positive. 

𝐵''= = exp d−𝛼 f𝑟''' − (𝑅>! + 𝑅>!')hi							(23) 
 
Herein α is a constant set as 2.474 (from the CM5 model23), rkk’ is the distance between the two 
atoms, and 𝑅>!  and 𝑅>!'  are the covalent radii of atom k and k’. As the distance between two atoms 
decreases, more partial charge will be transferred due to the “+C” term. The covalent radii for zinc 
and the ligating atoms were referred from Meng et al.24 and are provided in Table S1.  
 
Results and Discussion 
 

In the present study, we have employed CM5 charges23 as the target to fit our FQ model. 
Meanwhile, the restrained electrostatic potential (RESP)25 charges are widely used in molecular 
dynamics simulations, including their use as the standard protocol for the AMBER protein force 
field22, 26 and general AMBER force field,27 where they are computed at the HF/6-31G* level of 
theory. Nonetheless, the RESP charges are determined based on the electrostatic potentials 
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surrounding the molecules and may not accurately reflect the intrinsic nature of the atoms. 
Consequently, this approach could give unphysical negative charges on buried metal ions. In 
contrast, the CM5 charges are obtained based on the Hirshfeld charges and a Pauling bond order 
term to further consider the charge transfer, which is due to the Hirshfeld charges often being too 
small to accurately describe the dipole moments.23 CM5 charges can effectively reproduce 
molecular dipole moments, are essentially independent of the basis set used, are less dependent on 
conformation (compared to ESP charges), and do not suffer from unphysical charges assigned to 
buried atoms.25, 28-30 Taking into account these favorable characteristics, we utilize the CM5 
charges as the target for model parameterization in the present study. 

The zinc binding sites can be classified into different categories: structural, catalytic, and 
cocatalytic.19, 31-33 Histidine, glutamic acid, aspartic acid, and cysteine are the most common amino 
acids that coordinate with zinc in proteins in addition to water typically appearing in catalytic zinc 
sites.19, 31-33 For parameter optimization, a total of 13 systems were selected as the training set to 
represent diverse tetrahedral Zn complexes. These systems encompassed a range of ligands, 
including water and selected amino acids CYM (deprotonated CYS), HIE (𝜀-position protonated 
HIS), HID (𝛿-position protonated HIS), ASP (which represents both ASP and GLU because their 
similarity), SER and SED (deprotonated SER). Specifically, among the 13 systems, 11 systems 
were the same as investigated in Peters et al.'s study,15 and the other two are Zn-SSSS complexes 
(see Table 1). The initial protein structures were sourced from the Protein Data Bank, except the 
two Zn-SSSS complexes were manually created. Further details of the selected complexes can be 
found in Table 1. 

 
Table 1.  Systems in the training set. 

System PDB 
entry Resolution (Å) Complex Total charge (e) 

1 1A5T 2.20 Zn–CCCC -2 
2 1A73 1.80 Zn–CCCHHIE -1 
3 2GIV 1.94 Zn–CCCHHID -1 
4 1A1F 2.10 Zn–CCHHIDHHID 0 
5 1PB0 1.95 Zn–HHIDHHIDHHIDHHID +2 
6 1CK7 2.80 Zn–CHHIDHHIDHHID +1 
7 1CA2 2.00 Zn–HHIDHHIDHHIEO +2 
8 1U0A 1.64 Zn–HHIEHHIEDD 0 
9 2USN 2.20 Zn–HHIDHHIDHHIED +1 
10 1VLI 2.38 Zn–HHIDHHIDOO +2 
11 1L3F 2.30 Zn–HHIEOOO +2 
12 N/A N/A Zn–SSEDSSEDSSEDSSED -2 
13 N/A N/A Zn–SSEDSSEDSSERSSER 0 

 
To prepare the initial structures for the training set, we extracted the zinc metal sites of 

Systems 1-11 from the corresponding Protein Data Bank (PDB) files and capped the system by 
changing the CA atoms to methyl groups. Subsequently, we performed a geometrical optimization 
for each system in the gas phase at the B3LYP/6-31G* level of theory. The optimized geometries 
are illustrated in Figure 1. These quantum calculations were conducted using the Gaussian 16 
program (revision C.01).34 Afterwards, we optimized the parameters of our FQ model to reproduce 
the calculated CM5 charges based on the optimized geometries. 
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Figure 1. Optimized geometries of the training set systems. 

 
As the CHARMM-FQ model was designed for proteins and our aim is to develop a FQ 

model for metalloproteins, we followed a similar strategy to the CHARMM-FQ model11-12 for the 
parameterization. This was accomplished by utilizing the CT3 atom type as a global reference, 
with its χ and η parameters were from the CHARMM-FQ model11 and were fixed during the 
parameter optimization. We also used the CHARMM-FQ parameters as the initial inputs for the 
other atom types during our parameter optimization. The relevant details of the CHARMM-FQ 
parameters are provided in Table S2.  

In our FQ model, atom types were assigned by referring to the CHARMM-FQ model 
(Table S2), with small adjustments made to improve the model performance (discussed below). 
To optimize the model parameters, we employed the constrained optimization by linear 
approximation (COBYLA) method. Initially, we optimized the FQ parameters for each of the 13 
systems individually, while fixing the CT3 parameters and allowing identical atom types to have 
varying parameters across different systems. Our goal was to achieve an agreement within 0.1e 
(where e is the proton charge) between the Qeq and CM5 charges for each atom. To meet this 
criterion, new atom types were introduced. For instance, in the histidine ligands, the CG and CD2 
atoms (both having the CPH1 atom type in CHARMM force field) may have significantly different 
CM5 charges. Specifically, in the HIE residue of System 2, the CG and CD2 atoms have CM5 
charges of 0.0894e and -0.0313e, respectively. This difference makes it challenging to reproduce 
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the CM5 charges of these two atoms if they have the same 𝜒 and 𝜂 parameters. Consequently, we 
assigned different atom types to the CG and CD2 atoms in HIE, denoted as CPHG and CPHD, 
respectively. 

Table S3 provides a weighted average parameter set for χ and η that was obtained using 
the optimized parameters for each individual residue. The weights were set based on the number 
of atoms belonging to the same atom type within each system. The atom types for each ligand in 
our model can be found in Table S4, while the 2D structures for atom names and atom types in 
each ligand are shown in Table S5. Using this weighted average parameter set, we optimized Tkk’ 
values for each of the five atom types bound to Zn, namely SCD in CYM, NR2 in HIE/HID, OW 
in water, OC in ASP, and OH1 in SER/SED. We recalculated the Qeq charges for the training set 
by using the optimized Tkk’ values and the weighted average χ and η parameters. Table S7a-m 
presents the CM5 and Qeq charge values for the training set, which were based on the established 
parameters listed in Tables S3 and S6. The Qeq charge is within 0.1e of the CM5 charge for each 
atom in the training set. 

We tested the transferability of our FQ model by applying the optimized parameters to the 
test set (Table 2), which were selected based on a previous study.35 In contrast to the training set, 
which exclusively comprised four-coordinated systems, the test systems featured zinc complexes 
with four, five, and six coordination. These test systems were manually constructed and optimized 
at the B3LYP/6-31G* level of theory as well, and their optimized geometries are presented in 
Figure 2. The CM5 and Qeq charge values for the test set are provided in Table S8a-f, and these 
results also showed that the Qeq charge falls within 0.1e of the FQ charge for each atom in the test 
set. 
 
Table 2. Systems in the test set. 

System Complex Total charge (e) 
14 Zn–HHIDHHIDHHIES +1 
15 Zn–HHIDHHIDD +1 
16 Zn–DOO +1 
17 Zn–DOOOO +1 
18 Zn–DOOOOO +1 
19 Zn–OOOOOO +2 

 

 
Figure 2. Optimized geometries of test set systems. 

 
To evaluate the applicability of our model to metalloproteins, we conducted molecular 

dynamics (MD) simulations of a zinc finger domain from the PDB entry 2YRH.36 The 2YRH entry 
has multiple structures determined by NMR experiment, the first structure was used in the present 
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study. 2YRH is comprised of two beta sheets and an alpha helix, as well as a metal site that contains 
two cysteine and two histidine ligands (Figure 3). To make a comparison, we performed MD 
simulations based on the RESP charges and Qeq charges for the metal site, respectively. The 
protonation states of the residues were determined by using the H++ webserver37 under pH=7.0. 
Afterwards, the protonation states of the metal site residues were corrected if necessary. This is 
due to H++ not considering waters or metal ions when determining the protonation states of the 
amino acids. We then used the MCPB.py program16 to parameterize the metal site, with the force 
constant calculations and RESP charge calculations performed at the B3LYP/6-31G* level of 
theory. Specifically, the small model16 was used to perform the force constant calculation after 
geometry optimization at the B3LYP/6-31G* level of theory and the Seminario method38 was used 
to generated the force constants based on the calculated Cartesian Hessian matrix. The large 
model16 was used to perform the RESP fitting, with the hydrogen positions were optimized before 
performing the Merz-Kollman population analysis. The ChgModB scheme was used to fit the 
charges of metal site residues during the RESP charge fitting, which restrained the charges of 
backbone heavy atoms (CA, N, C, O) to the RESP charges in the AMBER force field and showed 
the best performance among different charge schemes.15 Note that when we referred to the RESP 
scheme in the following section, it means the ChgModB scheme specifically. 

 

 
Figure 3. The first structure of the PDB entry 2YRH, with Zn depicted as a silver sphere and the 
four ligating residues depicted as color sticks. 
 

Because our FQ model was parameterized for CH3-capped metal sites, adjustments were made 
for the backbone atoms when applying the Qeq charges to metal site. First, the Qeq charges were 
calculated for the capped metal sites (using the same small model as mentioned above) based on 
our FQ model. Then, we assigned partial charges to backbone atoms C, O, N, and H with the RESP 
charges in the corresponding residues in the AMBER ff19SB force field.26 These charges are 
conserved across the neutral residues in the AMBER force field, and they are coupled to the 
dihedral parameters of the protein backbone.39 Herein, in order to conserve the total charge of the 
system, the charges of CA and HA atoms were adjusted by evenly distributing the remaining 
charge (total charge minus the charge sum of all the atoms) across the eight CA and HA atoms in 
the metal site. Table S9 displays the final RESP and Qeq charge parameters used in the MD 
simulations. For comparison, the Qeq charges obtained for the capped metal site were also listed 
(i.e. termed as the pre-adjustment set). 

The ff19SB force field26 was used to model the protein, and the additional parameters of the 
metal site are provided in Table S10. A rectangular box of the OPC waters40 was used to solvate 
the metalloprotein with a distance from the protein surface to the box edge of at least 10 Å, and 
Cl– ions were added to neutralize the system. The Lennard-Jones parameters of Zn2+ were from Li 
et al.,41 while the parameters of Cl– ions were obtained from Sengupta et al.42 After setting up, the 
system was simulated by the following steps for each of the two charge schemes (RESP and Qeq): 
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1) 10000 steps of minimization using the steepest descent algorithm followed by 10000 steps of 
minimization using the conjugate gradient algorithm. The protein heavy atoms were restrained 
along the minimization procedure. 

2) 360 ps NVT MD to heat the system from 0 to 300 K in a gradual manner with a time step of 1 
fs 

3) 1 ns NPT equilibration at 300 K and 1 atm to correct the density with a time step of 1 fs 
4) 100 ns NVT production at 300 K with a time step of 2 fs, with configurations saved every 10 

ps, providing 10000 snapshots for analysis  
5) The importance of replicas have obtained more attentions nowadays.43 To test the robustness 

of these charge parameters, four additional replicas (five replicas in total) were performed with 
each replica following the above steps 

For the above simulations, the particle mesh Ewald (PME) method44 was used to handle the long-
range electrostatics with a cut-off as 10 Å in the real space. The simulations were performed by 
using the PMEMD.CUDA program45 in the AMBER 2020 software package.46 The SHAKE 
algorithm47 was used to constrain the bond lengths between heavy atoms and the connected 
hydrogen atoms, while a three-point SHAKE algorithm48 was used for the water molecules. The 
Langevin thermostat was used to control the temperature with a collision frequency of 2 ps-1 while 
the Brendsen barostat was used to control the pressure with a pressure relaxation time of 1.0 ps. 
 
Following the MD simulations, structural analyses were conducted on the trajectories to evaluate 
the performance of each charge scheme. The zinc finger domain of PDB entry 2YRH contains 
long coils in its two ends (see Figure 3) that exhibit significant fluctuations during MD 
simulations. To analyze the stability of the zinc finger domain, we calculated the root-mean-
square-deviations (RMSDs) over the core region (residues 10-35) only, excluding the fluctuations 
from the two ends. Specifically, we calculated the RMSDs of the backbone N, CA, and C atoms 
in residues 10-35 by using the NMR structure as a reference (see Figure 4). We also calculated 
the RMSDs for all the heavy atoms of the metal site residues over the NMR structure, and the 
results are shown in Figure 5. 

 
Figure 4. RMSDs of the backbone N, CA, and C atoms in residues 10-35 along the MD 
simulations based on the (left) Qeq and (right) RESP charge schemes. 
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Figure 5. RMSDs of the heavy atoms of the metal site residues (residues CYM13, CYM16, 
HID29, HID33, and ZN45) along the MD simulations based on the (left) Qeq and (right) RESP 
charge schemes. 

 
In addition, the root-mean-square-fluctuations (RMSFs) were calculated for each residue 

based on the backbone N, CA, and C atoms (Figure S1). During the RMSF calculations, frames 
were aligned based on the N, CA, and C atoms in residues 10-35. RMSF can be a measure of 
residue flexibilities. It is displayed that the terminal ends of the zinc finger domain are highly 
flexible and residues 10-35 exhibit much larger stability. In general, our RMSD and RMSF 
analyses indicated the MD simulations based on the Qeq charges showed comparable performance 
to the MD simulations based on RESP charges, suggesting that our model is transferable to a 
protein environment. 
 
Conclusions 
 

In comparison to quantum mechanical methods, fluctuating charge (FQ) models offer a 
computationally efficient alternative of determining atomic charges. Although various FQ models 
have been developed, few was particularly developed for metal complexes such as organometallic 
compounds and metalloproteins. In the present study, we developed a FQ model specifically for 
zinc-containing metalloproteins. Our FQ model has been parameterized to reproduce the CM5 
charges. By using the EQeq+C scheme (a variant of the FQ model),7 we reproduced the CM5 
charges within 0.1e for each atom in both the training set systems and test set systems, although 
the training set only contains only four-coordinated zinc sites while the test set comprises of four-
, five-, and six-coordinated zinc sites. These results indicate the excellent transferability of our 
models across diverse zinc sites. Moreover, we have adapted our FQ model to simulate a zinc 
finger protein domain in MD simulations, with the determined charges showed comparable 
performance as the RESP charges. Due to its excellent accuracy, speed, and transferability, this 
FQ model could be used for simulating zinc containing metalloproteins in MD simulations and 
molecular docking. Meanwhile, this model can be extended to systems containing other metal ions. 
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