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Abstract Liquid chromatography is frequently employed for the separation of metabolites and other small
molecules. Prediction of retention times via machine learning methods can assist compound annotation.
Yet, transferable predictions are intrinsically complicated for novel compounds and novel chromatographic
conditions because retention times depend both on compound structure and the employed chromatographic
system. We present RepoRT, the first repository for retention time data. RepoRT presently contains
373 datasets, 8809 unique compounds, and 88,325 retention time entries measured on 49 different
chromatographic columns using varying eluents, flow rates, and temperatures. We put particular effort
on making RepoRT “machine learning-ready”: We performed an extensive manual curation, cleaning and
completion of the available data; we developed automated methods for data validation during upload; we
collected more than 45,000 different columns of different vendors with their lengths, particle sizes, inner
diameters, and pore sizes to create a database with normalized column names; and, we ensured that
features required for transferable predictions, such as parameters numerically describing the selectivity
of chromatographic columns, are readily available. For version control and reproducible research, RepoRT
is hosted on GitHub.

Introduction

Liquid Chromatography (LC) allows us to separate a complex chemical mixture into its components.
It is frequently employed in the life sciences for the separation of molecules of biological interest,
such as peptides, metabolites, or lipids. Retention time is the time a particular molecule requires to
pass through the LC column and is dependent on the molecule structure, but also on the applied
chromatographic conditions; clearly, this value carries information about the identity of the molecule
(e.g. polarity based on the separation mode). Consequently, using machine learning for the prediction
of retention time from the structure of a molecule is one of the most investigated problems in the
field of Quantitative Structure-Property Relationships (QSPR)1. Whereas predicting retention times
is relatively straightforward for polymeric biomolecules such as peptides2 and oligonucleotides3,
it turned out to be an extremely challenging problem for so-called small molecules (meaning
molecules with a mass smaller than 1000 Dalton). In the following, we will concentrate on small
molecules of biological interest, or biomolecules for short: Small biomolecules include primary and
secondary metabolites, drugs and drug degradation products, as well as toxic small molecules such
as tetrodotoxin, the poison of the fugu fish. Analysis of endogenous and exogenous substances in
biological samples or even biosystems is nowadays referred to as metabolomics.

Despite four decades of development1,4,5 and literally hundreds of published machine learning
models, retention time prediction for small molecules is still far from being in everyday use. The
main problem is that retention time is not a property of a compound, but rather a combination of the
employed chromatographic column, eluents and their composition, the compound itself, and further
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used equipment and experimental parameters. Usually, a publication on retention time prediction
proceeds by first measuring a small dataset of at most a few hundred compounds on a particular,
fixed experimental platform, then training and evaluating a machine learning model using these
data. The resulting models are restricted to the chosen specific chromatographic conditions, but also
by choice of molecules used in training and evaluation. In 2007, Héberger1 collected more than 100
publications on the subject but concluded that “a prediction of retention data for not yet measured
compounds would be a real gain.” This assessment remains true in 2023, and even more so for novel
chromatographic conditions.

What is the use of a machine learning model for small molecule retention time prediction that is
not restricted to a particular chromatographic condition or a particular set of biomolecules? During
the last decade, untargeted metabolomics has gained much momentum: Tandem MS (MS/MS) data
from small molecules is annotated by comparison against spectral libraries, or by using so-called
in silico methods for searching in molecular structure databases. Papers presenting in silico methods
currently receive hundreds of citations per year6,7. However, according to different guidelines, high-
confidence annotation or identification of a metabolite or small molecule requires an additional,
orthogonal parameter beyond MS/MS8,9. Retention time is such an orthogonal parameter, providing
information on the polarity of the small molecule. Notably, no generally agreed separation methods
have been established in the metabolomics community, and this is extremely unlikely to happen in
the future, either. Yet, as noted above, there exist no general models for predicting retention times
from molecular structure under arbitrary chromatographic conditions. Consequently, retention time
is usually ignored when searching public libraries or when using in silico methods. Instead, using
retention time is often postponed to a late stage of identification, typically when putatively annotated
features are compared against chemical reference standards. The few in silico methods that do use
retention time for compound annotation report only moderate improvements, if any7,10–13.

Training a machine learning model requires dedicated training data. Training a widely
applicable model for small molecule retention time prediction necessitates going beyond the “single
condition, 250 compounds” datasets mentioned above. Some publications combined a handful
of datasets, or performed measurements systematically altering chromatographic conditions14–17.
Some repositories for sharing mass spectrometry (MS) data also record retention times but usually
handle this information as a “byproduct”. Worse, even if retention time data are available, important
chromatographic metadata are often missing, incomplete, or wrong18. Hence, data to train machine
learning models for transferable prediction of retention times and order, are available in principle but
not in practice. Until now, dedicated resources collecting retention time information in a systematic,
“machine learning-ready” manner were nonexistent.

Results

We present RepoRT, a data repository for storing and retrieving retention time data as well as rich
metadata on the chromatographic conditions. The RepoRT repository currently contains 373 datasets
measured on different instruments, in different labs and by different experimentalists. Here, 295
datasets were measured on reversed-phase (RP) columns and 71 datasets on hydrophilic interaction
chromatography (HILIC) columns. Few datasets use other column types such as pentafluorophenyl
(PFP). Through the diversity of available data, our repository enables the training and evaluation
of machine learning models beyond single datasets. Metadata includes chromatographic columns,
the composition of eluents and gradients, and temperatures. Automated workflows allow processing
and standardization of input data. To improve data quality and reduce the amount of mislabeled
entries, we have developed and integrated data verification steps in the uploading procedure.
We have put particular emphasis on making the data “machine learning-ready”: For example,
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we provide information about molecular structures in different formats, including standardized
SMILES (Simplified Molecular Input Line Entry System) and molecular fingerprints, and we provide
information about the employed column model as real-valued vectors (Tanaka and hydrophobic
subtraction model parameters19,20 describing the column selectivity) that can be easily processed
by and integrated into machine learning models. Additionally, InChIs (International Chemical
Identifier) and InChI-Keys are provided for each small compound. To ensure the longevity of RepoRT,
we use GitHub for data storage. Via version control, data can be updated and corrected, and changes
are tracked throughout this process. Furthermore, we may tag a certain version of the repository, so
that different machine learning models can be trained and evaluated on exactly the same data. This
allows developers to compare evaluation results without the need to reevaluate existing models.

In June 2023, RepoRT contained 373 datasets from 16 contributors and several public retention
data collections. Data collections include the METLIN’s SMRT (small molecule retention time)
dataset with 80,038 compounds measured under identical chromatographic conditions21; the plant
compound datasets of Low et al.16 spanning 24 chromatographic systems; the metabolite library
datasets from Folberth et al.22 comprising 57 chromatographic systems measured in positive and
negative ion mode; seven metabolite library datasets from Pezzatti et al.23 from four chromatographic
systems; the metabolite library datasets from Stoffel et al.24 measured on nine systems; 30 datasets
with a metabolite library from Souihi et al.17; 18 unpublished datasets measured following the
protocol from [25]; eight datasets with pesticides from Aalizadeh et al.26; five datasets from
the National Phenome Centre’s open platform for LC-MS-based metabolomics27 spanning three
chromatographic systems; four datasets with a metabolite and pesticide library from Huber et al.28

measured on four chromatographic systems; three datasets with different type of lipids from
Della Corte et al.29; and, sixteen dataset from various other publications30–48. If metadata was
missing on these datasets, additional information was searched in the publications. Finally, 42
datasets were added from the PredRet14 website (http://predret.org/) but cannot be assigned
to an individual publication. Data were uploaded to the repository by the RepoRT maintainers or by
the data contributors. If SMILES, InChI or InChI-Key were missing in the raw data, the missing
information was again searched and added manually by the RepoRT maintainers. SMRT, being the
largest dataset, is very different from all other datasets, not only because it is orders of magnitude
larger: Notably, the distribution of molecular structures in SMRT is substantially different from that
of both small molecules of biological interest, as well as the other RepoRT datasets, see [49] and
Supplementary Fig. 10. In the following, we concentrate on the remaining 372 datasets.

Compounds and molecular structures. The RepoRT repository is organized into individual
datasets, each representing one or more LC runs. In case a dataset contains more than one LC-
MS run, all runs were measured on the same instrument under identical conditions, presumably
using the same physical column or at minimum the same column type, length, diameter, etc., and
in close temporal proximity. Each dataset contains information on the measured compounds (small
molecules) and their retention times, plus the chromatographic metadata. Each dataset receives a
unique RepoRT identifier (ID). Similarly, each compound in the data set receives a unique ID based
on the dataset ID and a running number. The identity of the small molecule is minimally recorded
via its molecular structure encoded in a SMILES string. RepoRT provides molecular structure
information as both a canonical SMILES and an isomeric SMILES. The canonical SMILES only
represents the molecular structure graph (atom types, connectivity, bond types) but no further
structure information; the isomeric SMILES additionally provides information on stereochemistry. If
only an isomeric SMILES is provided, it is straightforward to compute the corresponding canonical
SMILES. Unfortunately, going from canonical SMILES to an isomeric SMILES is often impossible.
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See below for a detailed discussion. To consistently represent molecular structures across the
repository, all SMILES are standardized using the PubChem standardization procedure50. InChI
and InChI-Key are also provided for each compound.

We provide additional information for each compound to simplify the prediction of retention times
or retention order using the data in the repository; this information is automatically generated from
the molecular structure. Firstly, we determine compound classes the compound belongs to, using
the ClassyFire taxonomy51. Second, we determine and provide molecular descriptors such as XLogP
and topological polar surface area using CDK (Chemical Development Kit)52. Third, we compute
molecular fingerprints, specifically Molecular ACCess System (MACCS)53, PubChem (CACTVS)54,
and extended-connectivity (ECFP)55 fingerprints.

Stereoisomerism and canonical vs. isomeric SMILES. We noted above that two types of
SMILES are used in RepoRT, namely, canonical and isomeric SMILES. Compounds can have the
same constitution, meaning the same atoms and their connectivity, but different configurations,
meaning different 3D arrangements of atoms; such compounds are called stereoisomers. Canonical
SMILES only encode the molecular structure, whereas isomeric SMILES additionally contain
information about the 3D arrangement. Enantiomers are compounds that are mirror images of
each other; examples are L- and D-Tryptophan. Typically, enantiomers behave chemically identically
and can only be separated using specialized chiral chromatographic setups. Such chromatographic
setups are not used in today’s metabolomics and are also not covered in RepoRT. All stereoisomers
but enantiomers are diastereomers, and do not behave like mirror images of each other, since
they do not differ at all stereocenters. An example are L-Isoleucine and L-Alloisoleucine; each of
these diastereomers contains two stereocenters, but they only differ at one of them. A subclass of
diastereomers are cis-trans isomers, such as oleic acid (cis) and elaidic acid (trans). Diastereomers
may or may not be chromatographically separated, depending on the exact chromatographic setup.
In particular, cis- and trans-isomers can usually be separated from each other, with the cis-isomers
typically eluting first in RP chromatography. A more complicated example of stereoisomers are
ursocholic acid, allocholic acid and cholic acid, see Fig. 1. There, changes in the stereochemistry at
different positions cause a switch in the 3D structure and therefore, differences in retention times.
Different stereoisomers (both enantiomers and diastereomers) have the same canonical SMILES
and, hence, cannot be structurally distinguished on this level. Only isomeric SMILES allow us
to refer to the correct chemical structure. However, not every compound contains stereocenters;
examples are fatty acids such as palmitic acid. For such compounds, the isomeric SMILES is identical
to the canonical SMILES.

For measurements, it is important to differentiate if the purchased chemical reference standard
is isomerically pure or not. In particular, 1:1 mixtures of enantiomers are called racemates; these are
considerably cheaper than stereochemically pure chemical standards, since their production and/or
purification is less specific. For racemates, canonical SMILES should be used to avoid overreporting;
recall that enantiomers cannot be separated by chromatographic systems covered in RepoRT. The
same is true for cases of unclear stereochemistry.

For 8.15 % of the entries (compound plus retention time) in RepoRT datasets, the compound
has no stereocenters. Next, 10.2 % of the entries correspond to enantiomers. In the following, we
concentrate on diastereomers: We find that 81.6 % of RepoRT entries have two or more stereocenters,
but only 30.6 % of those are annotated with an isomeric SMILES. Hence, 56.6 % of all entries in
RepoRT are missing information potentially important for accurate prediction of retention time.
This may be due to unclear stereochemistry of the measured reference compound. Since data in
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Figure 1. Different diastereomers can have similar or different retention times, depending on the actual
3D structure. As an example, the extracted ion chromatograms and structures of (a) allocholic acid, (b) cholic and
(c) ursocholic acid are shown, measured on a Kinetex C18 column (dataset 0229 from RepoRT). Whereas the first two
compounds have virtually the same retention time, the third compound elutes almost 2 minutes earlier. These three
compounds have different 3D structures, hence different isomeric SMILES; observe the highlighted region. Yet, the atom
connectivity is the same, yielding the same canonical SMILES (d).

RepoRT can be updated anytime, isomeric SMILES can and should be added at a later stage in case
stereochemically pure standards were measured.

At present, information on stereochemistry must be handled with care both when training and
evaluating models for retention time and order prediction. This is unfortunate since stereochemistry
can have a substantial impact on retention time, compare to cis-trans isomers. Consequently, missing
stereochemistry information limits the quality any machine learning model can possibly reach.

Doublets: Multiple entries for the same compound. For 6.54 % of all entries in RepoRT, two or
more retention times were recorded in one dataset with identical SMILES. Here, “identical SMILES”
refers to the SMILES string uploaded to the RepoRT database; it may be a canonical or an isomeric
SMILES. In the following, we will call such entries doublets. (This does not include duplicate entries
where the same retention time and SMILES are recorded in one dataset; those are removed from
RepoRT, see Methods for details.) We find that 57.5 % of the doublets in RepoRT are diastereomers
where only a canonical SMILES is reported. Here, a possible explanation is that two diastereomers
were measured and recorded in the dataset, but that it was unclear from the data which diastereomer
resulted in which peak in the elution profile. In cases where cis/trans isomers exist for a particular
canonical SMILES, it is reasonable to assume that the cis-isomer elutes before the trans-isomer for
reversed-phase separation, see above.

Somewhat surprisingly, for 28.9 % of the doublets, an isomeric SMILES was recorded. Similarly,
for 13.6 % of the doublets, a canonical SMILES was recorded but the compound is an enantiomer or
does not have any stereocenters. We are not aware of any chemical explanations for the existence
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of such doublets. We conjecture that a small share of these doublets is due to human errors when
recording or uploading the data. Yet, we conjecture that the larger share of these doublets is due the
employed experimental setup: In case LC-MS data but no tandem mass spectra are recorded, two
features in the LC-MS may both have a mass highly similar to one of the reference compounds. In
such cases, one cannot decide which of the features truly corresponds to the reference compounds; it
is therefore a reasonable solution to upload retention times for both features.

We stress that doublets (flagged in RepoRT) must be ignored when evaluating the performance
of machine learning models. They may be used to train models, though.

Chromatographic conditions, column models and parameters. For each dataset, we provide
chromatographic metadata describing the separation system on which the reported retention
times were measured. Minimal information is based on the recent report by Harrieder et al.18,
and comprises the chromatographic column, its dimensions, the gradient, temperature, flow rate,
and the composition of eluents, see below. Further reported properties are particle size of the
stationary phase, the United States Pharmacopeial (USP) classification code of the column, as well
as estimations for both the void time (based on flow rate and column dimension) and the pH of
each eluent. Generally, data from any chromatographic separation mode (e.g. RP, HILIC or other
separation modes) can be submitted to RepoRT. To avoid that the columns with the same stationary
phase are stored under different names, we have generated a list of standardized names for column
models used within RepoRT (Supplementary Tables 2). Considering particle size, pore size, column
length and inner diameter in addition to the column name, the list contains more than 25,000
individual column entries.

Integrating a column model via a one-hot encoding would not allow machine learning to
generalize between column models. To enable generalization, we provide real-valued representations
of the column’s separation selectivity, namely Tanaka (six-dimensional) and hydrophobic subtraction
model (HSM, five-dimensional) parameters19,20. Providing Tanaka and HSM parameters is only
possible for column models where these parameters were determined experimentally and reported
in the literature (Supplementary Tables 3 and 4). Notably, Tanaka parameters can vary depending
on the column’s particle size and, to a lesser extent, the pore size. In contrast, column length and
inner diameter can be neglected since data is normalized to remove dependency on these factors.
Unfortunately, fewer datasets can be assigned Tanaka parameters if we take into account particle
size. We found that differences in Tanaka parameters are relatively small for different particle sizes:
For those column models where Tanaka parameters are available for multiple particle sizes, the
median Euclidean distance between the six-dimensional parameter vectors is 0.26, compared to a
median of 3.19 for all column model pairs (Fig 2). To this end, we record Tanaka parameters of a
column model with deviating particle size as a substitute in case of missing exact parameters. This
fact is reported in RepoRT; corresponding datasets can be used to train models, but evaluations on
such datasets should be handled separately.

Eluents are mixtures of water, organic solvents and chemical additives that are used to elute
compounds from the stationary phase in the column. The compositions of the eluents are reported as
the respective solvents and additives, and their amounts or proportions. Usually, there is an eluent
with a high water content and an eluent with a high organic solvent content. Mixing two or more
eluents together creates the mobile phase. The percentage of the eluents can be varied over time and
is recorded in the gradient. In RepoRT, solvents are recorded in volume-percent, while the unit of
additives can be freely defined but is typically denoted as percent or mM (millimolar). An example
for a composition of an eluent is “90 % water vs. 10 % acetonitrile + 10 mM ammonium formate +
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Figure 2. Distribution of difference between column Tanaka parameters. We show the bounded kernel density
estimate of Euclidean distances between the six-dimensional Tanaka vectors. We use all 319 column models for which
these parameters are available (50,721 pairs). For comparison, we show the exact Euclidean distances of all column model
pairs with different particle sizes (38 pairs, orange bars). Only three of these column model pairs have Euclidean distance
above 1, as labeled in the plot. The largest distance is observed for two Phenomenex Kinetex PFP columns with particle
size 2.6 µm vs. 5 µm and equal pore size.

0.1 % formic acid”. RepoRT covers numerous commonly used solvents and additives, but more can be
added on demand.

Data validation. To ensure a high quality of the uploaded data and to minimize the number
of wrongly annotated samples, we have implemented a series of protocols that allow the user to
spot inconsistencies, which in turn may hint at bad data. This is of uttermost importance because
our data is highly heterogeneous and stems from many sources. Mislabeling a few compounds or
providing wrong chromatographic metadata can make the task of predicting retention time and order
extremely challenging. It is understood that compounds flagged by any of the automated methods
presented below must be verified manually.

A simple validation is as follows: If identical chromatographic conditions on the same LC-MS
instrument in the same laboratory were used, then retention times between, say, positive and
negative ionization modes should be very similar. For robustness, we do not verify retention times
but rather retention order between pairs of compounds, considering only pairs of compounds with a
predefined minimum retention time difference of 30 seconds.

Next, false annotations may be spotted using a simple QSPR model. Here, for an individual
dataset, gradient boosting models are applied to predict retention times utilizing computed molecular
descriptors as features. Ten-fold cross-validation is used to obtain a predicted retention time for each
measured small molecule in a dataset. For each compound, the deviation (prediction error) between
the estimated and measured retention time is calculated. Compounds with deviations substantially
larger than the expected deviations are flagged as potential false annotations (Fig. 3 a). We have
deliberately chosen gradient boosting as a QSPR model with a known tendency to overfit, because
dataset-specific bias will also be learned by this model. In doing so, measurements strongly deviating
from the biased retention time distribution of a dataset can be detected. However, false positives
have to be expected, because a dataset may simply contain a few “outlier structures”, having distinct
structural features making them unique compared to the rest of the dataset.
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Figure 3. Illustration of two data validation methods. (a) Validation based on QSPR models for individual datasets.
Entries with large error between predicted and reported retention times are flagged for manual inspection. (b) For
systematic measurements spanning multiple datasets, where a single chromatographic parameter is varied, double
changes of retention order between compound pairs are detected. Again, these may hint at wrong annotations. In the
example, column temperature is varied, whereas there are multiple measurements and datasets for each temperature
value.

For systematic measurements that alter only single parameters, such as temperature or flow
rate (see below), a particular type of data validation can be performed. For example, an increase in
flow rate causes a decrease in retention times. Column temperature also has an effect on retention
behavior, which is compound-specific. When any such parameter is changed, the retention order of
two compounds A, B may change. Assume that compound B elutes after A at column temperature 30
°C, but A after B at 40 °C. Now, we have no reasonable explanation how elution order can be again
B after A at column temperature 50 °C. Further raising the column temperature should increase the
effect we have previously observed, not reverse it (Fig. 3 b). Hence, this is likely the consequence
of a false annotation or a wrongly entered value for the retention time. Accordingly, RepoRT allows
checking systematic measurements for such double order inversions.

When uploading a dataset, a report is generated. This report contains overview plots indicating
the flow rate, gradient and distribution of metabolites over the retention time range. Furthermore,
tree maps of the ClassyFire classification on the kingdom, superclass and class level are generated as
an overview on the chemical classes covered in the dataset. This information can help track problems
and errors in the uploaded data.

Systematic variation of chromatographic parameters. When populating the repository, we
realized that datasets that systematically vary a single chromatographic parameter were practically
missing. As mentioned above, such datasets may be informative for a machine learning model that
incorporates chromatographic conditions into its predictions. In order to fill this gap, we measured
a set of small molecules, systematically varying chromatographic parameters. In detail, we varied
the column model (six columns including Waters ACQUITY BEH C18), the organic solvent in the
eluents (acetonitrile and methanol), and the temperature (30, 40, and 50°C). Flow rate and gradient
remained the same for all datasets. See Methods for details. Overall, six column models, two eluent
systems, and three temperatures would result in 36 conditions. Yet, three column models were
measured only with a single eluent system (acetonitrile), so only 27 conditions were considered.
In total, 1097 different small molecules were distributed into 41 mixes and measured in positive and
negative ionization modes. This resulted in 54 datasets. Of the 1097 total compounds, 876 could be
detected in at least one dataset.
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Figure 4. Distribution of the number of small molecule entries per dataset. (a) Datasets that contain 1 to 100
compounds and (b) datasets that contain 100 and more compounds. The range of entries per dataset is between 3 and
2285. The SMRT dataset with 80,038 compounds was excluded from this statistics.

For the 27 positive ionization mode datasets, 770 small molecules were detected. No compound
was detected in all 27 conditions. We attribute this to the fact that three datasets contain less than
35 detected compounds. Yet, 228 small molecules were detected in at least 24 datasets. Notably, 47
compounds were only detected in a single dataset. In negative mode, 620 compounds were detected.
Only nine small molecules are present in all 27 datasets. Again, one condition showed a low number
of detected compounds (less than 90). We find that 124 compounds have been detected in at least 26
negative ion mode datasets, while 50 compounds were only detected in one dataset.

Current coverage of columns, conditions and compounds. To allow machine learning
models to learn and predict retention time and order for both diverse molecular structures and
diverse chromatographic conditions, we must provide this diversity in the training data, too.
If a model is trained using data that does not cover the application space, then we cannot
expect that the model will give practically useful predictions49. Hence, a particular emphasis of
RepoRT is put on the diversity of compounds and conditions in the repository. Clearly, any dataset
contains small molecules measured under identical chromatographic conditions. We conjecture
that to train a broadly applicable model, one also needs the same compounds measured under
different chromatographic conditions, as discussed above. Yet, beyond the variation of a single
chromatographic parameter, we also need fundamentally different chromatographic setups differing
in column model and mobile phase composition.

In total, 88,325 unique small molecules are covered across all 373 datasets of RepoRT, if we
include the SMRT dataset. Here, we concentrate on the remaining 372 datasets covering 8809 unique
small molecules. Sizes of the datasets range from 3 to 2285 small molecules, with an average of 200
and a median of 81 compounds (Fig. 4). Five datasets contain less than 10 compounds, while six
datasets contain more than 1000 small molecules. Of all unique small molecules, 3775 are found
only in a single dataset, 1651 in exactly two datasets, 1481 in three to five datasets, and 616 in six
to ten datasets. Notably, certain small molecules appear in a huge number of datasets: 289 small
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Figure 5. UMAP plot of the coverage of molecular structures of biological interest. As described in [49], molecular
structures from the RepoRT repository are projected onto the space of known biomolecular structures. RepoRT structures
are colored by column type (reverse phase vs. hydrophilic interaction chromatography). Structures from SMRT dataset
excluded, see Supplementary Fig. 10. Projections are shown excluding (a) and including (b) outlier lipid clusters. Excluded
lipid clusters are highlighted and labeled with the most characteristic ClassyFire compound class, except for the cluster of
phosphate esters, mostly containing Glycerophosphoethanolamines, Phosphocholines, and Diacylglycerophosphates.

molecules are found in 11 to 20 datasets, 602 in 21 to 50 datasets, and 395 can be found in more
than 50 datasets. These “ubiquitous” small molecules, such as kynurenic acid or adenine, may allow
a model to transfer predictions between highly different chromatographic conditions.

Next, we examined how the small molecules from RepoRT cover the “universe of small
biomolecules”49. For this, we prepared a Uniform Manifold Approximation and Projection (UMAP)
plot of all molecular structures in RepoRT, embedded into 20,000 biomolecular structures. We use
Maximum Common Edge Subgraph (MCES) distances for the layout of the plot. We observe that
both for RP and HILIC column models, compounds in RepoRT already provide a very reasonable
coverage of small biomolecules (Fig. 5). Recall that the SMRT dataset is excluded, see Supplementary
Fig. 10. Examining the largest well-annotated datasets of RepoRT other than SMRT (Fig. 6), the
coverage of biomolecules is relatively balanced and homogeneous across most areas of the UMAP
visualization. Importantly, though, the difference in coverage to using the whole repository is
evident, illustrating the advantage of a large collection of diverse datasets. Frequently occurring
("ubiquitous") compounds, likely crucial for transferring between chromatographic setups, are also
spread across a large portion of the space of biomolecules (Fig. 7).

Finally, we examined the distribution of compounds in RepoRT using the two other methods
from [49]. For compound classes, we observe that RepoRT almost perfectly covers the “universe of
known biomolecules” (Table 1). Following Kretschmer et al.49, we assume that a particular compound
class can be learned from the data if sufficient training examples for this compound class are
present; Kretschmer et al. suggested a threshold of 15 compounds. If we consider classes where
at least 5 % biomolecular structures are part of the class, then fewest examples can be found for
class “tricarboxylic acids and derivatives” with 116 training examples. Yet, even when lowering
this threshold to 1 % biomolecular structures, only five of 311 compound classes have less than 15
training examples. In short, the coverage of compound classes in RepoRT appears to be excellent.
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Figure 6. Coverage of biomolecules of the largest RepoRT datasets Visualization of RepoRT’s coverage of molecular
structures of biological interest based on Fig. 5 b, showing the six largest datasets individually (a–f in descending order
of dataset size), excluding SMRT (see Supplementary Fig. 10). We consider only datasets that contain a minimum defined
set of metadata (column name, temperature, and flow rate). For related datasets of systematic measurements, we chose
the largest dataset. Shown are datasets 0262 from [28] (a), 0048 and 0044 from PredRet14 (b,c), 0246 measured for this
publication (d), 0187 from [24] (e), and 0002 from [43] (f).

Similarly, the Natural Product-likeness score does not reveal any lopsidedness of the data, either
(Fig. 8). Notably, Kretschmer et al.49 found that several datasets frequently used for small molecule
machine learning show pronounced imbalances.

How do different datasets overlap in the small molecules they contain? Pairwise overlap was
calculated as the Jaccard index, dividing the cardinality of the intersection by the cardinality of the
union of small molecules. Fig. 9 shows the corresponding heat map. The highest overlap is observed
between systematic datasets from the same submitters. However, a certain overlap is also observed
between seemingly unrelated datasets.

We analyzed the most frequently used columns (not differentiating by particle size) in the
repository (Supplementary Table 5). Clearly, the used column can have a massive impact on retention
times and retention order. For RP, a total of 35 columns are found in RepoRT. The most frequently
used column is Waters ACQUITY UPLC BEH C18 (63 datasets), followed by Waters CORTECS T3
(38 datasets) and Waters ACQUITY UPLC HSS T3 (24 datasets). Yet, 170 RP datasets use other
column models. C18 columns are used in 88.8 % of the RP datasets; other columns use stationary
phase chemistries such as octyl silane. For 29 of the 35 RP column models, HSM parameters are
available, covering 232 (78.6 %) of the RP datasets. Tanaka parameters are available for 28 RP
columns. Recall that Tanaka parameters can vary depending on the column’s particle size. When
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Figure 7. Frequency of RepoRT-compounds Visualization of RepoRT’s coverage of molecular structures of biological
interest based on Fig. 5, color-coding the number of datasets containing each compound. The positions of the compounds
with the highest number of occurrences, adenine and kynurenic acid, are highlighted. Projections excluding (a) and
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Figure 8. Distributions of Natural Product-likeness scores. We show kernel density estimates for Natural Product-
likeness scores of compounds contained in RepoRT excluding SMRT, both for unique compounds and for all entries.
For comparison, we show scores of biomolecular structures and PubChem structures, as well as the SMRT dataset. For
biomolecules and PubChem, we subsample 20k molecular structures. In general, high scores indicate similarity to natural
products.

taking particle sizes into account, Tanaka parameters can be assigned for 130 (44.1 %) of the datasets.
If we consider the column name but ignore particle size, 227 (76.9 %) of datasets are covered.

For HILIC, 10 columns are present in RepoRT, and the most commonly used columns are Waters
XBridge BEH Amide (14 datasets), Thermo Scientific Accucore HILIC (14) and Merck SeQuant ZIC-
HILIC (12). These three columns represent the three different chemistries of the stationary phases
in HILIC, which are alkyl amide-, silica- or sulfobetaine-based. Yet, 31 HILIC datasets use other

https://doi.org/10.26434/chemrxiv-2023-1mq73 ORCID: https://orcid.org/0000-0002-1462-4426 Content not peer-reviewed by ChemRxiv. License: CC BY-NC 4.0

https://doi.org/10.26434/chemrxiv-2023-1mq73
https://orcid.org/0000-0002-1462-4426
https://creativecommons.org/licenses/by-nc/4.0/


Table 1. Compound class coverage. The number of unique compounds in RepoRT (“Comp.”) per compound class is
shown, considering all ClassyFire compound classes occurring in at least 5 % of biomolecular structures (“Biomol.”). The
above analysis is not restricted to one class per rank, but rather takes into account the complete ClassyFire ontology. For
details, see [49]. We also use the color-coding from there, and since all compound classes contain more than 15 examples,
they are all colored green. Five of the 8809 unique compounds contained in RepoRT for which ClassyFire classes could not
be computed, were discarded.

Class Biomol. Comp.
Chemical entities 100% 8804
Organic compounds 99.89% 8801
Hydrocarbon derivatives 99.28% 8779
Organic oxygen compounds 94.02% 8183
Organooxygen compounds 92.22% 7940
Organic oxides 80.52% 6775
Organic acids and derivatives 70.25% 6015
Carbonyl compounds 63.73% 4864
Organoheterocyclic compounds 63.62% 4846
Carboxylic acids and derivatives 59.57% 4520
Benzenoids 58.97% 4747
Organic nitrogen compounds 56.95% 5658
Organonitrogen compounds 56.84% 5646
Carboxylic acid derivatives 51.03% 3023
Organopnictogen compounds 45.98% 5150
Benzene and substituted derivatives 43.10% 3533
Azacyclic compounds 39.59% 3344
Ethers 39.57% 2520
Oxacyclic compounds 36.92% 2269
Alcohols and polyols 35.58% 3024
Heteroaromatic compounds 34.40% 2770
Lipids and lipid-like molecules 34.03% 2405
Carboxylic acid esters 30.51% 1478
Secondary alcohols 27.14% 2412
Amines 26.84% 3262
Fatty Acyls 23.33% 1659
Alkyl aryl ethers 22.52% 1295
Monocarboxylic acids and derivatives 21.43% 2584
Carboxylic acid amides 20.83% 1484
Amino acids, peptides, and analogues 19.48% 1927
Amino acids and derivatives 19.45% 1927
Phenol ethers 19.22% 1141
Ketones 16.84% 1134
Organohalogen compounds 16.51% 1419
Phenols 14.82% 1301
Anisoles 14.76% 749
Secondary carboxylic acid amides 14.73% 1050
Fatty acid esters 14.68% 532
Phenoxy compounds 14.54% 1037
Phenylpropanoids and polyketides 13.52% 1049
Primary alcohols 13.30% 1298
1-hydroxy-2-unsubstituted benzenoids 12.92% 1192
Carboxylic acids 12.29% 2237
Polyols 12.01% 1248
Aryl halides 11.98% 1001
Tertiary amines 11.69% 1110
Dialkyl ethers 11.61% 606
Prenol lipids 11.29% 504
Oxanes 10.84% 925
Acetals 10.65% 842
Organosulfur compounds 10.45% 1032

Class Biomol. Comp.
Carbohydrates and carbohydrate conjugates 10.34% 1185
Azoles 10.19% 926
Alpha amino acids and derivatives 9.84% 1127
Lactones 9.66% 383
Pyrans 9.42% 538
Methoxybenzenes 9.42% 507
Lactams 9.19% 584
Benzopyrans 9.16% 591
Pyridines and derivatives 9.08% 583
Trialkylamines 9.03% 961
Aralkylamines 8.87% 937
Halobenzenes 8.84% 693
Cyclic alcohols and derivatives 8.83% 684
1-benzopyrans 8.78% 578
Benzoyl derivatives 8.63% 642
Glycosyl compounds 8.38% 938
Organochlorides 8.27% 871
Secondary amines 8.06% 732
Dicarboxylic acids and derivatives 7.99% 721
Primary amines 7.94% 1296
Tertiary carboxylic acid amides 7.62% 427
Tertiary alcohols 7.48% 497
Pyranones and derivatives 7.22% 406
1-hydroxy-4-unsubstituted benzenoids 7.22% 738
Aryl ketones 7.12% 441
Organic 1,3-dipolar compounds 7.08% 523
Monosaccharides 6.96% 881
Organic phosphoric acids and derivatives 6.86% 434
O-glycosyl compounds 6.79% 639
Propargyl-type 1,3-dipolar organic compounds 6.78% 502
Phosphate esters 6.75% 417
Benzoic acids and derivatives 6.64% 473
Aryl chlorides 6.62% 718
Alkyl phosphates 6.61% 399
Pyrroles 6.58% 431
Cyclic ketones 6.29% 453
Organofluorides 6.05% 585
Vinylogous acids 6.03% 531
Diazines 6.00% 733
Piperidines 5.90% 489
Indoles and derivatives 5.62% 438
Glycerophospholipids 5.47% 139
Dialkyl phosphates 5.45% 173
Dialkylamines 5.42% 546
Tricarboxylic acids and derivatives 5.33% 116
Alpha,beta-unsaturated carboxylic esters 5.20% 273
Enoate esters 5.20% 273
Vinylogous amides 5.19% 624
Pyrimidines and pyrimidine derivatives 5.13% 657
Pyrrolidines 5.01% 381

columns. Both RP and HILIC show the huge diversity and variability that exist in small molecule
analysis in the life sciences. See again Supplementary Table 5 for details.

Finally, we analyzed the solvent composition of the separation modes. In RP, the most commonly
used mobile phase is H2O + 0.1 % formic acid as weak eluent, and ACN + 0.1 % formic acid as
strong eluent. The runner up is H2O + 0.1 % formic acid as weak, and MeOH + 0.1 % formic acid as
strong eluent. Notably, these two eluent compositions were used in 211 (71.5 %) of the RP datasets.
Also notably, RepoRT already contains 43 other solvent compositions used in 84 RP datasets. This
indicates that it might be challenging to develop machine learning models that consider these “non-
standard” solvent compositions. Here, estimated pH of the solvents is presumably an important
proxy to allow generalization between different solvent compositions. HILIC has a wide variety in
the composition of the mobile phase, so unlike RP, there is no preferred eluent system. The most
commonly applied mobile phase is H2O + 20 mM ammonium carbonate + 5 µM medronic acid as
strong eluent, and 10 % H2O / 90 % ACN + 2 mM ammonium carbonate + 0.5 µM medronic acid
as weak eluent, which was reported in 12 datasets. On the other hand the number of different
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a b

Figure 9. Number of shared compounds between all pairs of datasets. (a) Overlap percentage: Jaccard index,
intersection divided by union. (b) Absolute number of shared compounds. Note the difference in scaling between values 0
to 100 and 100 to 1000. Values are clipped at 1000.

solvent compositions is lower compared to RP; RepoRT contains 23 solvent compositions for 71 HILIC
datasets.

Discussion

Retention time represents a valuable piece of information for metabolite identification, but depends
on the employed chromatographic system. Hence, transferable retention time prediction requires
to represent not only properties of the compounds of interest, but also the used chromatographic
system. RepoRT provides this information in a machine learning-ready format. It is open for
submission from the community, and is not limited to specific chromatographic conditions.

To be of practical use, metadata describing the chromatographic system needs to be complete.
In order to avoid differences in spelling of column names, we have compiled a large database of
commercially available columns, and use it to standardize input data. Tanaka and HSM parameters
describe the selectivity of a stationary phase, and allow a machine learning model to be generalized
between different columns. Unfortunately, these parameters are not available for all column models,
and certain gaps need to be filled. On the positive side, column models employed regularly in
metabolomics, as recorded in MetaboLights and Metabolomics Workbench datasets56, are also well-
covered in RepoRT.

A large fraction of entries in RepoRT is currently missing stereochemistry information; this
is particularly important for molecules forming diastereomeric pairs, which potentially can be
separated by chromatography (Fig. 1). Missing information on isomeric structures is severely
limiting the potential of machine learning models to predict retention time. We invite providers
of reference datasets to include information on stereochemistry through the use of stereochemically
pure standards and reporting of isomeric SMILES, whenever possible, so that in the future, this
information may be incorporated into machine learning models. For future submissions, we ask
contributors to provide multiple compound identifiers (Chemical Abstracts Service Registry number,
Human Metabolome DataBase57 or PubChem58 identifiers) so that annotations can be checked for
correctness, and stereochemistry information can be recovered if necessary.

For reversed-phase columns, we argue that RepoRT offers the data required to train machine
learning models that predict retention time and order, both for compounds and for columns never
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seen by the model. In detail, Tanaka and HSM parameters allow the model to generalize between
different columns. Unfortunately, the situation is worse for HILIC: Not only is the column chemistry
substantially more diverse than for RP, we also do not have broadly available parameters that may
allow a machine learning model to generalize between columns. Different approaches similar to
Tanaka and HSM have been proposed59,60. However, since the chromatographic separation in HILIC
is driven by multiple types of interaction (partition, van-der-Waals, electrostatic interaction) no clear
separation mechanism can be established. Unless this can be established, transferable predictions
for HILIC are unlikely.

Methods

GitHub Repository. Upon submission, data is stored in a folder called “raw_data” with a
respective sub-folder with the corresponding 4-digit dataset ID for subsequent tracking. Input
data is organized into four files. The first file contains the actual retention time data. If instead
of SMILES, only InChIs or identifiers from PubChem, Human Metabolome DataBase (HMDB)57,
ChEBI, KEGG or LipidMaps are provided, the associated SMILES are retrieved using the respective
Application Programming Interfaces (API)61–63. SMILES are standardized using the PubChem
REST (REpresentational State Transfer) API64. All successfully standardized structures are stored
in a file with the suffix “_success”, while all failed structures are stored in a file with the suffix
“_failed”. This allows tracking of invalid and incorrect SMILES and potential correction. We use
CDK52 via the rcdk package (https://cran.r-project.org/web/packages/rcdk/) to compute
InChIs and InChI-Keys. Compound classes of the ClassyFire taxonomy51 with one class each per
kingdom, superclass, class, subclass and two additional levels are computed using the ClassyFire web
service at http://classyfire.wishartlab.com/ via the classyfireR package (https://github.
com/aberHRML/classyfireR). Generally, not for all six levels classes can be assigned by ClassyFire:
in June 2023, the mean number of assigned levels was 4.73 for the 8809 unique compounds in
RepoRT; 46 unique compounds failed classification for all levels. Finally, we compute all molecular
descriptors available via rcdk (454 descriptors with version 3.7) and ECFP6, MACCS and PubChem
(CACTVS) molecular fingerprints likewise using rcdk with default parameters.

For each dataset, two files with and without isomeric structure information (named “isomeric”
and “canonical”, respectively) are provided. Importantly, computed molecular descriptors may vary
between these two modes. All raw and processed dataset files describing retention times contain
an additional column for flags (e.g., for doublets or potential duplicates) or comments related to
individual entries.

Submitted chromatographic metadata is contained in a second file. Upon processing, chromato-
graphic metadata is checked for completeness and consistency as described below. Furthermore, for
each dataset, a time for void elution is estimated as 0.0005Ld2/R for column length L, the inner
diameter of the column d, and flow rate R. The programmed gradient used for the elution of the
compounds is stored in a third separate file. For each dataset, RepoRT presently supports up to
four eluents, but this limit can be increased if necessary. A fourth file contains further dataset-
related information, most notably DOIs (digital object identifiers) and optionally PubMed IDs of
associated publications when available, information on dataset authors or submitters, whether the
chromatographic method can be classified into “RP”, “HILIC”, or “Other”, a label for the dataset, and
comments or tags hinting at dataset peculiarities of any sort.

To speed up processing, standardized SMILES, ClassyFire compound classes and molecular
descriptors are cached; computations are only performed if no information was found in the cached
data. The cache is automatically updated upon modifications. Computational times for the different
datasets depend on the number of small molecules, and how many have been previously cached. All
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processing results are stored in a subfolder with the dataset ID in the folder “processed_data”; a
description of all files contained in the subfolders can be found in Supplementary Table 6.

In addition to raw and processed datasets, we also store information on column models,
column synonyms, as well as Tanaka and HSM parameters in the repository. An overview over all
submitted datasets is also available. The workflow is implemented as R and Python scripts, executed
automatically via GitHub actions running on GitHub-hosted "windows-2019" runners.

Manual curation of datasets. Numerous datasets from different sources were manually
integrated into RepoRT, including data from publications and collections. We spent a particular
effort to “clean” datasets and resolve discrepancies. For datasets from PredRet, information on
column models, eluents, a system description, and a reference to the publication (DOI, website) was
integrated. We found that some information differs between PredRet and the original publication,
or additional information is specified in the publication. In such cases, we used information from
the original publication to correct RepoRT entries. Furthermore, information about the small
molecule structures was sometimes missing, incomplete or contradictory. We used compound names
and/or other identifiers to correct and/or complete information on the compound’s structure and
its identifiers. Resolving the isomeric structure requires the exact name of the small molecule.
Unfortunately, not all compound names allowed us to do so, resulting in entries where no isomeric
SMILES can be given. Examples are amino acids and monosaccharides, where the name is provided
without stereochemistry information (D/L-conformation).

Eight datasets contained entries without associated retention times. These entries, comprising
1.01 % of all initial RepoRT entries, cannot be used for retention time or retention order prediction,
and were discarded from the repository. We assume that such entries stem from compounds that were
present in a reference sample mixture, but that could not be detected via mass spectrometry. Next,
we removed 4187 (5.23 %) entries that are duplicates of other entries, that is, entries with identical
structure (as defined by the SMILES identifier and the annotated compound name) and identical
retention time in the same dataset. We assume that these duplicates are simply due to copying errors.
We manually cleaned 868 “weak duplicates” that differ in compound name annotation: For entries
with synonymous compound names or compound names that do not allow further specification,
only one entry was kept. As a result, 102 “weak duplicates” were removed. Third, we flagged the
remaining 633 “weak duplicates” that could not be resolved manually. Fourth, we flagged all doublets
in RepoRT, that is, entries with identical structure but different retention times. Fifth, we manually
resolved 143 entries where there was a mismatch between reported SMILES, InChI, compound name
and/or PubChem identifier, confirming changes to structure annotation with dataset submitters if
necessary. Finally, we found 392 entries in RepoRT where different SMILES but only one InChI are
provided; here, we performed manual restandardization of the SMILES.

Automated data validation. For datasets measured under nominally identical chromatographic
conditions, we must not assume that recorded retention times of a compound are identical between
datasets. Numerous parameters of the chromatography, such as the “age” of the column, are outside
of our control but nevertheless influence retention time. Hence, we resort to a weaker verification:
We found that the retention order of any pair of compounds shared between two datasets, is usually
identical for nominally identical chromatographic conditions. For a newly submitted dataset, we first
find all datasets from the same laboratory with nominally identical chromatographic conditions. We
then obtain all pairs of compounds shared between the datasets, plus their retention orders. For
almost identical retention times, retention order is only of limited use, as a certain fluctuation of
retention time has to be expected. We use a relatively large threshold of 30 seconds for the difference
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in retention time; pairs of compounds where the difference in retention time is smaller in one of the
datasets, are excluded from validation. In addition, pairs of compounds with both compounds eluting
in the void volume are excluded. We use twice the estimated value "column.t0" stored in the dataset’s
metadata as the threshold for the void time. Compound pairs eluting in different order are flagged for
manual inspection. For the datasets presently contained in RepoRT, we found this validation method
to be particularly useful if a certain set of compounds was measured both in positive and negative
ionization mode, and some compounds were detected for both ionization modes.

To enable automated detection of outliers for individual datasets, we use QSPR models based
on gradient boosting regression. Firstly, we obtain all structures and associated retention times for
a dataset, excluding compounds eluting in the void volume. Again, twice “column.t0” is used as the
threshold for exclusion. Computed molecular descriptors are used as the features in the QSPR model.
Molecular descriptors that could not be computed for every compound are excluded. Descriptors
calculated in isomeric mode (see above) take precedence over those calculated without isomeric
information. We use Gradient boosting from scikit-learn65 as the QSPR method, with the number
of estimators set to 1000 and the maximum depth set to 2. We use ten-fold cross-validation, ensuring
that for each compound, we have one model that has not seen this compound during training. For
each compound, we then consider the prediction error between the true retention time and the
predicted value as the absolute value of the difference. Potential outliers are determined based on
the deviation from the prediction error distribution in a dataset. For robust statistics, we resort to
quantiles: Let q1 be the first quantile (25th percentile) and q3 the third quantile (75th percentile)
of prediction errors in the dataset. We define an error threshold as T = q3 +3/2(q3 − q1). Now, any
compound with prediction error larger than T is an outlier of the distribution, and is flagged as a
potentially mislabeled compound in the dataset.

For measurements from a single publication or submitter, where one chromatographic parameter
is systematically varied across datasets while keeping all other parameters constant, we apply a
similar comparison of retention order to detect outliers. For each dataset in the series of systematic
measurements, we obtain all pairs of compounds and their retention orders as described above.
When there are multiple datasets for the same value of the varied chromatographic parameter (for
example, datasets measured in both positive and negative ionization mode), we apply an additional
filter to the considered pairs, excluding all pairs where the retention orders are already different
for nominally identical conditions (see above). Applying these steps, we obtain a list of compound
pairs for each value of the systematically varied chromatographic parameter, allowing comparison
of retention orders between variations. Compound pairs that change retention order more than once
when increasing the chromatographic parameter, are then flagged for manual inspection.

Measuring datasets with systematic variation of chromatographic parameters. We
measured 54 datasets on an Agilent 1290 Infinity II UHPLC coupled to an Agilent 6560 IMS-Q-ToF
(Agilent Technologies, Waldbronn, Germany), systematically altering individual chromatographic
parameters. In total, we measured 1237 compounds from the Mass Spectrometry Metabolite Library
of Standards (MSMLS, 634 compounds), Organic Acid Metabolite Library of Standards (OAMLS,
96 compounds), Fatty Acid Metabolite Library of Standards (FAMLS, 96 compounds), and Bile
Acids/Carnitine/Sterol Metabolite Library of Standards (BACSMLS, 96 compounds) (Sigma-Aldrich,
Taufkirchen, Germany). Stock solutions and mixes from these libraries were prepared according
to the suppliers instructions, which included the solvent for solving substances and mixing schemes.
The MSMLS standard plates 1 to 5 are resolved in 95 % water/ 5 % methanol, while plates 6 and 7 are
solved in a 1:1 mixture of chloroform and methanol, the OAMLS standards were resolved in water,
the FAMLS standards are either solved in chloroform (rows A-C) or in ethanol (rows D-H), and the
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BACSMLS are resolved in methanol with the exceptions of A1, B8, B11, B12, C6 and C12, which are
solved in chloroform, and B10, which is resolved in a 1:1 mixture of chloroform and methanol. Each
standard had a final concentration of 5 µg/ 0.05 mL. For the measurements, all standards of a plate
of MSMLS are pooled, while for OAMLS, FAMLS, and BACSMLS all standards of a row were pooled.
The Agilent Pesticide Library (250 compounds) (Agilent Technologies, Waldbronn, Germany) and a
home-made bile acid mix (45 compounds) have been used without further treatment. A mixture of N-
Alkyl-Pyridinium sulfonates (NAPS, 20 standards) (National Research Council, Halifax, Canada)24

were diluted 1:30 with methanol. In total, the libraries contain 1097 different small molecules (some
where overlapping between the libraries). Eluents were always 100 % H2O + 0.1 % formic acid as
eluent A and 100 % ACN + 0.1 % formic acid or 100 % MeOH + 0.1 % formic acid as eluent B. Flow
rate was set to 400 µL/min and temperature was 30, 40 or 50 °C. Detection was carried out in positive
and negative ionization mode and retention times of small molecules were picked manually in Agilent
MassHunter Qualitative Analysis 10.0 (Agilent Technologies, Waldbronn, Germany). We used the
following column models for separation of small molecules: Phenomenex Kinetex XB-C18 (100 mm
x 2.1 mm, 1.7 µm) (Phenomenex, USA) , Waters ACQUITY UPLC BEH C18 (100 mm x 2.1 mm, 1.7
µm), Waters ACQUITY UPLC HSS T3 (100 mm x 2.1 mm, 1.7 µm), Waters ACQUITY UPLC HSS C18
SB (100 mm x 2.1 mm, 1.8 µm), Waters CORTECS UPLC C18 (100 mm x 2.1 mm, 1.6 µm) (Waters,
Eschborn, Germany) and Restek Raptor Biphenyl (100 mm x 2.1 mm, 2.7 µm) (Restek, Bellefonte,
USA). In total, six column models, three temperatures and two eluent systems were varied, while
the gradient and the flow rate remained the same for all datasets. The gradient took 10.01 minutes
with additional 2.5 minutes for column equilibrium (see Supplementary Table 7) at a flow rate of 0.4
mL/min.

UMAP plots, Natural Product-likeness scores, and Euclidean distances. We generated
Uniform Manifold Approximation and Projection (UMAP) plots following [49]. In detail, 20k
molecular structures were uniformly subsampled from a biomolecular structure database containing
718,097 unique molecular structures. These structures serve as a proxy of the universe of
biomolecules. Based on an initial UMAP plot, certain lipid classes were optionally excluded,
leaving us with 18,096 molecular structures. Note that we show both UMAP plots that include
or exclude the lipid classes. The biomolecular structures define the layout of the UMAP plots. For
the embedding, we use Maximum Common Edge Subgraph (MCES) distances, as these reflect the
biochemical intuition of structural similarity well. Unfortunately, computing the exact MCES is NP-
hard (Nondeterministic Polynomial time), so we instead use the myopic MCES distance from [49].
We computed myopic MCES distances (T = 10) from all molecular structures in RepoRT to the 18,096
biomolecular structures, and embedded RepoRT compounds into the UMAP plot based on resulting
distance vectors.

As a measure of similarity of a compound to (known) natural products, we used the natural
product-likeness score introduced by Ertl et al.66 as implemented in RDKit (https://www.rdkit.
org/, version 2023_3_1). We use the 20k subsampled biomolecular structures from above here, too.
Similarly, PubChem was uniformly subsampled to 20k samples. Subsampling is done solely to speed
up computations.

When plotting the distribution of Euclidean distances between column pairs, we use bounded
kernel estimation using the “betakernel” estimator67 implemented in the R package “bde”. In
contrast to a regular kernel density estimator, the bounded kernel estimation ensures that all
distances in the kernel density are greater-or-equal to zero.
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Statistics and reproducibility. Statistics on the content of RepoRT are based on data from June
2023. For entry-level statistics, retention time data of all datasets except for SMRT are combined.
Statistics related to unique compounds are based on the compounds’ SMILES representation;
isomeric information on the compounds’ structure is used when available. Statistics on availability
of isomeric information are calculated on the level of entries. Statistics on doublets, entries with
identical structures but multiple retention times in one dataset, are also calculated on the level of
entries: each instance of a doublet is counted individually, meaning that one structure with two
retention times in a set of ten entries results in a 20 % doublet rate. Duplicate entries, entries
with identical structure and retention time in one dataset, are likewise counted on the level of
entries; naturally, for each removed duplicate, the total number of duplicates normally decreases
by more than one. The number of stereocenters for a given structure is computed using rcdk’s
"get.stereocenters" function.

Data Availability

Data is freely available from the dedicated GitHub repository https://github.com/michaelwitting/
RepoRT.

Code Availability

All code is freely available from the dedicated GitHub repository https://github.com/

michaelwitting/RepoRT.
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Figure 10. Supplement. Coverage of molecular structures of biological interest by the Small Molecule
Retention Time (SMRT) dataset. For comparison, molecular structures from all other datasets in RepoRT are also
shown. Due to the large size of the SMRT dataset, a uniform subsample of 10k structures was drawn. As in Fig. 5,
projections excluding (a) and including (b) outlier lipid clusters are shown.
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Table 2. Supplement. Standard column names used in RepoRT. A separate file will be provided containing the
standard column names used within RepoRT, as well as known synonyms. The file can also be accessed from the
RepoRT repository at https://github.com/michaelwitting/RepoRT/tree/7cd5539/resources/column_database/

column_database.tsv. The current version of the file can be accessed at https://github.com/michaelwitting/

RepoRT/tree/master/resources/column_database/column_database.tsv.

Table 3. Supplement. Tanaka parameters. A separate file will be provided containing the Tanaka parameters of
columns, considering the pore size of the column. The file can also be accessed from the RepoRT repository at https://
github.com/michaelwitting/RepoRT/tree/7cd5539/resources/tanaka_database/tanaka_database.tsv. The cur-
rent version of the file can be accessed at https://github.com/michaelwitting/RepoRT/tree/master/resources/

tanaka_database/tanaka_database.tsv.

Table 4. Supplement. Hydrophobic Selection Model parameters. A separate file will be provided containing the
Hydrophobic Selection Model (HSM) parameters of columns. The file can also be accessed from the RepoRT repository
at https://github.com/michaelwitting/RepoRT/tree/7cd5539/resources/hsm_database/hsm_database.tsv. The
current version of the file can be accessed at https://github.com/michaelwitting/RepoRT/tree/master/resources/
hsm_database/hsm_database.tsv.
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Table 5. Supplement. Columns in RepoRT. Shown are columns with at least one dataset occurrence in the repository.
Columns with unspecified or unknown names were excluded.

Column name No. dataset using this column Column type
Waters ACQUITY UPLC BEH C18 63 RP
Waters CORTECS T3 38 RP
Waters ACQUITY UPLC HSS T3 24 RP
Merck Supelco Ascentis Express C18 21 RP
Phenomenex Kinetex EVO C18 17 RP
Waters CORTECS UPLC C18 16 RP
Restek Raptor Biphenyl 16 RP
Waters ACQUITY UPLC HSS C18 16 RP
Phenomenex Kinetex PS C18 14 RP
Phenomenex Kinetex XB-C18 8 RP
Thermo Scientific Hypersil GOLD 6 RP
Phenomenex Kinetex C18 6 RP
Thermo Scientific Acclaim RSLC 120 C18 5 RP
Thermo Scientific Accucore C18 4 RP
Waters Atlantis T3 3 RP
Agilent ZORBAX RRHD Eclipse Plus C18 3 RP
Phenomenex Synergi Hydro-RP 2 RP
Waters ACQUITY UPLC BEH Shield RP18 2 RP
Phenomenex Luna Omega Polar C18 2 RP
Merck Supelco Ascentis Express ES-Cyano 2 RP
Merck Supelco Ascentis Express Phenyl-Hexyl 2 RP
Thermo Scientific Hypercarb 2 RP
Agilent ZORBAX Extend-C18 2 RP
Waters ACQUITY UPLC BEH C8 2 RP
Phenomenex Synergi Polar-RP 2 RP
Hichrom Alltima HP C18 1 RP
Waters XBridge C18 1 RP
Waters Symmetry C18 1 RP
Phenomenex Luna C18 1 RP
Merck Supelco SUPELCOSIL LC-C18 1 RP
Merck LiChrospher RP-18 1 RP
Agilent ZORBAX Eclipse XDB-C18 1 RP
Agilent InfinityLab Poroshell 120 EC-C18 1 RP
Agilent ZORBAX Eclipse Plus C18 1 RP
Advanced Chromatography Technologies ACE C18 1 RP
Phenomenex Kinetex PFP 2 Other
Merck Supelco Ascentis Express F5 (PFP) 2 Other
Thermo Scientific Hypersil GOLD PFP 1 Other
Thermo Scientific Accucore HILIC 14 HILIC
Waters XBridge BEH Amide 14 HILIC
Merck SeQuant ZIC-HILIC 12 HILIC
Waters Atlantis Premier BEH Z-HILIC 9 HILIC
HILICON iHILIC-(P) Classic, HILIC, PEEK 9 HILIC
Merck SeQuant ZIC-pHILIC 5 HILIC
Waters ACQUITY UPLC BEH Amide 4 HILIC
Phenomenex Kinetex HILIC 2 HILIC
Waters ACQUITY UPLC BEH HILIC 1 HILIC
Agilent InfinityLab Poroshell 120 HILIC-Z (Peek-lined) 1 HILIC
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Table 6. Supplement. File name conventions. Description of the files produced for each processed dataset contained
in RepoRT.

File name Description

xxxx_rtdata_canonical_success.txt Retention times with associated compounds in various structure rep-
resentations (standardized SMILES, InChI, InChI-Key); ClassyFire
compound classes (based on canonical SMILES); flags or comments
for individual entries

xxxx_rtdata_isomeric_success.txt Retention times with associated compounds in various structure rep-
resentations (standardized SMILES, InChI, InChI-Key); ClassyFire
compound classes (based on isomeric SMILES); flags or comments for
individual entries

xxxx_rtdata_canonical_failed.txt Dataset entries for which standardization of SMILES failed for
canonical SMILES

xxxx_rtdata_isomeric_failed.txt Dataset entries for which standardization of SMILES failed for
isomeric SMILES

xxxx_descriptors_canonical_success.txt Molecular descriptors computed by CDK for canonical SMILES

xxxx_descriptors_isomeric_success.txt Molecular descriptors computed by CDK for isomeric SMILES

xxxx_fingerprints_ecfp6_canonical_success.txt Extended-connectivity fingerprints computed for canonical SMILES

xxxx_fingerprints_ecfp6_isomeric_success.txt Extended-connectivity fingerprints computed for isomeric SMILES

xxxx_fingerprints_maccs_canonical_success.txt Molecular ACCess System fingerprints computed for canonical
SMILES

xxxx_fingerprints_maccs_isomeric_success.txt Molecular ACCess System fingerprints computed for isomeric
SMILES

xxxx_fingerprints_pubchem_canonical_success.txt PubChem (CACTVS) fingerprints computed for canonical SMILES

xxxx_fingerprints_pubchem_isomeric_success.txt PubChem (CACTVS) fingerprints computed for isomeric SMILES

xxxx_metadata.txt Specifications of the chromatographic setup (column, temperature,
eluents etc.)

xxxx_gradient.txt Information on the gradient applied

xxxx_info.txt Information related to associated publications and other dataset
descriptions (labels, comments, etc.)

xxxx_report_canonical.pdf Visualization of the gradient, flow rate, retention time distribution,
and compound classes (isomeric SMILES)

xxxx_report_isomeric.pdf Visualization of the gradient, flow rate, retention time distribution,
and compound classes (canonical SMILES)

Table 7. Supplement. Gradient of all measurements with systematic variations of the chromatographic
system.

time (min) %A %B flow rate (mL/min)
0.00 95 5 0.4
1.12 95 5 0.4
6.41 0.5 99.5 0.4

10.01 0.5 99.5 0.4
10.02 95 5 0.4
12.52 95 5 0.4
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