MS2Mol: A transformer model for illuminating dark chemical space from mass spectra
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Abstract

The ability to identify small molecules in complex samples from their mass spectra is among the grand challenges of analytical chemistry. Improvements to this ability could significantly advance fields as diverse as drug discovery, diagnostics, environmental science, and synthetic biology. A primary bottleneck is that standard structure elucidation technologies are limited to identifying only those molecules that are contained in databases of known spectra or molecular structures and are therefore not well suited to identifying the vast majority of potentially billions of natural metabolites, whose structures are not yet catalogued. To improve the identification of molecular structures within this vast dark chemical space, we present MS2Mol, a \textit{de novo} structure prediction model based on a generative sequence to sequence transformer. We also release EnvedaDark, a first-of-its-kind for benchmarking identification performance on unknown metabolites. EnvedaDark contains experimental mass spectra from 226 natural products not currently found in major databases. We demonstrate on this challenging dataset that MS2Mol is able to predict 21\% of molecular structures to within a close-match accuracy threshold and 62\% to within meaningful similarity, both of which are significant improvements over the closest match retrieved using standard database methods. We further present a confidence scorer that enables practical usage for novel molecule discovery and enriches the accuracy on meaningfully-similar and close-match thresholds to 98\% and 63\%, respectively, for the top 10\% most confident predictions.

\textsuperscript{*}Corresponding author
1 Introduction

Understanding the small-molecule chemistry of complex samples is a central goal of many scientific endeavors, including natural products discovery, human metabolomics, synthetic biology, food science, and studies of environmental contamination. Tandem mass spectrometry (MS/MS) coupled with liquid or gas chromatography is the principal tool for these studies because it can detect large numbers of small molecules in experimental samples with high sensitivity. The resulting MS/MS fragmentation spectra are the primary experimental signature of the chemical contents of complex chemical mixtures. Yet molecular structures cannot be reliably identified for the majority of spectra from complex samples [1]. One reason for low annotation rates is that standard annotation methods work by predicting matches from databases of reference spectra or known molecules. However, a substantial fraction of the spectra in complex samples correspond to molecules not contained in existing databases. Such compounds, with unknown structure and spectra, can be said to exist in a dark chemical space. Further, in many discovery applications it is often precisely these "dark" compounds that are of greatest interest. [2].

Dark chemical space poses a particular challenge for standard compound identification methods since these methods are limited to predicting only molecular structures contained in their databases. In contrast, our de novo structure prediction method uses generative machine learning to predict chemical structures directly from spectra without relying on databases of known compounds. Because complex biological samples often contain a mixture of known and novel compounds, database retrieval methods and de novo prediction can be powerfully complementary technologies for untargeted profiling experiments.

The unique utility of de novo structure prediction is reflected in the relative sizes of dark and known chemical space. While there is substantial uncertainty about the number of distinct metabolite structures that exist in nature, estimates range in the billions [3,4]. In contrast, COCONUT [5], a global repository of known natural products, contains around 400,000 compounds, suggesting that we have discovered only a tiny fraction of existing biological metabolites, of which an even smaller number, in the tens of thousands, have experimentally-determined reference spectra available in repositories like NIST2020, MoNa, MassBank, and GNPS. Synthetic chemical space is similarly dark, with large structure databases like ZINC containing in the billions of molecules [6], still a small fraction of the potentially $10^{60}$ possible molecular structures that could exist. Such non-naturally occurring, but unknown, structures can emerge in critical settings like environmental contaminants. In short, all estimates point to dark chemical space being astronomically larger than known chemical space, supporting a critical role for de novo structure prediction.

Compound identification from mass spectrometry can be naturally categorized into three different approaches: spectral reference search, compound library search, and de novo generation (see Figure 1).

Spectral reference search based systems implement a similarity function for pairs of spectra, \( \text{sim} : S \times S \rightarrow [0, 1] \) where \( S \) is the space of MS/MS spectra. These systems allow users to match experimental unknowns to spectra in reference libraries. Predicted structures then consist of the highest scoring matches from the database. One common similarity function
is a modified cosine similarity function [7], but more sophisticated similarity functions use unsupervised learning to create dense embeddings of spectra, which have been shown to achieve higher accuracy than cosine similarity in some contexts. Examples of these include word2vec-style embeddings [8] and Siamese networks [9, 10]. Spectral library search is limited by the relatively small number of compounds found in publicly available reference libraries.

Compound library search based systems attempt to overcome the limited coverage of spectral reference libraries by creating a similarity function between mass spectra and candidate molecular structures, \( \text{sim} : S \times M \rightarrow [0,1] \), where \( S \) is the space of mass spectra, and \( M \) is the space of molecular structures. This allows a mass spectrum to be used as a query into molecular databases such as PubChem [11] and COCONUT [5] that lack mass spectral data but contain many more structures.

There are two main approaches to compound library search. The first uses one of many in silico fragmentation algorithms to convert molecular libraries into (synthetic) spectral libraries and then performs a spectral library search on the synthetic spectra [12, 13, 14, 15, 16]. The second predicts a molecular fingerprint from the mass spectra, sometimes with prior prediction of molecular formulas and/or fragmentation trees. The molecular fingerprint indicates which of a predetermined set of substructures or features are present in a structure. This method then compares the fingerprint to a library of fingerprints from a structural database of known compounds. Examples of these methods are CSI:FingerID [17], implemented in the SIRIUS software suite, and the tool used in the highest-accuracy submission to the recent Critical Assessment of Small Molecule Identification (CASMI) contest [18]. This is also used by MIST [19], which predicts the same CSI:FingerID fingerprints using a neural network.

While designed to identify known molecules, compound library search may be adapted for identification of novel structures in cases where the candidate set of structures is limited enough that a library containing all possible candidate structures can be enumerated. An example is the discovery of novel bile acid conjugates using CSI:FingerID and COSMIC [20], which used 16,000 hypothesized bile acid conjugates as the molecular library to search. For complex mixtures containing heterogenous molecular structures, however, the space of possible structures is likely to be too large to enumerate.

De novo structure prediction systems use machine learning to generate potentially novel molecular structures directly from mass spectra, with three different methods published in recent years. MSNovelist [21] relies on CSI:FingerID [17] to predict a fingerprint for an unknown molecule, then uses a decoder trained on molecular fingerprints from structure libraries to translate the fingerprint into a molecular structure represented by a Simplified molecular-input line entry system (SMILES) string [22]. MassGenie [23] trains a model with a standard transformer encoder-decoder architecture on large amounts of in silico fragmentation data generated from chemical structure libraries, finetuned with experimental spectra. Spec2Mol [24], like MSNovelist, uses a separate pretrained decoder, but instead of predicting fingerprints, a convolutional neural network (CNN) spectrum encoder is trained to predict into the learned embedding space of a pretrained GRU SMILES autoencoder, the decoder half of which is then used to generate the output SMILES.

In this work we present MS2Mol, a transformer-based model for the de novo generation of
molecular structures from MS/MS spectra. This model uses an encoder-decoder architecture adapted from BART [25] and is trained end-to-end on spectrum-structure pairs. MS2Mol’s design differs from previous de novo models in several ways. First, we introduce byte pair encoding for SMILES predictions, which provides us with a learnable substructure vocabulary fit on the training dataset, allowing the model to add common substructures and SMILES elements with single tokens. Secondly, we include precursor mass as an input, allowing the model to take advantage of knowing the mass of the unfragmented compound, but avoid overfitting to that information by randomly masking it during training. Third, we encode fragmentation masses using separate integer and fractional mass tokens, which, relative to naive mass binning, maintains the high-resolution mass information needed to disambiguate chemical formulas while representing with a smaller vocabulary. Fourth, we train a small reranking model and use it to rank the MS2Mol predictions generated for a single input spectrum, which improves the accuracy of the top-ranked predictions. Finally, we use a confidence model to prospectively predict the quality of the predictions, enabling users of the model to act on a subset of highly-confident predictions in applications where errors could be costly.

Evaluating the performance of de novo structure elucidation methods against database methods is challenging. Evaluation sets must have known structures, so they commonly consist of holdout sets from spectral reference libraries or consist of former challenge spectra from the Critical Assessment of Small Molecule Identification (CASMI) challenges. Since their structures are typically known, database retrieval methods are advantaged on these sets, since these methods drastically reduce the search space to that of known structures. Furthermore, it is common for structure evaluation to only consider exact structure match as a metric of success; however, database search methods by definition cannot retrieve an exact match structure for an unknown compound. These methods can still be useful as baseline methods, though, by identifying analogs from known compounds. Previously published de novo methodologies have dealt with these challenges in different ways; MassGenie does not benchmark against a molecular-search baseline. MSNovelist benchmarks against CSI:FingerID on molecules contained in its databases and performs worse at retrieving the exact structure, noting that this is to be expected. Spec2Mol evaluates against CSI:FingerID using similarity rather than exact match as a metric, but to proxy dark chemical space only evaluates on the set of spectra for which SIRIUS fails to predict the correct molecular formula. This disadvantages CSI:FingerID since SIRIUS often correctly predicts molecular formulas even of unknown molecules, and CSI:FingerID relies heavily on accurate molecular formula predictions.

In this work we take a more relevant and stringent evaluation approach, for the first time evaluating de novo structure prediction in dark chemical space. We evaluate MS2Mol on a novel set of spectra from 226 molecules that are naturally occurring but whose structures are not contained in structural databases. This mimics directly the intended use case for de novo methods. We term this dataset EnvedaDark (for “dark chemical space”). Further, we report as our primary performance metrics accuracy with respect to two Tanimoto similarity thresholds representing meaningful similarity and close match similarity, which were defined to match blinded expert chemist annotations of prediction usefulness for the purposes of drug development prioritization. We include both spectral library search (modified cosine
similarity) and molecular library search (CSI:FingerID) as baselines. We are not able to benchmark against previous de novo models since, as of writing, no other de novo method has a working public implementation.

On EnvedaDark, MS2Mol predicts a structure to within meaningful similarity of the actual molecule for 62% of spectra, and 21% to within close match, exceeding the highest database retrieval baselines by 44% and 95% relative accuracy, respectively at those thresholds. We evaluate MS2Mol’s confidence model, which enriches the accuracy on meaningfully-similar and close-match thresholds to 98% and 63%, respectively, for the top 10% most confident predictions. We further evaluate MS2Mol on two sets of known molecules: CASMI-2022 and a novel set of spectra experimentally gathered from 454 known natural products, which we call EnvedaLight. We show that despite database methods excelling at retrieving exact matches, MS2Mol performs comparably to database matches at predicting meaningfully similar or close matched analogs even on known molecules. This introduces the possibility of using a single structure elucidation model to predict both known and unknown molecules in complex mixtures.

2 Results

2.1 MS2Mol generates predicted chemical structures using a transformer encoder/decoder model

MS2Mol casts de novo structure prediction from MS/MS data as a neural machine translation problem to map from the "language" of MS/MS fragments into the language of small molecules, as defined by SMILES strings. Natural language frameworks have been observed to be valuable for interpretation of mass spectra [26, 8], since the meaning of mass fragments are contextually dependent on the presence and absence of other fragments, and the fragments are composed into an overall spectrum in a similar way to words in a sentence. The development of transformer encoder-decoder architectures in particular [27] significantly improved machine translation models by enabling more efficient computation while allowing the learning of complex and long ranged dependencies. MS2Mol uses the BART implementation of a transformer based encoder-decoder architecture [25, 28].

Input mass spectra consist of triples of the form \{precursor m/z, fragment m/z array, intensity array\}, where the precursor m/z is a positive real number corresponding to the mass-to-charge ratio of the unfragmented ion, the fragment m/z array is an array of positive real numbers that correspond to the mass-to-charge ratios of the MS/MS fragments, and the intensity array is an array of positive real numbers corresponding to the intensity of the fragments. In analogy with natural language processing, MS/MS fragments are represented as a language with a vocabulary of mass values. Input spectra are encoded as pairs of integer and fractional part tokens corresponding to masses and sorted in descending order by intensity with the precursor mass in first position, as shown in Figure 1. This allows a smaller overall vocabulary for a given mass resolution than previous work that has tokenized spectra into mass bins (e.g. [9]).

The output structures are encoded as SMILES string representations of chemical structures.
Figure 1: MS2Mol generates predicted chemical structures of unknown molecules from dark chemical space using their fragmentation spectra. **a)** Overview of approaches to structure elucidation. Common approaches to identification of small molecules from their MS/MS spectra include matching to spectral reference libraries (top) and information retrieval from candidate databases of known structures (middle), for which the relevant metabolite databases contain on the order of $10^4$ and $10^5$ structures, respectively. In contrast, accurate elucidation of the vast majority of natural metabolites ($10^8-10^{10}$) requires de novo structure prediction. **b)** An illustration of byte-pair encoded (BPE) substructure learning for molecule generation. Similar to BPE in natural language, tokens (masses) that are commonly adjacent are combined into single new tokens. Those tokens may then be further paired with . The process proceeds iteratively, and the resulting vocabulary contains common structural elements of the molecules in the training set encoded as single tokens. **c)** Conceptual overview of MS2Mol encoder/decoder. Spectra are sorted by intensity then tokenized separately into integer and decimal parts, which are then converted to learned fragment embeddings. The spectrum, which includes a probabilistically-masked precursor mass, is then passed into a transformer encoder/decoder. Decoding is accomplished using beam search to produce a ranked set of predicted molecular formulas and chemical structures represented as byte-pair encoded SMILES.
using byte pair encoding (BPE), a method for finding a high coverage vocabulary of substrings in natural language processing [29] through iterative combining of high-frequency pairs of tokens into single tokens. In the context of molecule generation, this results in a token vocabulary that contains common molecular substructures and other common SMILES elements like ring and branch closures encoded as single tokens, learned from the data rather than predefined. This shortens the overall output length and reduces the chances for error during autoregressive generation of structures.

The mass of the unfragmented ion, called the precursor mass, contains valuable information on the identity of the molecule. For example, molecular formula can be disambiguated to a large degree using an accurate precursor mass. However, training on MS/MS data is prone to overfitting if the precursor mass from the MS1 spectrum is naively included in the spectrum. This is because over the training set, the precursor mass is unique or nearly unique for many compounds, allowing the model to memorize the output as a function of precursor mass. To learn from the precursor mass without overfitting, we randomly mask the precursor mass with 50% probability, and leave it unmasked at inference time.

A further complication of available MS/MS libraries is that certain compounds have far more spectra associated with them than others. To avoid overfitting to such compounds, we weight the training objective to account for the multiplicity of spectra per compound by using a modified cross entropy loss, described in Section 4.

MS2Mol is designed to predict chemical structures without ground truth molecular formulas, as those are typically not known in discovery scenarios. However, the output of MS2Mol consists of molecular formula followed by chemical structure. This allows for the case in which the ground truth formula is known or can be accurately predicted. Since the output is generated autoregressively, prompting the output with the ground truth molecular formula allows the chemical structure to be partially conditioned on the correct formula, which increases accuracy. See Appendix D.

To train MS2Mol, we constructed a dataset of 1,020,431 MS/MS spectra paired with 42,995 structures obtained by merging standard commercially available and public datasets spanning instrument types, ion modes, collision energies, and other parameters [7, 30, 31, 32, 33, 34], supplemented with a dataset of 33,634 internally-generated reference spectra from 6,124 purified natural products, for a total of 961,865 spectra from 49,119 structures. We further supplemented the experimental data with weak supervision using publicly available simulated mass spectra generated by CFM-ID 4.0 from natural products contained in the LOTUS database [35, 36, 12]. See Section 4 for further training details.

Ablation studies of each of these choices are presented in the Appendix.

### 2.2 MS2Mol predicts unknown structures with higher accuracy than spectral library search and molecular library search

In order to assess performance on dark chemical space, or compounds that are not presently contained in common molecular databases or annotated spectral libraries, we constructed a dataset of 1010 spectra from 226 purified “novel” natural products across three collision
Figure 2: MS2Mol outperforms both spectral reference search and molecule retrieval on predicting structures of unknown natural products at multiple similarity thresholds. a) Example structural elucidation using three methods. A test spectrum is gathered experimentally from a sample molecule whose structure is not in a database, then top-1 structure prediction is performed using de novo prediction (MS2Mol, top), spectral reference search (modified cosine similarity, middle), or molecular database retrieval (CSI:FingerID, bottom). b) Examples demonstrating the expert annotations of pairs of actual and predicted structures that were to define meaningful similarity and close match Tanimoto similarity thresholds (see also Appendix). c) - e) Performance statistics for Cosine based retrieval, CSI:FingerID, and MS2Mol. MS2Mol indicates the full model, while MS2Mol PA (publicly available) indicates MS2Mol trained only with open and commercially available data as described in the text. c) Top-k and top-1 similarity between the ground truth and the predicted structure for exact InChiKey-14 match (two dimensional structure). The curves for the two baseline methods are exactly overlaid. d) Top-k and top-1 similarity between the ground truth and the predicted structure for the close match criterion (see main text) of >0.675 Tanimoto similarity. e) Top-k and top-1 accuracy for the meaningfully similar criterion (see main text) of >0.4 Tanimoto similarity between ground truth and the predicted structure.
energies and seven possible ion adducts, where we define novelty as compounds whose structures are not contained in common structural repositories Pubchem [11] or COCONUT [5], and therefore not available for database search methods or as training data at the time of writing. We term this dataset EnvedaDark.

To evaluate performance accuracy, we adopt as our primary metrics "meaningfully similar" and "close-match" accuracy. We note that common compound identification metrics often consider exact match success metrics [17, 21, 13, 18], and we report these as well. However, while exact match metrics may be suited to evaluating the ability of database search methods to produce the exact two-dimensional structure from a predefined set of candidate structures, when evaluating prediction accuracy on test spectra from dark chemical space, exact-match metrics bias against database methods, which cannot, by definition, produce an exact match prediction corresponding to a structure outside of its databases. Furthermore, in many applications including discovery of novel natural products, a relevant metric of success is whether the prediction is a close enough approximation of the actual molecule to be useful for a given application. Given these observations, we adopt as our primary evaluation framework measuring the fraction of molecules for which the prediction meets or surpasses a suitable structure similarity threshold.

To obtain automated metrics that assess whether a prediction is sufficiently similar to the ground truth molecule to be useful for guiding decision making, we fit two thresholds of Tanimoto similarity (between RDKit topological fingerprints [37]) to expert chemist annotations of pairs of predicted versus actual structures, where predicted structures were generated either from previous generations of MS2Mol, CSI:FingerID, or were chosen randomly from the training set as a control. 1288 such pairs were sequentially shown to six expert chemists. The chemists were aware of the composition of the set, but blinded as to the source of the predictions, and scored pairs of annotations as 1) not similar, 2) meaningfully similar but with errors, and 3) close match. (See the Appendix for a screenshot of the annotation tool, full annotation guidelines, and examples of expert annotations). We chose a Tanimoto similarity threshold of 0.675 to represent "close match accuracy" because it predicts the overall rate of close match predictions correctly. As shown in the Appendix, the threshold that correctly predicts the class balance for close match also balances precision and recall of the similarity scores with respect to the chemist annotations. Likewise, we chose Tanimoto similarity of 0.4 to represent "meaningful similarity", using the upper 95% confidence bound of chemist annotations as a conservative threshold to minimize erroneously calling "not similar" predictions as being meaningfully similar, which is a more common error in the lower Tanimoto similarity range. See Figure 2 and the Appendix for samples of chemist annotations and bootstrap fitting of Tanimoto similarity thresholds.

We compare MS2Mol’s de novo generation approach with standard alternatives in spectral and molecule database search – see Figure 2 and Table 1. While it would be ideal to benchmark against other de novo structure prediction methods, as of writing, MSNovelist [21], MassGenie [23], and Spec2Mol [24] lack functioning public implementations. We note that while neither reference lookup nor molecule database search were intended to predict novel structures, novel molecules are nonetheless highly prevalent in nature, and to predict their structures, a reasonable alternative to de novo methods is to use database retrieval to find close analogs.
For spectral library search, we use modified cosine using the matchms [38] implementation with a spectral reference library consisting of the public and commercially available data described in Section 2.1. We also compare to CSI:FingerID, a state-of-the-art molecular search tool implemented in the SIRIUS software suite [17], and the tool which resulted in the best annotation performance in the most recent Critical Assessment of Small Molecule Identification (CASMI) contest [18]. CSI:FingerID searches molecular databases by using mass spectra to predict a suite of molecular substructures, then searches molecular databases for molecules with similar substructure profiles.

We evaluate both the top-scoring predictions of each method and the top-\(k\) predictions (up to \(k = 25\)) for each of the three methods at the “meaningfully similar” and “close match” thresholds defined above. We also evaluate “exact match” prediction (minus stereochemistry), defined as an exact string match of the first 14 digits of the respective InChiKeys for the predicted and actual structures.

MS2Mol performs strictly better than the baseline methods at all three similarity thresholds on the EnvedaDark dataset. Using the above threshold criteria, MS2Mol’s top predictions are at least meaningfully similar for 62.1% of spectra, compared to 42.9% and 31.0%, respectively, for the top predictions from CSI:FingerID and modified cosine reference search, while being at least close-matched for 21.4% of spectra, compared to 11.0% and 7.2% for CSI:FingerID and modified cosine reference search, respectively. For only 1.6% (16 spectra from 7 molecules) does MS2Mol predict an exact structure match, compared to 0% for the other two, where 0% is expected since the EnvedaDark molecules are not found in those databases.

Furthermore, more predictions per spectra increase the likelihood of predicting a better match. The top-25 predictions from MS2Mol contain a meaningfully-similar prediction for 87.6% of spectra (up from 62.1% top-1), and a close match prediction for 36.8% (up from 21.4% top-1). These improvements between top-25 and top-1 suggest further predictive value to be gained by accurate re-ranking of relatively small numbers of de novo predictions. (Figure 2 and Table 1).

Since MS2Mol’s full training set contains spectra generated under the same experimental setting from which EnvedaDark spectra were derived, we also evaluate a version of MS2Mol that was not trained on internal spectra. We call this model MS2Mol PA (“MS2Mol publicly available”); performance of this model is represented with a dotted line in Figure 2. We observe that training on internal spectra provides a lift in performance, which demonstrates the benefits of training on in-domain labeled spectra for real-world applications. However, we show that MS2Mol still comfortably outperforms the baselines even without internal spectra in the training set.

2.3 Performance analysis of MS2Mol

We further investigate MS2Mol by examining trends in the performance of predictions on EnvedaDark, noting potential strengths and weaknesses of MS2Mol in predicting natural products in dark chemical space. Firstly, we observe that MS2Mol is able to accurately predict structures even if molecules have fairly complicated extended structures with repeating subunits, as is relatively common for natural products; see Figure 3a. When examining
Figure 3: Performance analysis of MS2Mol. a) Examples of good MS2Mol predictions. Ground truth structure, predicted structure, and the closest molecule in the training set are shown for two examples from the test set, representative of cases where MS2Mol predicted an exactly or approximately correct structure. The upper example shows a case where MS2Mol predicted the structure exactly correct despite no exact match present in the training data. The lower example demonstrates that MS2Mol can predict well even for relatively complex structures. b) Examples of bad MS2Mol predictions. Ground truth structure, predicted structure, and the closest molecule in the training set shown for examples from EnvedaDark, representative of cases where MS2Mol predicted a structure with low Tanimoto similarity to the actual structure. The upper case demonstrates the difficulty of predicting structures far away from anything in the training set. The lower case demonstrates a potential failure mode of MS2Mol in discriminating between linear and cyclic structures. c) Mean Tanimoto similarity between predicted and ground truth molecules from EnvedaDark (line) over bins of similarity between the ground-truth molecule to the training set of annotated spectra, overlaid with a histogram of spectrum counts across the same similarity bins. d) Mean Tanimoto similarity on a test set of natural products across 16 common natural product classes. Left numbers indicate numbers of distinct compounds represented in each class.
inaccurate predictions, we find spectra from “darker” chemical space, i.e. spectra whose structures are dissimilar to everything in the training set.

To further investigate how the “darkness” of chemical space affects the performance of MS2Mol, we examine the performance of MS2Mol binned by the Tanimoto similarity between the ground truth structure and the closest molecule in the training set (excluding the simulated spectra). As with many machine learning systems, we observe that prediction accuracy is highly correlated with proximity of the unknowns to elements in the training set. The average similarity of predictions to ground truth is nearly 3x higher for spectra from the most similar (>=0.94 Tanimoto similarity) structures to train than for the least similar (between 0.44 and 0.50 Tanimoto Similarity). We further note a difference in performance across natural product classes as predicted by NP Classifier [39], with flavonoids, monoterpenoids, and steroids having the highest Tanimoto similarities, while macrolides, cyclic peptides, and fatty acids had the lowest. The latter result reinforces our observations regarding cyclic structures.

2.4 Confidence modeling enables practical use of MS2Mol

For many machine learning applications, particularly those in which poor predictions can be costly, it is desirable to not only have aggregate accuracy metrics but to also estimate the reliability of each prediction. This allows expert decision makers to segment predictions by confidence and potentially act only on those that pass a quality threshold. To enable this, in addition to the structure prediction model we trained a separate confidence model that predicts the Tanimoto similarity between the MS2Mol predicted structure to the ground truth structure.

The confidence model is a gradient boosting machine [40] with input features derived from the MS/MS spectrum (such as the number of peaks and the precursor m/z), properties of the predicted structure (such as the number of heteroatoms), structural properties predicted directly from the MS/MS spectra by a property prediction model as in [10], and MS2Mol model outputs (such as the log probability of the generated token sequence). More details of the confidence model training are given in Section 4 and the Appendix.

To evaluate the confidence model, we binned predictions on EnvedaDark into confidence deciles (Figure 4a). We find the top 10% most confident predictions achieve a 63.4% close-match accuracy and a 98% meaningful similarity accuracy, compared to the 21% and 62%, respectively, across all confidence levels. Furthermore, we find the confidence model to be well-calibrated in the sense that, within the binned deciles, the actual similarities are close to the predicted similarities (Figure 4b). The confidence model achieves 0.13 mean absolute error between the true and predicted Tanimoto similarity, with an $R^2$ of 0.4. We next inspected the features of the confidence model most associated with better predictions, using permutation based feature importance [41] (Figure 4c). Feature importance calculations depend heavily on methods and data properties such as collinearity, but the resulting feature importance shows a large dependence on mass difference features, which is chemically reasonable and points to the possibility that generative methods that constrain mass more effectively could be a powerful advance in the future.
Figure 4: Confidence model performance. a) The fraction of predictions with similarity greater than 0.675 and greater than 0.4 as a function of confidence deciles in EnvedaDark. The top 10% highest predicted similarities correspond to predictions that are over 60% accurate at the 0.675 threshold. b) The confidence model accurately predicts the Tanimoto similarity at all confidence deciles. Each pair of bars compares the true mean Tanimoto similarities with the predicted similarities grouped by decile bins of the predictions. The slight optimism in the confidence model is due to the difference in domain between the confidence model training set and EnvedaDark. c) The relative importance of features used in the confidence model using permutation importance. If the feature name has a (C), that indicates that the feature is calculated from the predicted structure. “Diff” represents a difference between calculated and observed, or in the case where there is no direct observation, the property value predicted using the property prediction model. “Diff squared” is the square difference of the calculated and the observed/predicted properties. The top features are dominated by mass difference features, showing that models that are able to predict structures with higher mass fidelity are a promising avenue for future research. For a full description of the features used in the confidence model, see Section 4 and the Appendix.
2.5 Evaluating MS2Mol on known chemical space

In previous sections, we introduced the first evaluation of a de novo structure prediction technology on dark chemical space. As a baseline, we compared it to molecular and spectral library search intended to assign known structures to unknown spectra. In this section, we reverse the above scenario to ask how well MS2Mol performs on spectra from known molecules despite the fact that MS2Mol does not benefit from the reduction in search space afforded by limiting the search to structures contained in compound databases. This is a challenge setting, as the model is being evaluated outside of its intended use case.

We evaluate MS2Mol, CSI:FingerID and Modified Cosine spectral reference search on two evaluation sets. The first is the CASMI 2022 data set [18]. For the second evaluation set of known molecules, we created an additional test set that we call EnvedaLight, comprised of 1856 spectra from 454 molecules profiled in our own lab whose structures are available in standard molecular databases, but whose spectra are not contained in spectral reference libraries. The results are summarized in Table 1.

On both test sets, CSI:FingerID outperforms MS2Mol at retrieving the exact match: 13% to 9% and 11% to 2% for CASMI and EnvedaLight, respectively. This is an expected result, as CSI:FingerID is a database retrieval method evaluated on molecules known to be in its database. What is perhaps surprising, however, is that the results are more mixed when considering similarity thresholds rather than exact match. On CASMI, MS2Mol and CSI:FingerID are essentially equal on close-match accuracy for all top-k, while MS2Mol outperforms CSI:FingerID for meaningful-match accuracy. On the EnvedaLight test set, MS2Mol outperforms CSI:FingerID and modified cosine similarity on close-match accuracy for all $k >= 2$ both with and without training on any internal data. When training on in-domain data, MS2Mol outperforms by at least 6 points across all $k$ values.

Thus, when considering heterogeneous complex samples containing both known and unknown molecules, use of database retrieval and de novo methods may hinge on the application: known molecules will be better annotated with the exactly-correct structure using database retrieval, with unknown molecules better annotated de novo. In this way they can be considered complementary. However, the relative comparability of performance at close-match and meaningfully-similar threshold accuracy raises the intriguing possibility that de novo methods may perform well as a single model on heterogeneous samples in applications where close-match accuracy is sufficient.

3 Conclusion

Here we have presented MS2Mol, a end-to-end molecular structure prediction model that accurately predicts chemical structures directly from MS/MS spectra. Importantly, it is a true generative, de novo structure prediction model that does not rely on compounds existing in any database of known or proposed structures.

For the first time to our knowledge, we systematically benchmark performance on the task of predicting structures of unknown molecules whose structures are not found in common
<table>
<thead>
<tr>
<th>Model</th>
<th>MM @1</th>
<th>MM @10</th>
<th>MM @25</th>
<th>CM @1</th>
<th>CM @10</th>
<th>CM @25</th>
<th>EM @1</th>
<th>EM @10</th>
<th>EM @25</th>
</tr>
</thead>
<tbody>
<tr>
<td>MS2Mol</td>
<td>72.7</td>
<td>88.0</td>
<td>91.5</td>
<td>37.0</td>
<td>50.6</td>
<td>56.6</td>
<td>2.3</td>
<td>8.0</td>
<td>8.5</td>
</tr>
<tr>
<td>MS2Mol PA</td>
<td>64.0</td>
<td>83.2</td>
<td>86.9</td>
<td>27.6</td>
<td>42.8</td>
<td>47.8</td>
<td>1.8</td>
<td>4.4</td>
<td>4.5</td>
</tr>
<tr>
<td>Cosine</td>
<td>15.1</td>
<td>63.7</td>
<td>81.0</td>
<td>2.3</td>
<td>10.2</td>
<td>15.8</td>
<td>0.8</td>
<td>1.5</td>
<td>1.9</td>
</tr>
<tr>
<td>CSI:FingerID</td>
<td>55.5</td>
<td>77.2</td>
<td>81.7</td>
<td>29.7</td>
<td>41.4</td>
<td>47.2</td>
<td>10.5</td>
<td>26.1</td>
<td>31.7</td>
</tr>
<tr>
<td>MS2Mol</td>
<td>63.9</td>
<td>81.0</td>
<td>85.2</td>
<td>36.1</td>
<td>47.9</td>
<td>51.7</td>
<td>9.4</td>
<td>12.0</td>
<td>12.8</td>
</tr>
<tr>
<td>MS2Mol PA</td>
<td>62.5</td>
<td>79.4</td>
<td>82.8</td>
<td>29.1</td>
<td>43.3</td>
<td>48.9</td>
<td>7.2</td>
<td>10.0</td>
<td>10.4</td>
</tr>
<tr>
<td>Cosine</td>
<td>44.9</td>
<td>66.1</td>
<td>73.1</td>
<td>24.2</td>
<td>36.9</td>
<td>41.3</td>
<td>6.6</td>
<td>8.0</td>
<td>8.2</td>
</tr>
<tr>
<td>CSI:FingerID</td>
<td>57.9</td>
<td>71.3</td>
<td>74.9</td>
<td>35.5</td>
<td>48.1</td>
<td>52.7</td>
<td>13.4</td>
<td>28.9</td>
<td>32.3</td>
</tr>
<tr>
<td>MS2Mol</td>
<td>62.1</td>
<td>82.6</td>
<td>87.6</td>
<td>21.4</td>
<td>31.7</td>
<td>36.8</td>
<td>1.6</td>
<td>2.0</td>
<td>2.1</td>
</tr>
<tr>
<td>MS2Mol PA</td>
<td>51.9</td>
<td>75.4</td>
<td>80.1</td>
<td>15.2</td>
<td>26.0</td>
<td>29.6</td>
<td>0.9</td>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>Cosine</td>
<td>31.0</td>
<td>60.8</td>
<td>73.3</td>
<td>7.2</td>
<td>13.3</td>
<td>17.3</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>CSI:FingerID</td>
<td>42.9</td>
<td>68.8</td>
<td>75.1</td>
<td>11.0</td>
<td>18.8</td>
<td>21.2</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Table 1: Evaluation of MS2Mol and other methods on all test sets. MS2Mol PA denotes MS2Mol trained only on publicly available (i.e., not including internally-generated spectra), and all other models are as described in the text. The results are for the metrics “Meaningful Match” (MM), “Close Match” (CM) and “Exact Match” (EM) as described in the text. All metrics are assessed according to the best of a list of retrieved candidates for list lengths (1, 10, 25). On all test sets, MS2Mol and MS2Mol PA outperform for meaningful matches (MM), even when compared to molecules with known chemical structures. For close match structures, both variants of MS2Mol perform comparably to methods designed for known chemical space, and outperform substantially on dark chemical space. On known molecules CSI:FingerID outperforms on exact match prediction. On dark chemical space, the intended application domain of MS2Mol, MS2Mol outperforms all competitive methods for top-k accuracy for all metrics, even without in-domain training data.
databases. We demonstrate that MS2Mol outperforms current methods by a wide margin, indicating that de novo methods can be powerful additions to search methods. We note that while our results are promising, structure elucidation is far from solved.

There is significant room for improvement, particularly at predicting exact structures. We note that, when considering that dark chemical space in the natural world is orders of magnitude larger than known molecules or spectral reference libraries, even a modest rate of predicting dark space molecules with high confidence can have a very large impact on the total number of molecules that can be identified.

MS2Mol can be improved in many ways. The most promising avenue is to scale up data using both experimentally-generated spectra and synthetic data. Improvements to the accuracy and particularly the scalability of in silico spectrum prediction models may well enable future training on orders of magnitude more synthetic spectra \[42, 43\]. In this work we did not explore pretraining on chemical structures as other methods have, but that remains a promising possibility. The presence of large repositories of unannotated spectra like GNPS raises the possibility of making use of unlabeled spectra as well. Finally, mass errors in the generated molecules are an obvious prediction failure mode, and training or decoding approaches that incorporate mass knowledge more intelligently may improve upon the performance of the system described here.

Because mass spectrometry data is highly variable in its processing and chemical space is diverse, comparisons of methods in structure prediction are intrinsically uncertain. A method that performs comparatively well in one benchmarking setting may perform poorly in another, reversing rankings. Some methods may be more sensitive to noise in the precursor mass measurement, or favor settings with more or fewer peaks, or different regions of molecular space. Because of this variance, the performance of a method on real data is often difficult to identify prospectively, and continues to depend on use case, data processing choices, instrument precision, and other factors.

MS2Mol successfully identifies close analogs and exact matches of compounds that have never before been described or stored in major databases. By applying the confidence model, accurate annotations can often be identified. Considering that even conservative estimates suggest that most of chemical space is still unknown, MS2Mol is an important step toward further illuminating the small molecule chemistry of life.

4 Methods

4.1 Datasets

The makeup of the spectra from publicly available data sources is described in Section 2.1. We compile the CASMI dataset as outlined in Section G. To prepare the data for training and evaluation, we process spectra by sorting the peaks by intensity and retaining the top 256 peaks. We further drop spectra with fewere than five peaks. We normalize structures by removing stereochemistry, selecting the largest ion where the smiles included salts, and converting to a canonicalized tautomer for each structure using RDKit.
4.1.1 Experimental settings and MS/MS library acquisition for Analyticon library

Purified natural products were purchased from AnalytiCon Discovery (Potsdam, Germany). The compounds were pooled according to different mass ranges and transferred using a Hamilton Star liquid handling system to 384 low dead volume (LDV) plates. Samples were reconstituted in 50:50 Methanol/Water (v/v) and directly injected from the 384 well plates into the LC-MS/MS system. Method blank and quality control samples were inserted across all chromatographic runs.

The Waters ACQUITY UPLC system was run with a methanol/water gradient at 30 °C with a total run time of 7 minutes using a 1.7 µm, 2.1 x 50 mm Waters ACQUITY Premier BEH C18 reversed phase column. The timsTOF Pro 2 mass spectrometer (Bruker Daltonics, Bremen, Germany) was equipped with a VIP-HESI ion source (dry gas temperature 220 °C) and data was acquired from 20-1300 m/z in positive and negative ionization mode. Tandem mass spectra were recorded at three different CID voltages (20, 40, 60 eV).

The MS/MS spectra were processed by an in-house developed data processing pipeline. The software combines feature finding with AWS Athena and SQL queries across multiple data sets in parallel. MS/MS spectra were extracted across multiple adduct ion forms ([M+FA-H]⁻, [M+Cl]⁻, [M-H]⁻, [2M-H]⁻, [2M+FA-H]⁻, [M-H2O-H]⁻, [M+Br]⁻, [M+NH4]⁺, [2M+H]⁺, [M+H]⁺, [M+K]⁺, [M+Na]⁺, [2M+Na]⁺, [M-H2O+H]⁺) and individual microscans per MS/MS features were merged and an intensity threshold applied to remove noise peaks. MS/MS spectra were then exported as MSP, CSV and in JSON format with associated structures in SMILES and InChiKey, adduct information, ion mode and additional meta data such as precursor mass error.

For the purposes of computing metrics in this paper we restricted to [M-H]⁻, [M+H]⁺, [M+NH4]⁺, [M+Na]⁺, [M+Cl]⁻, [M+K]⁺, and [M-H2O+H]⁺ adducts, which are the standard adducts for the SIRIUS software. Spectra were gathered in both positive and negative ion mode, at collision energies 20, 40, and 60 eV.

A subset of 226 of these compounds were not found in the main structural libraries Pubchem and COCONUT (5). These compounds were used for the evaluation of dark chemical space.

4.2 CSI:FingerID

For all CSI:FingerID results, we used SIRIUS version 5.6.3 (Bright Giant, GmbH, Jena, Germany). Query data was prepared as an .mgf file. Each spectrum contained a separate entry for MS1 (containing isotope masses and intensities gathered internally through Enveda’s feature calling software) spectra and associated MS/MS spectra. In keeping with all other results, MS/MS spectra were limited to the most intense 256 fragments. Each molecule was represented by at most one spectrum from each available (collision energy, adduct) pair. Both positive and negative ion mode spectra were included. Spectra were evaluated separately, not merged across ion modes, collision energies, or adducts. No timeout was used.

SIRIUS was set to use DB formulas from the Bio Database only, with all possible default
ionizations. Instrument was Q-TOF with a MS2 mass accuracy of 10ppm. All other settings were default for batch compute. CSI:FingerID predictions were calculated with Fallback adducts including $[M-H]^-$, $[M+H]^+$, $[M+NH4]^+$, $[M+Na]^+$, $[M+Cl]^{-}$, $[M+K]^+$, and $[M-H2O+H]^+$ and search DBs was set to the Bio Database. Spectra for which CSI:FingerID returned no predicted structures were counted as not passing the requisite Tanimoto similarity threshold for the purposes of calculating accuracy.

### 4.3 MS2Mol training

We use the Hugging Face implementation of the facebook/bart-base model [25, 44]. The model is trained using the Adam optimizer [45] and teacher forcing [46]. We train the model for 20 epochs with a batch size of 512 and a constant learning rate of 5e-5.

In order to avoid biasing the model to predict the structures that are over-represented in our dataset (i.e. have many spectra associated with them), we weight each training example inversely proportional to the number of times each structure occurs in the training set.

While the precursor m/z provides important signal pertaining to the molecular formula and structure of the underlying compound, early experiments with prepending the precursor m/z to the input found that the model can become too reliant on it while ignoring information contained in the fragmentation spectra. We obtained our best results by randomly including the precursor m/z as part of the input 50% of the time and requiring the model to predict the structure without it otherwise. At inference time we always include the precursor m/z as part of the input.

To tune the hyperparameters of the model, we used random hyperparameter search [47] as implemented in the Ray Tune library [15]. Details of the search space and parameters chosen are in the Appendix.

See the Appendix for ablation studies on model design and dataset composition.

### 4.4 Reranker model training

The reranker model is a gradient boosted machine [40] that was trained as a “learning to rank” model with a normalized discounted cumulative gain (ndcg) loss [49] using the xgboost package [50]. To train the reranker model, we split the overall MS2Mol training dataset into two structure-disjoint subsets, call them A and B. Set B consisted of publicly available spectra corresponding to 11,602 structures and internally-generated spectra corresponding to 667 structures, for a total of 95,949 spectra. We first trained a version of MS2Mol on set A, and then used it to generate structure predictions on set B. Set B was then used to train the reranker model. Reranker hyperparameters were selected via 100 iterations of random search, using 5% of set B as a validation set, and the average Tanimoto similarity of the top-ranked prediction to the true structure as the validation metric. See the Appendix for further details about this training process.
4.5 Confidence model training

The confidence model is likewise a gradient boosted machine \cite{10} that was trained as a regression model to predict the Tanimoto similarity between the true structure and the MS2Mol prediction. The training set and hyperparameter search space were the same as those used to train the reranker model. See Section F in the Appendix for more details.

4.6 Inference

At inference time we use a beam search decoding strategy with 25 beams, beyond which performance no longer improves. The model outputs a sequence of tokens that represent the predicted molecular formula and then the predicted structure. The beam search gives us a ranked list of 25 possible structures, encoded as BPE tokens of molecular “subwords” \cite{29}. We decode these to deepSMILES \cite{51}, decode the deepSMILES to SMILES \cite{22}, and then use RDKit \cite{37} to check if the SMILES strings correspond to valid molecules. We then employ the reranker model to order the 25 candidate structures, throwing out any invalid SMILES predictions. The confidence model is then applied to the top-ranked prediction.

MS2Mol supports additional functionality that we do not evaluate in the main text. When the molecular formula is known at inference time, one can optionally require the beam search to output the correct molecular formula. Since each successive output token is conditioned on the previous outputs, this makes the structure prediction conditional on the given molecular formula and can improve predictive accuracy. Although we do not utilize this functionality in our main results, we do show the effect of formula-conditioned structure prediction in Section D of the Appendix.
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A Datasets and Code Availability

Code for training and deploying MS2Mol, a version of MS2Mol trained on open data, and the EnvedaDark and EnvedaKnown benchmarking datasets will be made publicly available via github repository at the time of publication. We hope the community will find these datasets and the model useful for benchmarking and research purposes.
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C Ablations

We explore the impact of different architecture and dataset designs on MS2Mol. To facilitate experiments, we use the un-reranked MS2Mol model trained on our full training dataset as the baseline, and all ablation models are similarly evaluated without the final reranking step. For each ablation, we evaluate model performance on three test sets and report the fraction of predicted structures whose Tanimoto similarity to the correct structure exceeds 0.4 and 0.675. See Table 2.
### Table 2: MS2Mol ablation evaluations on three test sets.

For each ablation and test set, two numbers are reported: the fraction of predictions with Tanimoto similarity to the true structure greater than 0.4 and 0.675.

<table>
<thead>
<tr>
<th>Ablation</th>
<th>EnvedaDark</th>
<th>EnvedaLight</th>
<th>CASMI</th>
</tr>
</thead>
<tbody>
<tr>
<td>MS2Mol</td>
<td>0.62 / 0.21</td>
<td>0.73 / 0.37</td>
<td>0.64 / 0.36</td>
</tr>
<tr>
<td>MS2Mol_un-reranked</td>
<td>0.64 / 0.19</td>
<td>0.70 / 0.35</td>
<td>0.62 / 0.32</td>
</tr>
<tr>
<td>no_precursor_masking</td>
<td>0.57 / 0.15</td>
<td>0.68 / 0.33</td>
<td>0.57 / 0.27</td>
</tr>
<tr>
<td>full_precursor_masking</td>
<td>0.58 / 0.20</td>
<td>0.69 / 0.35</td>
<td>0.59 / 0.30</td>
</tr>
<tr>
<td>unweighted_loss</td>
<td>0.62 / 0.17</td>
<td>0.70 / 0.34</td>
<td>0.61 / 0.31</td>
</tr>
<tr>
<td>single_m/z_token</td>
<td>0.62 / 0.21</td>
<td>0.71 / 0.35</td>
<td>0.61 / 0.31</td>
</tr>
<tr>
<td>no_formula_prepending</td>
<td>0.58 / 0.22</td>
<td>0.70 / 0.36</td>
<td>0.57 / 0.31</td>
</tr>
<tr>
<td>no_bpe</td>
<td>0.06 / 0.00</td>
<td>0.08 / 0.00</td>
<td>0.09 / 0.02</td>
</tr>
<tr>
<td>no_internal</td>
<td>0.53 / 0.15</td>
<td>0.65 / 0.26</td>
<td>0.63 / 0.30</td>
</tr>
<tr>
<td>no_lotus</td>
<td>0.62 / 0.17</td>
<td>0.69 / 0.35</td>
<td>0.61 / 0.31</td>
</tr>
<tr>
<td>no_lotus_no_internal</td>
<td>0.50 / 0.12</td>
<td>0.63 / 0.26</td>
<td>0.63 / 0.29</td>
</tr>
</tbody>
</table>

**ranked vs. un-reranked** The top two lines of Table 2 compare MS2Mol with and without the final reranking step. On five out of the six metrics, we see that the reranker provides improved predictions. As mentioned above, each subsequent ablation model is evaluated without reranking, and so should be compared to MS2Mol_un-reranked.

**no_precursor_masking** For this ablation, we set the masking probability of the precursor m/z tokens to 0, so that the model can always access these tokens during both training and inference. This can potentially lead to the model over-fitting to the precursor m/z or even memorizing which structure in the training set is associated with a given m/z. Such over-fitting is especially problematic when the test set contains novel compounds that have similar masses to compounds in the training set. Indeed, we see that this ablation performs uniformly worse than the baseline on our evaluation sets.

**full_precursor_masking** Here we set the masking probability of the precursor m/z tokens to 1 for both training and inference, so that the model never has access to these tokens, and must predict the structure entirely from the MS/MS spectrum peaks. One would expect this to negatively impact model performance, since the precursor m/z is a key attribute of the structure. On the other hand, the precursor m/z can show up as a peak in the MS/MS spectrum, and so is sometimes redundant. We observe that fully masking the precursor m/z negatively impacts model performance on all metrics except for the 0.675 Tanimoto similarity threshold for EnvedaDark and EnvedaLight. This suggests that the baseline model may still be somewhat over-fitting to the precursor m/z, which is especially impactful when trying to identify truly novel compounds that aren’t found in the training set. Note also that fully masking out the precursor m/z leads to uniformly better performance than never masking it during training.
**unweighted_loss**  The baseline MS2Mol model weights the training loss for each MS/MS spectrum in the training set according to the inverse frequency of its molecular structure in the training set, which is a common technique for addressing class imbalance in prediction tasks. For this ablation, we weight the training loss for each spectrum equally, thereby allowing highly-represented compounds in the training set to exert more influence on the model updates during training. We observe that this unweighted loss function leads to a model with slightly worse performance than the baseline, confirming that addressing class imbalance in the training set is beneficial.

**single m/z token** In this ablation, we represent each m/z (including the precursor m/z and the MS/MS peaks) with a single token corresponding to its value rounded to a single decimal place. By contrast, the baseline MS2Mol model represents each m/z value with two tokens, one for its integer part and one for its fractional part. The single-token representation leads to a larger vocabulary and potentially sparser coverage for each token in the training set: for example, there may be only a handful of MS/MS spectra containing a rounded m/z of 513.3, which may hinder the model’s ability to learn a robust embedding for this token. On the other hand, a single token representation does reduce the sequence length for the MS/MS spectra, which can improve computational speed. We didn’t observe meaningful computational performance differences between the two tokenization schemes. However, the single-token representation does lead to slightly better performance compared to the baseline for 2 out of the 6 reported metrics. The optimal way to represent MS/MS spectra in transformer models remains an interesting open problem.

**no_formula_prepending** For this ablation, we remove the molecular formula tokens from the label sequence during training. This means the training signal is derived only from the (tokenized) SMILES strings rather than from both the molecular formulas and SMILES strings. Removing the molecular formula label also precludes molecular-formula-conditional inference, as discussed in Section D. It’s not clear a priori whether including the molecular formula in the label at train time will benefit model performance beyond enabling conditional inference. On the one hand, predicting the molecular formula is an easier task than predicting the full molecular structure, and a common intermediate step when trying to elucidate the structure, so guiding the model to first predict the formula and then further predict the full SMILES string is somewhat natural. On the other hand, it’s also sensible to align the training process as closely as possible with the inference task, which in this case is simply structure prediction. We observe that removing the molecular formula tokens from the training labels improves model performance on 2 out of the 6 reported metrics. This suggests that either choice is viable, but as we elaborate in Section D our baseline MS2Mol design enables additional functionality that can be beneficial in certain scenarios.

**no_bpe** It has become standard practice in NLP and beyond to employ byte-pair encoding (BPE) and related tokenization schemes in conjunction with transformer models, as we do in our MS2Mol model. For this ablation, we remove the BPE step and represent the SMILES strings as simple single-atom token sequences. In particular, we split each SMILES string using a simple regular expression given in [52]. We do not convert the SMILES strings to
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deepSMILES in this case. We find that omitting BPE causes a drastic drop in performance. In many cases, no valid SMILES strings are generated, and in the other cases, they are usually not structurally similar to the true compound. We leave it to future work to investigate what drives this difference.

**no_internal** In this ablation, we remove the 33,634 internally-generated spectra from the training set. As expected, this significantly degrades model performance on EnvedaDark and EnvedaLight, both of which are composed of similarly internally-generated spectra. For CASMI, the close-match accuracy is higher when training on internal data. These results confirm the intuitive point that the model performs better for spectra that have experimentally-similar examples in the training set. Note that the 33,634 internal spectra we include are only a small fraction of the entire training set, but the model is still able to effectively learn how to generalize on these spectra while not compromising performance on unrelated test sets like CASMI.

**no_lotus** Similar to the no_internal ablation, here we remove the in-silico LOTUS spectra from the training set. Since these spectra are not experimental, we don’t expect them to be very spectrally similar to the test sets. Rather, the likely benefit of the LOTUS spectra is to increase the chemical representation in the training set and enable the model to learn to generate a larger diversity of compounds. We find that omitting LOTUS indeed degrades model performance slightly across the board.

**no_lotus_no_internal** This ablation simply excludes both the in-silico LOTUS spectra and the internal-generated experimental spectra from the training set. In other words, this model is trained only on publicly and commercially available experimental MS/MS spectra. We see that this model performs worse by a decent margin compared to the baseline on five out of six metrics. When comparing this model to the no_internal model, we see that it performs somewhat worse on all evaluation sets, particularly EnvedaDark. This shows the benefit of using in-silico spectra to augment the training set, especially when the test set is quite different from the experimental train set structurally and experimentally.

### D Molecular formula conditioning

In many cases, it is possible to accurately predict the molecular formula for a given MS/MS spectrum. MS2Mol can utilize this partial information by generating a SMILES string conditioned on both the MS/MS spectrum and the molecular formula. This functionality is possible due to our inclusion of the molecular formula tokens in the label sequence during training along with the autoregressive generation process of transformer models. Table 3 shows the results of conditioning MS2Mol predictions on the true molecular formula. Such conditional generation leads to significantly more accurate predictions across the board. We emphasize that in this experiment, we are using the true molecular formula. In practice, one must first predict the molecular formula, and conditioning on inaccurate formula predictions can degrade the structure predictions.
<table>
<thead>
<tr>
<th>True Formula Conditioning</th>
<th>EnvedaDark</th>
<th>EnvedaLight</th>
<th>CASMI</th>
</tr>
</thead>
<tbody>
<tr>
<td>no</td>
<td>0.64 / 0.19</td>
<td>0.70 / 0.35</td>
<td>0.62 / 0.32</td>
</tr>
<tr>
<td>yes</td>
<td>0.70 / 0.23</td>
<td>0.75 / 0.43</td>
<td>0.68 / 0.36</td>
</tr>
</tbody>
</table>

Table 3: Benefit of conditioning MS2Mol predictions on ground truth molecular formulas. For each test set, two numbers are reported: the fraction of predictions with Tanimoto similarity to the true structure greater than 0.4 and 0.675.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Selected value</th>
<th>Candidate range</th>
</tr>
</thead>
<tbody>
<tr>
<td>max_input_peaks</td>
<td>256</td>
<td>[64, 128, 256]</td>
</tr>
<tr>
<td>structure_bpe_vocab</td>
<td>256</td>
<td>[64, 128, 256]</td>
</tr>
<tr>
<td>learning_rate</td>
<td>$2.82 \times 10^{-4}$</td>
<td>$[10^{-5} - 10^{-3}]$</td>
</tr>
<tr>
<td>weight_decay</td>
<td>0.0</td>
<td>[0.0, 0.01, 0.1]</td>
</tr>
<tr>
<td>batch_size</td>
<td>1024</td>
<td>[512, 1024]</td>
</tr>
<tr>
<td>d_model</td>
<td>768</td>
<td>[384, 768]</td>
</tr>
<tr>
<td>encoder_layers</td>
<td>6</td>
<td>[3, 6]</td>
</tr>
<tr>
<td>decoder_layers</td>
<td>3</td>
<td>[3, 6]</td>
</tr>
<tr>
<td>encoder_ffn_dim</td>
<td>3072</td>
<td>[512, 1024, 3072]</td>
</tr>
<tr>
<td>decoder_ffn_dim</td>
<td>3072</td>
<td>[512, 1024, 3072]</td>
</tr>
<tr>
<td>encoder_attn_heads</td>
<td>12</td>
<td>[6, 12]</td>
</tr>
<tr>
<td>decoder_attn_heads</td>
<td>6</td>
<td>[6, 12]</td>
</tr>
<tr>
<td>dropout</td>
<td>0.2</td>
<td>[0.1, 0.15, 0.2]</td>
</tr>
</tbody>
</table>

Table 4: Hyperparameters and hyperparameter search space for the main model.

E Hyperparameters

The architecture of our model is taken from the NLP literature. However, the domain of MS/MS spectra and molecular structures is significantly different from that of natural language. As such, it is necessary to adapt the model hyperparameters to our task. While there are many potential hyperparameters to tune in the BART model, we considered the search space shown in Table 4 which also lists the selected parameters. The algorithm used for hyperparameter search is described in Section 4.

F Reranker and confidence models

The reranker and confidence models utilize a suite of features derived from the MS2Mol prediction and model outputs, the original input MS/MS spectrum, as well as structural property predictions calculated directly from the MS/MS spectrum as in [53].

The features based on MS2Mol model outputs are as follows:

- log probability of the generated sequence
• beam rank of the predicted structure
• length of predicted SMILES string
• molecular weight of predicted structure

The features based on the input MS/MS spectrum are as follows:
• difference and squared difference between the experimental precursor m/z and the mass of the predicted structure, and whether this difference matches a known adduct
• spectral entropy of the MS/MS spectrum \[54\]
• number of peaks in the MS/MS spectrum

In addition to the above features, we also make use of a separate model from \[53\] that accurately and directly predicts molecular properties (but not the full molecular structure) from the MS/MS spectrum. We emphasize that the property prediction model used here was trained solely on publicly and commercially available data, and never had access to internally-generated data. This property prediction model can often produce predictions quite close to the corresponding properties of the ground-truth molecule, and so it provides a valuable indication of the accuracy of the MS2Mol structure prediction. To utilize this fact, we include as features the difference and squared difference between the MS2Mol structure prediction value and the directly-predicted value, along with the raw MS2Mol structure prediction value, for the following properties:
• polar surface area
• quantitative estimate of drug likeness \[55\]
• synthetic accessibility score \[56\]
• BertzCT complexity \[57\]
• atomic logP \[58\]
• number of hydrogen bond acceptors
• fraction of sp3 hybridized carbons
• number of hetero atoms
• number of rotatable bonds
• number of aliphatic rings
• number of aromatic rings

To train the confidence and reranker models, we used the hyperparameters and search space defined in Table \[5\]. Hyperparameters for the confidence model were evaluated by the chosen eval_metric while the reranking model hyperparameters were evaluated by reranking on a small validation set and measuring the average Tanimoto similarity to ground-truth of the top-ranked predictions. The confidence model was trained with a mean squared error loss.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Confidence value</th>
<th>Reranker value</th>
<th>Candidate range</th>
</tr>
</thead>
<tbody>
<tr>
<td>learning_rate</td>
<td>.1</td>
<td>.01</td>
<td>[.01, .05, .1, .2]</td>
</tr>
<tr>
<td>colsample_bytree</td>
<td>.8</td>
<td>.4</td>
<td>[.1, .2, .4, .6, .8, 1.0]</td>
</tr>
<tr>
<td>max_depth</td>
<td>12</td>
<td>8</td>
<td>[2, 4, 8, 12, 16]</td>
</tr>
<tr>
<td>subsample</td>
<td>.95</td>
<td>.75</td>
<td>[.65, .75, .85, .95]</td>
</tr>
<tr>
<td>eval_metric</td>
<td>'rmse'</td>
<td>'mae'</td>
<td>['mae', 'rmse']</td>
</tr>
</tbody>
</table>

Table 5: Hyperparameters and hyperparameter search space for the confidence and reranker models.

while the reranker model was trained with a normalized discounted cumulative gain (ndcg) loss \[49\].

**G  CASMI dataset preparation**

The CASMI dataset we use in this work is extracted from CASMI 2022 trial\[1\]. The original dataset is given as a collection of mzML files containing MS/MS runs collected in both positive and negative ionization mode and under three collision energies. For each of 500 selected compounds, the retention time, precursor m/z, and mzML file are given. To extract the MS/MS spectrum for a given compound, we search in the specified mzML file for all MS/MS spectra whose precursor m/z is within 0.005 Da of the given value and whose retention time is within 0.1 minutes of the given value, and then select the matching spectrum with the highest total intensity. These spectra are then further processed in the same way as our other datasets.

We also extract the MS1 isotope envelopes for the 500 compounds as follows. For each compound, extract from the specified mzML file the MS1 spectrum corresponding to its MS/MS spectrum, then identify the monoisotopic peak by selecting the most intense peak within a window of 0.05 Da around the given precursor m/z, and finally search for up to three additional isotopic peaks at $1 \times \text{iso\_gap}$, $2 \times \text{iso\_gap}$, and $3 \times \text{iso\_gap}$ Da greater than the precursor m/z (within a tolerance of 0.05 Da), where $\text{iso\_gap}$ is $1.003354835$ divided by the charge of the precursor ion. These isotopic envelopes are given as input for the CSI:FingerID benchmark on CASMI.

**H  Annotation tool for molecular similarity annotations and sample annotations**

The annotation tool for molecular similarity is shown in Figure\[5\]. We also show a sample of 25 chemist annotations of similarity across diverse molecules and annotation values, including a couple of random predictions in Figure\[6\].

\[1\]https://fiehnlab.ucdavis.edu/casmi/casmi-2022-results

\[30\]https://doi.org/10.26434/chemrxiv-2023-vsmpx-v3
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Figure 5: The annotation tool, including annotation guidelines. Annotations were over a broad range of molecules, sampled from the large dataset of publicly available spectral libraries.
Figure 6: 30 example annotations with 10 randomly sampled from each possible annotation score. Within the columns, ground truth is on the left, the predicted structure is on the right, and the Tanimoto similarity is in between.
I  Tanimoto threshold derivations from Chemist annotations

To arrive at the definitions of “meaningful” match and “close match” from chemist annotations, we scored predictions of chemical structures as a match if

\[
\text{tanimoto\_sim}(\text{fp}_{\text{pred}}, \text{fp}_{\text{groundtruth}}) > t
\]  

(1)

where \(t\) is a real number between 0 and 1. Exact matches require agreement between the first 14 characters of the InChiKeys. Equation 1 can be used to predict the annotations of chemists shown above based on Tanimoto similarity.

To select the values of \(t\), we chose a threshold where the rate of positive predictions from the similarity threshold model of Equation 1 matches the rate of positive annotations from the chemists. This choice coincides with selecting a threshold where precision and recall are equal. This follows from using the values of precision and recall as estimated probabilities,

\[
\text{Prec} = Pr(C = P | \hat{C} = P)
\]  

(2)

\[
\text{Rec} = Pr(\hat{C} = P | C = P)
\]  

(3)

where \(C\) is the true class (positive or negative, e.g. a close match or not as annotated by chemists), \(P\) indicates positives, and \(\hat{C}\) indicates the estimate of the predictor. In this case the prediction is a positive if the similarity of the molecules exceeds the threshold \(t\). Therefore, \(C\) is a function of the threshold \(t\). The probabilistic definitions of precision and recall are then connected by Bayes’ theorem,

\[
Pr(C = P | \hat{C} = P) = \frac{Pr(\hat{C} = P | C = P)P(C = P)}{P(\hat{C} = P)}
\]  

(4)

It then follows immediately from Equation 4 that to match the rate of positive predictions from the model in Equation 1 to the rate of positive annotations from chemist annotations, the threshold \(t\) must be chosen such that precision and recall are equal.

We chose two values of the parameter \(t\) corresponding to two success criteria (Figure 7). The first criterion was whether the prediction was likely to be scored as a “3” (Close match). The second criterion was whether the prediction was likely to be scored as a “2” (meaningfully similar) or greater. We bootstrapped by annotator, and then by annotation to get estimates of error. For the “close match”, or “3” annotation criterion, we selected the precision-recall cross over point, rounded to 0.025. The result is the 0.675 threshold reported in the main text.

For “meaningful match”, or “2+” annotations, we took a more cautious approach. This is because for lower thresholds, errors are much more likely to be molecules that would be annotated as “1”, or actually misleading (see Figure 7). We therefore dropped all annotators who annotated any random examples as >1, and selected the upper confidence band of the 95% bootstrap confidence interval as the resulting threshold, and rounded to the nearest 0.1. This provides a conservative estimate of the rate of meaningful matches, while maximally
<table>
<thead>
<tr>
<th>criterion</th>
<th>threshold</th>
<th>precision</th>
<th>recall</th>
<th>“1” errors</th>
</tr>
</thead>
<tbody>
<tr>
<td>annotation=3</td>
<td>0.675</td>
<td>0.79</td>
<td>0.81</td>
<td>0.004</td>
</tr>
<tr>
<td>annotation&gt;1</td>
<td>0.4</td>
<td>0.92</td>
<td>0.71</td>
<td>0.08</td>
</tr>
</tbody>
</table>

Table 6: Metrics for the selected similarity thresholds for meaningful and close match. Precision, recall, and rate of “1” errors, which are the identification of predictions as successes that the annotators label as meaningless or misleading.

We finally note that the Tanimoto similarity thresholds for close and meaningful matches cannot be directly compared to similarity thresholds for analog search in databases of molecules, even with the same underlying fingerprint. This observation emerges from analyzing the similarities and annotation scores of random pairs of unrelated molecules that were inserted as controls in our annotation exercise. As described above, annotators were shown pairs of molecules and asked to rate their similarity as in Figure 5. Approximately 10% of those pairs were random control pairs. We separated the control pairs from the pairs where one of the pair was a prediction of the other based on MS/MS data. We then analyzed how the average annotator rating changed as a function of Tanimoto similarity for both groups. We found that for a given Tanimoto similarity, annotators scored the predictions meaningfully higher than they scored the control pairs (Figure 7). These results suggest that Tanimoto similarity does not capture all aspects of similarity that are meaningful to practicing chemists and are captured in the annotations. It also indicates that the similarity thresholds derived in the present article should not be expected to generalize perfectly to other contexts.
Figure 7: a) Visualization of the precision and recall of Tanimoto similarity based predictions of chemist annotations as a function of the Tanimoto threshold. The light colored lines correspond to the annotator and annotation level bootstrap analysis described in the text, while the heavy lines correspond to the the primary sample. The vertical lines correspond to the optimal threshold computations as well as the 95% confidence intervals. We select the rounded upper confidence level for the threshold. b) The rate at which annotations scored as “1”, or misleading/incorrect occur as a function of Tanimoto similarity threshold. For each threshold, this is the rate at which they are completely incorrect, and score predictions that are meaningless as meaningful matches or close matches. By the time the threshold of 0.675, for close match, is reached, this happens at only a very low rate. For meaningful match, choosing the upper confidence band for the threshold brings the error rate for meaningless annotations down to below 10%. c) How annotators rate predictions as a function of Tanimoto similarity, split by whether the prediction came from a prediction technology (non-random), or the prediction is simply an unrelated random structure (random), inserted into the annotation as a control. We see that for any given Tanimoto similarity in the range spanned by our data, that the annotators rate the real predictions substantially higher than the random controls. This indicates that the Tanimoto similarity scores of the real predictions to the ground truth molecular structures cannot be simply compared to the similarity scores between random pairs of molecules. The limited range of similarities on the x-axis is because there were not enough high similarity random predictions to extend the analysis to higher similarities.