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Abstract

We examine the simulation of x-ray absorption spectra at elemental K-edges using time-dependent
density functional theory, in both its conventional linear-response implementation and also its “real-
time” formulation. Real-time simulations enable broadband x-ray spectra calculations without the
need to invoke frozen occupied orbitals or “core/valence separation”, but we find that the spectra
are frequently contaminated by transitions to the continuum originating from lower-energy core
and semi-core orbitals. This problem becomes acute in triple-ζ basis sets although it is sometimes
bypassed serendipitously in lower-quality basis sets. Transitions to the continuum acquire surpris-
ingly large dipole oscillator strengths, leading to spectra that are difficult or impossible to interpret.
Meaningful spectra can be recovered by means of a filtering technique that decomposes the spec-
trum into contributions from individual occupied orbitals, and the same procedure can be used to
separate L- and K-edge spectra. Nevertheless, the conventional linear-response approach is signif-
icantly more efficient even when hundreds of individual states are needed to reproduce near-edge
absorption features, and even when Padé approximants are used to reduce the real-time simulations
to less than 2 fs of time propagation. The real-time approach may be useful for examining the
validity of core/valence separation, however.

1 Introduction

Quantum chemistry is currently witnessing a surge of
interest in x-ray spectroscopy,1–9 catalyzed by the emer-
gence of new technologies including coherent ultrahigh
harmonic generation10 that provide capabilities for ultra-
fast time resolution at x-ray wavelengths,11–13 even with
tabletop laser systems.14 This technology has enabled
x-ray absorption spectroscopy (XAS) and x-ray photo-
electron spectroscopy (XPS) studies of solution-phase
systems,15–18 as well as surface-sensitive ultrafast spec-
troscopy at extreme ultraviolet (XUV) wavelengths.19 In-
sofar as XAS is a widely-used tool to interrogate bonding
and oxidation state, these advances offer the possibility
to study element-specific charge dynamics with ultrafast
time resolution, and electronic structure theory will un-
doubtedly play a major role in interpreting the results.

Although there are several methods to obtain excited
states in density functional theory (DFT),20 the most
widely used is the linear-response (LR) formulation of
time-dependent DFT,20–25 which we call LR-TDDFT
here but which is so ubiquitous in modern quantum
chemistry that it is usually just called “TDDFT”. Its
computational cost and storage requirements scale as
O(no2v2) and O(nov),20 respectively, where o and v are
the number of occupied and virtual orbitals and n is the
number of excited states. That number is prohibitively
large for core-level excitations unless an active-space ap-
proximation is invoked,26 including only a few core or-
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bitals along with the full virtual space, such that core-to-
valence excitations appear as the lowest-energy states in
the spectrum. (In principle, interior eigensolvers could be
used for core-level excitations27–29 but that approach has
not been widely used.) In many-body theory, this active-
space approximation is known as “core/valence separa-
tion” (CVS),1,30–34 whereas in LR-TDDFT it has also
been called a “restricted excitation window”,5,35 and it
amounts to freezing most of the occupied orbitals. For K-
edge transitions (i.e., those originating from 1s orbitals
in the occupied space), this approximation introduces er-
rors of ±0.02 eV provided that high-quality basis sets
are used,36 although larger errors have been suggested in
complete active space self-consistent field calculations.29

It is less clear what the errors might be for L- or M-
edge excitations that originate from orbitals with higher
principle quantum number, which may not be energeti-
cally separated from other valence orbitals. Furthermore,
hundreds of states may be required to compute near-edge
x-ray adsorption fine structure (NEXAFS) spectra.

In the present work, we consider an alternative formu-
lation of TDDFT in which broadband spectra are sim-
ulated via solution of the time-dependent Kohn-Sham
(TDKS) equation,37–41 in what is sometimes called “real-
time” TDDFT.20,42,43 This is potentially attractive for
XAS because the requisite computational resources are
independent of the number of excited states. Instead, the
spectrum is obtained via Fourier transform of the dipole
autocorrelation function following sufficient time propa-
gation of complex-valued molecular orbitals (MOs). The
total memory requirement scales as O(o2), as in ground-
state DFT. The computational resources do depend on
the energy regime of interest, as a smaller integration

https://doi.org/10.26434/chemrxiv-2023-3vcmx-v2 ORCID: https://orcid.org/0000-0002-1663-2278 Content not peer-reviewed by ChemRxiv. License: CC BY 4.0

https://doi.org/10.26434/chemrxiv-2023-3vcmx-v2
https://orcid.org/0000-0002-1663-2278
https://creativecommons.org/licenses/by/4.0/


2

time step (∆t) is required to reach higher excitation ener-
gies because these correspond to higher-frequency Fourier
components of the signal. That said, for large systems
the finite-∆t error may be more easily controllable as
compared to errors engendered by truncation of the ex-
citation space in LR-TDDFT, because the former can
be reduced with smaller time steps and longer propaga-
tion times whereas enlarging the excitation space may
encounter hardware (storage) limitations.

The TDKS and LR-TDDFT approaches are
formally20–23,39 and operationally44,45 equivalent in
the limit of a weak perturbation to the ground state,
provided that the full basis of o× v excitation vectors is
employed in the LR-TDDFT approach. As such, TDKS
calculations reveal the true TDDFT spectrum in the
absence of any truncations. This might be important in
characterizing how the CVS approximation impacts L-
and M-edge spectra and for this reason we investigate
TDKS calculations of XAS in the present work, be-
ginning (for simplicity) with elemental K-edge spectra.
In so doing, we discovered that a recently reported
“intruder state” problem46 appears to be ubiquitous and
pervasive in high-quality basis sets. This issue renders
the TDKS approach unusable except in a modified form
that is described herein.

2 Theory

This section provides a self-contained description of the
TDKS method (Section 2 A), which is not yet widespread
for excited-state calculations in molecules. The more
common LR-TDDFT approach is introduced briefly in
Section 2 B.

2.A. TDKS approach. A rigorous description of
TDKS theory from first principles can be found in
Refs. 38–40, whereas the present discussion is focused on
practical considerations for computing absorption spec-
tra. The adiabatic approximation20,39 (i.e., locality in
time) is made throughout, so that the time dependence
of the exchange-correlation functional is carried strictly
by the time-evolving density, ρ(r, t). As such, ground-
state exchange-correlation functionals are used without
alteration.

2.A.1. Time propagation. The time-dependent density
ρ(r, t) is represented in terms of time-dependent MOs,

ρ(r, t) =

occ∑
k

|ψk(r, t)|2 . (1)

Following a perturbation to the ground-state density at
t = 0, the MOs ψk(r, t) propagate in time according to

the equation

i~
dψk
dt

= F̂ψk(r, t) , (2)

which is a one-electron analogue of the time-dependent
Schrödinger equation. Here, F̂ is the effective one-
electron Hamiltonian (Fock operator). The TDKS
equations are numerically integrated in time to obtain
{ψk(r, t)} from the ground-state MOs {ψk(r, 0)}, the lat-

ter of which are eigenfunctions of F̂ :

F̂ψk(r, 0) = εkψk(r, 0) . (3)

A perturbative solution of Eq. (2) affords the LR-
TDDFT equations.23

The TDKS equation [Eq. (2)] is equivalent to the
Liouville-von Neumann equation,

i~
∂P

∂t
= FP−PF† . (4)

Here, P(t) is the matrix representation of ρ(r, t) in
an orthonormal basis, such as the initial ground-state
MOs established by Eq. (3) or the time-evolved orbitals
{ψk(r, t)}. Integration of Eq. (4) affords

P(t+ ∆t) = U(t+ ∆t, t) P(t) U†(t+ ∆t, t) (5)

where U(t+ ∆t) is a unitary time evolution operator for
the time step t → t + ∆t. Because both P(t) and F(t)
in Eq. (4) are time-dependent quantities, the definition
of U(t + ∆t) involves time-ordering of F(t′) at points t′

along the integration (t ≤ t′ ≤ t+ ∆t), or else a Magnus
expansion of nested commutators.45 Various forms for
U(t + ∆t) have been discussed in the literature,45,47–52

including adaptive schemes52 and methods that iterate
to self-consistency over the course of a time step from t
to t+ ∆t.45

Because the energy scales for x-ray excitation are large,
the corresponding time step needs to be small. For that
reason, we use the modified-midpoint algorithm,48 which
is computationally simple (one Fock build per time step)
and stable when ∆t is small. The time step also deter-
mines the highest frequency-domain Fourier component
that can described by the finite time series of dipole mo-
ment data that provide the absorption spectrum (see Sec-
tion 2 A 2). Specifically, the Nyquist sampling theorem53

limits the signal to frequencies ω ≤ ωmax where

ωmax = π/∆t , (6)

although we have previously found that well-converged
spectra require somewhat smaller time steps,45 or in
other words the spectrum should be considered to be con-
verged only if E � ~ωmax.

2.A.2. Absorption spectra. The absorption cross sec-
tion S(ω) from a TDKS calculation is computed from the
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imaginary part of the trace of the frequency-dependent
polarizability tensor,

S(ω) =

(
4πω

3c

)
Im
[
αxx(ω) + αyy(ω) + αzz(ω)

]
(7)

where

αλκ(ω) =
∂µλ(ω)

∂Eκ(ω)
(8)

for λ, κ ∈ {x, y, z}. The quantity αλκ(ω) describes the
frequency-domain response of the dipole moment (in di-
rection λ) to an applied electric field Eκ(ω) in direction
κ.

In practice, the spectrum is obtained (up to an overall
constant) as S(ω) =

∑
λ |dλ(ω)|2, where

dλ(ω) ∝ ω2µλ(ω) (9)

is the dipole acceleration function.54,55 The requisite
frequency-dependent dipole moment function can be
calculated via discrete Fourier transform of the time-
dependent dipole moment,

µλ(ω) =

M∑
k=0

µλ(tk) e−iωtk . (10)

Here, M is the total number of time steps and tk = k∆t.
In a TDKS calculation, one computes the time depen-
dent density ρ(r, t) by solving either Eq. (2) or Eq. (4),
from which one can calculate µλ(t), leading ultimately
to an absorption spectrum. The frequency resolution of
that absorption spectrum improves as the total simula-
tion time (tmax = M∆t) is increased.

Integration time steps on the order of ∆t = 0.02–
0.20 a.u. are common,44,45,56–60 where the atomic unit
of time is ≈ 0.0242 fs. Values on the smaller end of that
range are necessary for XAS, due to the Fourier trans-
form limit on the maximum excitation energy, Eq. (6).
A total propagation time tmax = 10–30 fs is typically
required in order to obtain an adequately converged
spectrum,44,45,56–59 which equates to 10,000 or more time
steps. The cost of each step is roughly equivalent to that
of one self-consistent field (SCF) iteration of a ground-
state DFT calculation, when the modified-midpoint al-
gorithm is used.48

2.A.3. Padé-accelerated transforms. The requisite
propagation time can be reduced through the applica-
tion of a Padé-accelerated Fourier transform technique,
which reduces the simulation time required to obtain
a converged spectrum. This method is widely used
in magnetic resonance spectroscopy to treat noisy
spectra with low resolution,61,62 and Padé approximants
have also been used in real-time electronic structure
calculations.63–65

To use the Padé technique, the quantity µλ(ω) in
Eq. (10) is viewed as a polynomial expansion in z =
exp(−iω∆t):

µλ(ω) =

M∑
k=0

zkµλ(tk) (11)

This power series is then approximated using rational
functions whose numerator and denominator are both
power series expansions of a certain order. Taking the
polynomial order to be P = M/2, Eq. (11) is equivalent
to

M∑
k=0

ckz
k

P∑
m=0

bmz
m =

P∑
k=0

akz
k . (12)

We take b0 = 1 by convention, thus Eq. (12) consists of
2P equations for a total of 2P variables ({ai} and {bi}),
which are solved by separating the equations according
to orders in z. In matrix form, the solution for the coef-
ficient {bi} is

b = G−1d (13)

where dk = −cP+k and G is a P × P matrix with
Gkm = cP−m+k. The coefficients {ai} are obtained from
the {bi}:

ak =

k∑
m=0

bmck−m . (14)

Having a and b, the Fourier transform of µλ(ω) can be
constructed, and the result is that a shorter time se-
quence of input data is required to obtain a converged
Fourier transform. In contrast to the Padé-accelerated
transform technique that was introduced in Ref. 65,
which introduces a representation based on occupied–
virtual function pairs ψi(r, t)ψa(r, t), the version that
we have implemented transforms only the total dipole
moment in Eqs. (10) and (11).

To demonstrate the technique and to check conver-
gence with respect to total simulation time, we calculated
the absorption spectrum of the methionine molecule at
the oxygen K-edge (Fig. 1). Two different simulations
are shown, using either ∆t = 0.01 a.u. or ∆t = 0.02 a.u.,
both of which are well within the Nyquist limit for this
spectral range, which imposes a bound ∆t ≤ 0.16 a.u.
at Emax = 540 eV. Comparing a normal fast Fourier
transform (FFT) of the time series µλ(tk) with a Padé-
accelerated transform, we find that the Padé technique
produces a much better-converged spectrum in only half
the simulation time, tmax = 600 a.u. (≈ 14.5 fs). Near-
edge features are converged with as little as one-quarter
of that time. For simulations with tmax ≤ 300 a.u., clear
artifacts are evident at higher energies, which diminish
but do not disappear as the time step is reduced. These
features provide a diagnostic to indicate that additional
simulation time is required in order to converge the spec-
trum in a given energy range. Similar data for an ion-pair
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Fig. 1: Absorption spectrum of methionine at the oxygen
K-edge [B3LYP/6-31+G(d) level], using (a) ∆t = 0.01 a.u.
versus (b) ∆t = 0.02 a.u., for various propagation times
tmax. Simulation were initiated with a δ-function perturba-
tion, (Ēx = Ēy = Ēz = 10−4 a.u.). In the Padé-accelerated
case, the spectra computed using tmax = 1200 a.u. are in-
distinguishable from the ones using tmax = 600 a.u. that are
shown.

dimer that will be considered below are shown in Fig. S1,
demonstrating the appearance of artifacts in nitrogen K-
edge spectra for tmax = 200 a.u., which are not present for
tmax = 600 a.u.. For this reason, the TDKS simulations
presented below use at least 600 a.u. of simulation time,
in order to clearly elucidate all spectral features of this
method. In Section 4 C 1, we will consider whether mean-
ingful near-edge features can be extracted from shorter
simulations.

2.A.4. Dipole moment filtering. It will be useful to de-
compose broadband TDKS spectra according to con-
tributions arising from individual occupied orbitals, or
small groups thereof, such as the two O(1s) orbitals in
the methionine molecule of Fig. 1. To do so, we em-
ploy the dipole filtering technique that was introduced in
Ref. 46, which we briefly recapitulate here.

We first recognize that

µλ(t) = tr
[
P(t) Dλ(t)

]
(15)

in any orthonormal basis, where Dλ is the matrix repre-
sentation of the dipole moment operator µ̂λ. (In practice
we will use the time-evolving MO basis.) We can separate

µλ(t) =

occ∑
k

µλ,k(t) (16)

into a sum of contributions from each occupied MO, by
filtering out all contributions to Dλ(t) except for those
arising from ψk(r, t). In practice this means defining

µλ,k(t) = tr
[
P(t) Dλ,k(t)

]
, (17)

where the matrix Dλ,k(t) consists of the kth row and
column of Dλ(t) only, with zeros elsewhere.

The time-series data µλ,k(t) admit a Fourier represen-
tation analogous to Eq. (10), to which one may apply
Padé approximants in the same way. The correspond-
ing Fourier transform, µλ,k(ω), affords a spectrum that
can be associated with occupied MO ψk. According to
Eq. (16) and the linearity of the Fourier transform, the
sum of these orbital-indexed spectra must afford the par-
ent TDKS spectrum, but various partitions of the sum
in Eq. (16) might be considered. In the present work,
we will always sum together all MOs corresponding to
a given elemental edge, meaning for example the two
O(1s) orbitals or the four C(1s) orbitals in the methionine
molecule will be considered as a group and not decom-
posed any further.

One important implementation note bears pointing
out. Density matrices P(t) at each time step are not
retained, as these would represent an intractable amount
of storage for most calculations. As a result, while there
is virtually no overhead for computing arbitrary parti-
tions of the sum in Eq. (16), the decision of which par-
titions to examine must be made at the outset. New
partitions cannot be examined in post-processing. How-
ever, it would be possible to store dipole moment data
µλ,k(t) for each individual MO ψk, in which case arbi-
trary partitions could be assembled after-the-fact.

2.B. Linear response theory. For completeness and
to fix notation, we briefly recapitulate the LR-TDDFT
formalism.20 This arises from considering the first-order
response of Eq. (4) to a weak perturbation,23 therefore
LR-TDDFT may be regarded as the weak-field limit of
TDDFT. Identical spectra are obtained with the TDKS
approach when the perturbing field is small and the time-
dependent simulation is propagated for a sufficiently long
time.44,45

The LR-TDDFT equation for excitation energies (ω)
is (

A B
B† A†

)(
x
y

)
= ω

(
−1 0
0 1

)(
x
y

)
, (18)
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where the matrices A and B are Hessians with respect
to orbital rotations,20 given by

Aia,jb = (εa − εi)δijδab +
∂Fia
∂Pjb

(19a)

Bia,jb =
∂Fia
∂Pbj

. (19b)

Indices i and j refer to occupied MOs whereas a and b
indicate virtual MOs. All calculations reported here in-
voke the Tamm-Dancoff approximation,20 which simpli-
fies Eq. (18) by neglecting the de-excitation amplitudes
y. (These are typically ∼ 100× smaller than the largest
x amplitudes.) The matrix B is absent from the resulting
eigenvalue problem, which is

Ax = ωx . (20)

This approximation has little effect on XAS spectra (see
Fig. S2a) and is used for all other LR-TDDFT calcula-
tions reported herein.

The LR-TDDFT formalism has been adapted for the
calculation of core excitation spectra using frozen occu-
pied orbitals,5,26,66–68 equivalent to what is sometimes
called the CVS approximation.1,30,31,34 This corresponds
to neglecting amplitudes xia in Eq. (20) unless i is a core
orbital of interest, e.g., O(1s) or C(1s). Each elemen-
tal K-edge is computed separately, using the full virtual
space (all ψa) but including only the occupied orbitals ψi
for that particular elemental edge. An example for the
oxygen K-edge of methionine (Fig. S2b) demonstrates
that this involves negligible approximation, consistent
with the general validity of the CVS approximation for
K-edge excitations.36

3 Computational Methods

All calculations presented here were obtained using a
locally-modified version of Q-Chem v. 6.0,8 in which we
have implemented dipole filtering based on a previous
implementation of the TDKS method.55 We will analyze
the veracity of TDKS spectra in Section 4, but first we
present computational details (Section 3 A) and basis-set
testing (Section 3 B).

3.A. Functionals and numerical parameters. We
set ∆t = 0.02 a.u. for all calculations at the oxygen, ni-
trogen, and carbon K-edges, which should be adequate
even by very conservative convergence estimates that are
stricter than the Nyquist frequency.45 Tests using time
steps as small as ∆t = 0.001 a.u. demonstrate that oxy-
gen K-edge spectra are converged (Fig. S3). The method
of Padé approximants is used to post-process all of the
dipole moment data from TDKS simulations. Exponen-
tial damping is applied to the time series µλ(t), with
a damping constant corresponding to spectral broaden-
ing of 0.7 eV. As discussed in Section 2 A 3, most of

the TDKS spectra reported below are based on tmax =
600 a.u. (≈ 14 fs) of propagation time. Whether shorter
propagation times can be used in practical calculations
is considered in Section 4 C 1.

Starting from a ground-state SCF calculation, con-
verged to a threshold of 10−8 Ha, the density is per-
turbed using a δ-function pulse in which the external
field is only nonzero during the first two time steps. To
normalize the initial perturbation across different choices
of ∆t, we follow Ref. 55 and report the integrated electric
field strength Ē, whose components are

Ēκ = Eκ∆t (21)

for κ ∈ {x, y, z}. Here, Eκ is the actual field amplitude
in the sense of Eq. (8) but that quantity is not needed
to compute the absorption spectrum S(ω). The perturb-
ing field consists of equal components in each Cartesian
direction (Ēx = Ēy = Ēz), which ensures that the per-
turbation creates a superposition of all excited states re-
gardless of electronic symmetry. We set Ēκ = 10−4 a.u.
for all calculations reported here. Integral screening and
shell-pair drop tolerances are set to 10−12 a.u..

Some basis-set testing is presented in Section 3 B.
These tests, and many of the spectra presented in
Section 4, are computed using “short-range corrected”
(SRC) density functionals known as SRC1 or SRC2.69,70

These are range-separated hybrid functionals based on
the short-range exchange functional µBLYP,71,72 param-
eterized specifically for LR-TDDFT calculations at ele-
mental K-edges.69,70 These functionals use a large frac-
tion of exact exchange that is attenuated on a length
scale of < 1 Å,69 which presumably corrects for differ-
ential self-interaction error between the core and valence
virtual orbitals. Actually there are two versions of both
functionals, SRCn-r1 and SRCn-r2,4 where the former
are parameterized for “first-row” elements (C, N, O, etc.)
and contains 50% (SRC1) or 55% (SRC2) short-range
Hartree-Fock exchange, whereas the “second-row” ver-
sions (SRCn-r2) contain 87% (SRC1) and 91% (SRC2)
short-range Hartree-Fock exchange. The SG-1 numeri-
cal quadrature grid73 is used to integrate the exchange-
correlation functional.

Although the SRC functionals prove to be very accu-
rate for LR-TDDFT calculations (and thus for TDKS
calculations), this appears to benefit from significant
error cancellation as these functionals perform exceed-
ingly poorly in ∆SCF calculations.74,75 As such, we have
begun to shift our emphasis back to functionals such
as B3LYP that perform well the ∆SCF approach.74,75

LR-TDDFT calculations with B3LYP are often signifi-
cantly shifted with respect to experiment (by > 10 eV
in some cases),69,70,76–79 yet relative peak positions and
chemical shifts exhibit accuracy on par with many-body
methods.80 This observation is consistent with ∆SCF
results.75 Relativistic corrections are not included in this
work, as these are estimated to be ≈ 0.5 eV for oxygen
and even smaller for lighter elements.81–83
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Fig. 2: Absorption spectra of acetone molecule at (a) the carbon K-edge and (b) the oxygen K-edge, computed at the SRC1-r1/
6-311(2+,2+)G(d,p) level and compared to experimental spectra that are reproduced from Ref. 84. LR-TDDFT excitation
energies are computed using a CVS active space consisting of the three C(1s) MOs, or the O(1s) MO, along with all of the virtual
MOs; each transition is broadened using a Lorentzian function with a 0.7 eV width. The TDKS calculation (Ēκ = 10−4 a.u.,
∆t = 0.02 a.u., tmax = 600 a.u.) was converged using Padé approximants, then scaled to match the LR-TDDFT intensity
for the first absorption peak. Relativistic effects (not included here) would shift the calculated spectra to higher energy by
≈ 0.1 eV.81–83 State assignments for low-lying transitions are taken from Ref. 84.

3.B. Tests of basis sets and active spaces. Several
previous studies have explored modified Gaussian basis
sets for use in XAS calculations.85–89 In some cases, stan-
dard Gaussian basis sets have been “uncontracted”,85–87

meaning that each Gaussian primitive is used as an in-
dependent basis function, thus improving the variational
flexibility of the core functions. A separate strategy87–89

is to use basis sets that include core–valence polarization
functions, such as cc-pCVXZ.90 It has been suggested
that these basis sets work well for core-level spectroscopy
precisely because the additional polarization functions
are uncontracted.88

In contrast to the behavior observed using correlated
wave functions,86,89 our testing with LR-TDDFT re-
veals that uncontracting the basis sets modifies the near-
edge excitation energies by < 0.1 eV and modifies spec-
tra hardly at all, even at much higher excitation en-
ergies (Fig. S4). These tests include the basis sets
6-31+G(d), 6-311(2+,2+)G(d,p), (aug-)cc-pVTZ, aug-
cc-pCVTZ, and def2-TZVPD. A previous LR-TDDFT
study also concluded that basis set effects are rather
small for XAS calculations,87 although these effects are
somewhat more pronounced for x-ray emission,87 because
the reference state for LR-TDDFT involves core ioniza-
tion in that case.91 (Emission spectra are not considered
in the present work.) A summary of basis set effects is
presented in Table S1, demonstrating that the SRC func-
tionals predict oxygen and carbon K-edge excitation en-
ergies within 0.1–0.2 eV of experiment for small organic
molecules. Those deviations are of the same magnitude
(or smaller) than relativistic corrections for second-row
elements.81–83 All LR-TDDFT calculations reported be-
low were performed using the CVS approximation. Exci-
tation energies were broadened using a Lorentzian func-

tion with a width of 0.7 eV, in order to be directly com-
parable to spectra obtained from TDKS simulations.

4 Results and Discussion

Our major results consist in comparing x-ray spectra
obtained using TDKS simulations to those obtained us-
ing LR-TDDFT, with the latter calculations performed
within the CVS approximation. Some basic comparisons
can be found in Section 4 A, following which we describe
the use of dipole filtering to identify and remove contin-
uum artifacts in the TDKS spectra (Section 4 B). Finally,
some chemically relevant examples are considered in Sec-
tion 4 C.

4.A. Comparison of TDKS to LR-TDDFT.
Good agreement between LR-TDDFT and TDKS spec-
tra has been demonstrated previously for valence exci-
tation spectra,44,45 however the situation is more com-
plicated for core-level spectra. We begin by compar-
ing these two implementations of TDDFT for XAS of
simple organic molecules, such as acetone at the carbon
or oxygen K-edge as depicted in Fig. 2. LR-TDDFT/
CVS spectra are shown, based on either 25 or 100 ex-
cited states, although the smaller number is sufficient
to reproduce the near-edge features. (Throughout this
work, we apply 0.7 eV Lorentzian broadening to the LR-
TDDFT excitation energies, to obtain a spectrum that
can be easily compared to the TDKS result.) Agreement
between LR-TDDFT and TDKS is quantitative provided
that enough states are included in the LR-TDDFT cal-
culation. The agreement with experiment84 is also quite
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Fig. 3: TDDFT (SRC1-r1/def2-TZVPD) spectra of methio-
nine at the oxygen K-edge. Real-time simulations were prop-
agated for tmax = 300 a.u. using ∆t = 0.02 a.u., following a
δ-function impulse with Ēx = Ēy = Ēz = 10−4 a.u.. Padé ap-
proximants were used to accelerate convergence of the Fourier
transform. The LR-TDDFT calculation used an active space
consisting of both O(1s) occupied MOs along with all of the
virtual MOs, with Lorentzian broadening (0.7 eV), and the
baseline is offset for clarity. Features below 531 eV in the
TDKS spectrum correspond to N(1s) → continuum transi-
tions.

good for the near-edge features, because we use the pa-
rameterized SRC1-r1 functional along with a basis set of
reasonable quality. At higher excitation energies, res-
onances are too shorted-lived to be observed and the
experimental spectrum becomes featureless. Structure
persists in the TDDFT spectra because all states have
infinite lifetimes due to the use of a compact basis set.
In reality, then, the only meaningful part of the spectra
in Fig. 2 is encompassed by about 25 discrete transitions.

For the acetone molecule it is possible to compare the
TDKS spectrum directly to LR-TDDFT results without
post-processing, but this becomes more difficult for larger
molecules, especially in high-quality basis sets. This is
demonstrated in Fig. 3 for the methionine molecule at
the SRC1-r1/def2-TZVP level. In this case, the TDKS
spectrum predicts an intense peak at 532 eV, in quantita-
tive agreement with the O(1s)→ LUMO transition from
a LR-TDDFT/CVS calculation, but several low-intensity
“pre-edge” features appear below this. These features
are missing from the LR-TDDFT spectrum, indicating
that they do not originate from O(1s) orbitals. Instead,
they correspond to excitations from N(1s) orbitals into
the highest-energy virtual MOs. (The latter are or-
thogonalized discretized continuum states rather than
valence virtual orbitals.92) The nature of these quasi-
unbound excitations becomes clear if one computes all
o×v states afforded by the LR-TDDFT eigenvalue prob-
lem in Eq. (20), which is feasible for very small molecules
in small basis sets. Examining this complete set of tran-
sitions, one finds a semi-continuous sequence of states
that connects each of the x-ray K-edges (carbon, nitro-

gen, oxygen, . . .), as shown in Fig. S5. These are core →
continuum excitations, which are called are called “in-
truder states” in Ref. 65. They ought to have exceeding
small lifetimes but are bound in the TDKS calculation by
the finite basis set. In the small basis sets where one can
afford to compute all o × v states (as in Fig. S5), these
transitions to the continuum mostly have very small oscil-
lator strengths, but results below demonstrate that they
can acquire significant intensity in higher-quality basis
sets.

The spurious pre-edge features in Fig. 3 are perhaps
easy to identify as such, and therefore to discount, but
this may not be true in more complex systems. For ex-
ample, metal–ligand hybridization in organometallic sys-
tems can provide an intensity borrowing mechanism lead-
ing to the appearance of weakly-allowed 1s→ 3d pre-edge
transitions.93 Even for main features in the methionine
spectrum in Fig. 3, agreement between LR-TDDFT and
TDKS is less quantitative than what we observed previ-
ously for acetone. This is a direct reflection of the ap-
pearance of N(1s)→ continuum transitions in the TDKS
spectrum that are excluded from the LR-TDDFT spec-
trum by virtue of the active space that is used to model
the oxygen K-edge.

The appearance of spurious transitions to the contin-
uum can be avoided in TDKS simulations via ad hoc
replacement of positive SCF eigenvalues (representing
unbound states) with complex-valued eigenvalues in the
MO representation of P(t).58,59 This transformation has
the effect of giving those states a finite lifetime that can
be made arbitrarily short by selecting the imaginary part
of the eigenvalue. An alternative approach would be
to introduce a complex absorbing potential.55 However,
both methods have some arbitrary parameters that must
be adjusted, potentially on a case-by-case basis, and we
have not pursued either method in this work. Instead, we
turn to dipole filtering as a diagnostic to understand the
origins of various features in a given TDKS spectrum.

4.B. Continuum artifacts. Figure 4 presents TDKS
spectra for methionine, using the SRC1-r1 functional in
four different basis sets, in the region from 500–550 eV.
LR-TDDFT/CVS calculations suggest that the O(1s)→
LUMO transition should be found at ≈ 532 eV for this
functional and these basis sets, but the TDKS spectra
have pronounced features at lower excitation energies.
The oxygen K-edge spectrum can be extracted from the
TDKS results by filtering on the O(1s) orbitals. In a
small basis set such as 6-31+G(d), this has virtually no
effect on the spectrum within the indicated energy range
(Fig. 4a), and the first peak that is observed is in fact
the O(1s) → LUMO transition, at 531.9 eV. As such,
the issue of pre-edge artifacts in TDKS spectra may go
unnoticed if low-quality basis sets are used. With the
benefit of hindsight, one can just barely make out two
very small pre-edge features at 520.6 and 527.4 eV in
the SRC1-r1/6-31+G(d) spectrum, although these might
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Fig. 4: TDKS absorption spectra for methionine computed using the SRC1-r1 functional in various basis sets. All simulations
used Padé approximants with tmax = 600 a.u. and ∆t = 0.02 a.u., following a δ-function impulse with Ēx = Ēy = Ēz =
10−4 a.u.. Spectra labeled as “full” are based on the complete dipole moment function whereas those labeled “O(1s)” exclude
all contributions to Dλ(t) except for those originating with the two O(1s) orbitals. The O(1s) spectrum in (a) has been shifted
to better reveal the baseline in both spectra, and the arrows highlight two very small pre-edge features.

easily have been written off as noise in the absence of
results in larger basis sets.

In triple-ζ basis sets the artifacts can no longer be ig-
nored. For example, in the full TDKS spectrum com-
puted at the SRC1-r1/6-311++G(d,p) level (Fig. 4b), it
is difficult to tell (in the absence of LR-TDDFT calcu-
lations) whether the oxygen K-edge lies at 528 eV or at
532 eV. The peak at 528 eV disappears in the filtered
O(1s) spectrum, however, suggesting that this feature is
an artifact of N(1s) → continuum transitions. That as-
signment is confirmed by filtering on the N(1s) orbital,
whereas the feature at 511 eV arises from S(2p) orbitals
as seen in Fig. 5a.

Spectra in Fig. 5 are decomposed into elemental con-
tributions, for calculations using two different basis sets.
In each case, the “full” TDKS spectrum is recovered as
a sum of contributions from O(1s), N(1s), and S(2p) or-
bitals, although a very small contribution from S(2s) or-
bitals is omitted from Fig. 5a, for clarity. Note that rel-
ativistic corrections, which are omitted in this work, are
much larger for third-row atoms, e.g., 5.9 eV for sulfur81

versus 0.5 eV for oxygen.82,83 If included, these effects
would therefore shift the S(2p) feature in Fig. 5a by
5.4 eV but this would not fundamentally alter the pic-
ture described here, where transitions to the continuum
contaminate spectra at the desired elemental edges, in
an erratic manner that is highly sensitive to the choice
of basis set.

Juxtaposition of spectra from two different basis sets in
Fig. 5 makes it clear that basis-set effects on the O(1s)→

LUMO feature at 532 eV are rather small, consistent with
the testing reported in Section 3 B. In contrast, the N(1s)
→ continuum transitions are extremely sensitive to the
choice of basis, which is a general characteristic of contin-
uum states in Gaussian basis sets.92 At the SRC1-r1/6-
311++G(d,p) level there is a continuum feature just be-
low the oxygen K-edge that is significantly more intense
than the O(1s)→ LUMO transition, and the two features
might easily be confused, whereas at the SRC1-r1/def2-
TZVPD level the N(1s) → continuum transitions man-
ifest as a small pre-edge feature. In view of these and
other artifacts, and in the absence of filtering, there is no
way to be confident in the assignment of the K-edge tran-
sition, given the large peak shifts that often characterize
XAS calculations using TDDFT.69,70,76–79

4.C. Chemically relevant examples. Having seen
that dipole filtering is essential to remove continuum ar-
tifacts in broadband TDKS spectra, we next discuss some
chemically-motivated examples where unfiltered spectra
(in realistic basis sets) obscure key information.

4.C.1. Ionic liquid ion pair. Our first example is an
ion-pair dimer, 1-butyl-3-methylimidazolium (C4C1Im+)
and thiocyanate (SCN−), representing a typical di-
alkylimidazolium ionic liquid.94 This and other room-
temperature ionic liquids have been using NEXAFS spec-
troscopy at the nitrogen and sulfur K-edges.95 In ac-

https://doi.org/10.26434/chemrxiv-2023-3vcmx-v2 ORCID: https://orcid.org/0000-0002-1663-2278 Content not peer-reviewed by ChemRxiv. License: CC BY 4.0

https://doi.org/10.26434/chemrxiv-2023-3vcmx-v2
https://orcid.org/0000-0002-1663-2278
https://creativecommons.org/licenses/by/4.0/


9

 510  520  530  540  550  560  570

in
te

ns
ity

 (a
rb

. u
ni

ts
) 

(a)

(b)

 510  520  530  540  550  560  570

in
te

ns
ity

 (a
rb

. u
ni

ts
) 

excitation energy (eV) 

full

O(1s)

N(1s)

full
O(1s)
N(1s)
S(2p)

6-311++G(d,p)

def2-TZVPD

Fig. 5: TDKS absorption spectra for methionine computed
using the SRC-r1 functional with (a) the 6-311++G(d,p) and
(b) the def2-TZVPD basis set. Simulations are based on
tmax = 300 a.u. with other parameters as described in Fig. 4.
The complete TDKS spectrum (“full”) is compared to filtered
spectra involving only the O(1s), N(1s), or S(2p) orbitals, as
indicated. The spectra have been shifted vertically for clarity
but they share a common intensity scale such that the sum
of the filtered spectra equals the full spectrum. which follows
from Eq. (16).

companying calculations it was found that excited states
could be delocalized across the ion pair in some cases,95

such that the computational modeling should not be lim-
ited to the individual cations and anions.

Spectra shown in Fig. 6 for one particular struc-
ture of [C4C1Im][SCN] were computed at the SRC1-r1/
6-311(2+,2+)G(d,p) level of theory, mirroring LR-
TDDFT/CVS calculations reported previously.95 Absent
the filtering step, the TDKS spectrum is simply uninter-
pretable as there is significant contamination from C(1s)
→ continuum excitations. Interloper states contribute
spurious (albeit high-intensity) pre-edge features but also
overlap with the nitrogen K-edge itself. Upon filtering,
a good match is obtained to LR-TDDFT/CVS results,
with the nitrogen K-edge appearing at 387.5 eV with a
second peak at 389.4 eV. Experimentally, these two fea-
tures appear at 399.5 eV and 401.9 eV (although they
are quite broad),95 so the spectra in Fig. 6 must be
shifted by about 12 eV to match. However, the chem-
ical shift between the two peaks is predicted more accu-
rately: 1.9 eV (theory) versus 2.4 eV (experiment). Note
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Fig. 6: Absorption spectra near the nitrogen K-edge for the
ionic liquid dimer [C4C1Im][SCN], computed at the SRC1-r1/
6-311(2+,2+)G(d,p) level using the simulation parameters
described in Fig. 4. Experimental peak maxima are from
Ref. 95.

that the [C4C1Im][SCN] dimer exhibits conformation-
dependent spectral shifts up to ∼ 1 eV,95 and we have
not attempted any conformational search here.

The filtered TDKS spectrum is a good match to the
LR-TDDFT/CVS result but it is important to consider
the cost of either calculation. To do this, we first in-
terrogate the simulation length (tmax) that is required
to obtain the experimental feature. The TDKS spec-
trum shown in Fig 6 is a well-converged result based on
tmax = 600 a.u. (≈ 14.5 fs) of simulation time, and in
Fig 7 we recompute this spectrum based on successively
shorter simulations, down to tmax = 75 a.u. (≈ 1.8 fs).
Artifacts can certainly be observed in spectra obtained
from shorter-time simulations, including negative inten-
sities at some excitation energies, and the unfiltered spec-
tra obtained at different values of tmax differ significantly
from one another. Upon dipole filtering, however, the
two peaks that characterize the nitrogen near-edge can
be observed even for the shortest simulation. In fact,
these peaks shift only by ∼ 0.1 eV from tmax = 75 a.u. to
tmax = 600 a.u.. Monitoring the filtered spectrum thus
provides an incisive convergence metric whereas the the
unfiltered spectrum does not.

If the simulation time is reduced by another factor of
two (tmax = 37.5 a.u.) then the peaks that constitute
the near-edge merge together as shown in Fig. S6; there-
fore, we take tmax = 75 a.u. to be the minimum sim-
ulation length required for this particular application.
At the SRC1-r1/6-311(2+,2+)G(d,p) level, this calcula-
tion involves 479 basis functions and the TDKS simula-
tion requires 2.5 h (wall time) on a single compute node
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Fig. 7: TDKS absorption spectra near the nitrogen K-edge for [C4C1Im][SCN] (shown), computed at the SRC1-r1/
6-311(2+,2+)G(d,p) level, for simulations using (a) tmax = 75 a.u., (b) tmax = 150 a.u., (c) tmax = 300 a.u., and (d)
tmax = 600 a.u.. (Further reduction in simulation time merges the two near-edge features.) Other simulation parameters
are the same as those described in Fig. 4 and the spectrum for tmax = 600 a.u. is the same as that shown in Fig. 6.

using 40 processor cores, or 100.6 h of aggregate com-
puting time. (We have argued that aggregate comput-
ing time should be the measure of cost that is reported
in high-performance computing.96–98) By contrast, LR-
TDDFT/CVS calculations with 100 and 300 roots re-
quire only 14 and 35 min, respectively, on just 20 cores of
the same hardware. For the calculation with 300 states,
this is 11.7 h of aggregate computing time, or 12% of the
TDKS cost. Note that frozen virtual orbital approxima-
tions (not used here) can further accelerate LR-TDDFT
calculations,67,68 whereas no such approximation is avail-
able for TDKS simulations.

4.C.2. TiO2. We next consider the isolated TiO2

molecule as a very simple example of a transition metal
oxide. This is an interesting case because the metal
L-edge overlaps with the oxygen K-edge in these non-
relativistic calculations. In general, L-edge spectra re-
quire the treatment of spin-orbit coupling, to describe
the splitting of the 2p states into 2p3/2 and 2p1/2,3,35,99

but this is not considered in the present work where our
goal is simply to compare TDKS and LR-TDDFT results
and to emphasize the necessity of dipole filtering in the
TDKS case.

Figure 8 plots TiO2 excitation spectra in the range
500–550 eV, computed at the SRC1-r1/def2-TZVPD
level. Given the large shifts that are often required to
match experiment in TDDFT calculations, it is not obvi-
ous which feature in the full TDKS spectrum is the O(1s)
→ LUMO transition. For example, we have seen above

that the SRC1-r1 functional places the oxygen K-edge at
around 532 eV, but if this same TiO2 calculation is per-
formed at the B3LYP/def2-TZVPD level, the O(1s) →
LUMO excitation appears at 515 eV and there is a band
of transitions between 515–520 eV. There are prominent
features in the same energy region in the TDKS spectra
shown in Fig. 8, but dipole filtering reveals that they are
not associated with the oxygen K-edge. Instead, the most
intense absorption feature in Fig. 8 is associated with ex-
citation from Ti(2p) orbitals. In this example the oxygen
K-edge, which (as in previous examples) appears around
532 eV for the SRC1-r1 functional, includes significant
contamination from the titanium L-edge. This contam-
ination, involving excitations originating in the Ti(2p)
orbitals, is easily filtered away to expose separate oxygen
and titanium spectra, either of which is a good match to
the corresponding LR-TDDFT/CVS calculation.

In the L-edge case, the CVS active space consists of
Ti(2p) orbitals only, along with the full virtual space.
LR-TDDFT/CVS calculations based on this active space
are in quantitative agreement with the corresponding fea-
tures in the TDKS calculation as demonstrated in Fig 8b.
Note that even when dipole filtering is applied, the TDKS
simulation is based on a time-evolving density matrix
that includes all of the occupied MOs at every time step.
As such, the quantitative agreement with LR-TDDFT/
CVS calculations that we document here demonstrates
that there is essentially no error in the CVS approxima-
tion for this example. This observation is significant, be-
cause whereas the CVS approximation has been carefully
benchmarked for K-edge spectra,36 less is known about
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Fig. 8: Absorption spectra for the TiO2 molecule computed
using TDDFT at the SRC1-r1/def2-TZVPD level. Real-time
simulations are based on tmax = 1200 a.u. with other param-
eters as described in Fig. 4, and are filtered according to (a)
the O(1s) orbitals, to obtain the oxygen K-edge, or else (b)
Ti(2p) orbitals, revealing the titanium L-edge. LR-TDDFT
spectra use the corresponding CVS active space consisting
of either O(1s) or Ti(2p) orbitals plus the full virtual space.
Vertical offsets have been added for clarity.

its accuracy for L- and M-edge spectra. In the latter
cases, the nominal initial-state orbitals in the second and
third shell may not be energetically well separated from
other orbitals, leading to larger errors when the CVS ap-
proximation is applied. In principle, interior eigenvalue
solvers27–29 can be used to address the veracity of the
CVS approximation in such cases, but this has so far
been done only in a very limited way.29 Although we do
not see any evidence for a breakdown of the CVS approx-
imation for the L-edge of TiO2 molecule, the question is
worth examining in larger systems. TDKS simulations
provide a means to obtain spectra that do not invoke
any active-space approximation.

Those benchmarks can be expensive, however. In the
present example, the cost of LR-TDDFT remains con-
siderably lower than that of TDKS even though several
hundred individual excited states are required just to ob-
tain the near-edge Ti(2p) features. For the Ti(2p) CVS
active space, a calculation with o = 3 active orbitals and
v = 128 virtual orbitals (which is the entire virtual space
in the def2-TZVPD basis set) requires less than 3 min
on 20 processors. LR-TDDFT calculations with a O(1s)

active space required about 2 min. TDKS simulations,
running on the same hardware, require 14.3 hours to
reach tmax = 1200 a.u.. Assuming that the near-edge
features could be obtained using tmax = 75 a.u., as for
the [C4C1Im][SCN] system considered above, then a more
pragmatic calculation would require almost an hour an
20 processors. This does not include the time required
for convergence testing.

5 Conclusions

We have examined the use of TDKS or “real-time”
TDDFT simulations for core-level spectroscopy at vari-
ous elemental K- and L-edges. At first glance, the TDKS
approach seems attractive for this application. It allows
all of the elemental x-ray edges to be computed at once, in
a single broadband calculation, up to an energy scale that
is varies inversely with the time step used to integrate the
equations of motion. In practice, however, TDKS spec-
tra are contaminated with transitions to the continuum,
to the point that they are frequently uninterpretable. A
post-processing filter restores interpretability by decom-
posing the full TDKS spectrum into components defined
by subsets of the MOs, and meaningful NEXAFS spectra
can be recovered. However, the cost remains an order of
magnitude larger than conventional LR-TDDFT within
a CVS-style active-space approximation that uses only
the core MOs of interest. This is true despite the use
of Padé approximants to process the TDKS data, which
reduces the simulation time required to resolve the near-
edge features to ≈ 2 fs.

Moving forward, we suggest that the utility of the
TDKS approach for core-level spectroscopy may lie in the
fact that it obviates the need to invoke a CVS approxima-
tion, which is (by contrast) essential in LR-TDDFT and
other eigenvalue-based approaches to x-ray spectroscopy.
At the DFT level, TDKS simulations may provide bench-
marks to understand the assess the accuracy of active-
space approximations, which remain relatively untested
for x-ray spectroscopy at element L- and M-edges.

Supporting Information

Basis-set testing and convergence results.
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Paul, F. Pavošević, Z. Pei, S. Prager, E. I. Proynov,
A. Rák, E. Ramos-Cordoba, B. Rana, A. E. Rask, A. Ret-
tig, R. M. Richard, F. Rob, E. Rossomme, T. Scheele,
M. Scheurer, M. Schneider, N. Sergueev, S. M. Sharada,
W. Skomorowski, D. W. Small, C. J. Stein, Y.-C. Su, E. J.
Sundstrom, Z. Tao, J. Thirman, G. J. Tornai, T. Tsuchi-
mochi, N. M. Tubman, S. P. Veccham, O. Vydrov, J. Wen-
zel, J. Witte, A. Yamada, K. Yao, S. Yeganeh, S. R.
Yost, A. Zech, I. Y. Zhang, X. Zhang, Y. Zhang, D. Zuev,
A. Aspuru-Guzik, A. T. Bell, N. A. Besley, K. B. Bravaya,
B. R. Brooks, D. Casanova, J.-D. Chai, S. Coriani, C. J.
Cramer, G. Cserey, A. E. DePrince III, R. A. DiStasio Jr.,
A. Dreuw, B. D. Dunietz, T. R. Furlani, W. A. God-
dard III, S. Hammes-Schiffer, T. Head-Gordon, W. J.
Hehre, C.-P. Hsu, T.-C. Jagau, Y. Jung, A. Klamt,
J. Kong, D. S. Lambrecht, W. Liang, N. J. Mayhall, C. W.
McCurdy, J. B. Neaton, C. Ochsenfeld, J. A. Parkhill,
R. Peverati, V. A. Rassolov, Y. Shao, L. V. Slipchenko,
T. Stauch, R. P. Steele, J. E. Subotnik, A. J. W. Thom,
A. Tkatchenko, D. G. Truhlar, T. Van Voorhis, T. A.
Wesolowski, K. B. Whaley, H. L. Woodcock III, P. M.
Zimmerman, S. Faraji, P. M. W. Gill, M. Head-Gordon,
J. M. Herbert, and A. I. Krylov, “Software for the fron-
tiers of quantum chemistry: An overview of developments
in the Q-Chem 5 package”, J. Chem. Phys., 155, 084801
(2021).

9 D. R. Nascimento and N. Govind, “Computational ap-
proaches for XANES, VtC-XES, and RIXS using linear-
response time-dependent density functional theory based
methods”, Phys. Chem. Chem. Phys., 24, 14680–14691
(2022).

10 T. Popmintchev, M.-C. Chen, D. Popmintchev, P. Arpin,
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