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Abstract

Generating accurate ab initio ionization energies for transition metal complexes is an

important step towards the accurate computational description of their electrocatalytic

reactions. Benchmark-quality data is required for testing existing theoretical methods

and for developing new ones but is complicated to obtain for many transition metal

compounds due to the potential presence of both strong dynamical and static electron

correlation. In this regime, it is questionable whether the so-called gold standard, cou-

pled cluster with singles, doubles, and perturbative triples (CCSD(T)), provides the

desired level of accuracy – roughly 1− 3 kcal/mol. In this work, we compiled a test set
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of 28 3d metal-containing molecules relevant to homogeneous electrocatalysis (termed

3dTMV) and computed their vertical ionization energies (ionization potentials) with

CCSD(T) and phaseless auxiliary-field quantum Monte Carlo (ph-AFQMC). A sub-

stantial effort has been made to converge away the phaseless bias in the ph-AFQMC

reference values. We assess a wide variety of multireference diagnostics, and find that

spin-symmetry breaking of the CCSD wavefunction and in the PBE0 density func-

tional correlate well with our analysis of multiconfigurational wavefunctions. We pro-

pose quantitative criteria based on symmetry breaking to delineate correlation regimes

inside of which appropriately-performed CCSD(T) can produce mean absolute devia-

tions from the ph-AFQMC reference values of roughly 2 kcal/mol or less, and outside of

which CCSD(T) is expected to fail. We also present a preliminary assessment of DFT

functionals on the 3dTMV set.

1 Introduction

Molecular electrocatalysis based on 3d transition metal compounds is an important tool

for the synthesis of complex molecules1,2 and a promising approach for CO2 reduction,3–6

water splitting,7,8 oxygen reduction,9 and other hydrogen evolution reactions10 employing

earth abundant metals.11 Quantum chemistry (QC) can potentially guide the development

of novel catalysts. Elucidating the underlying mechanisms and tuning ligand structures to

achieve lower over-potentials, higher turnover frequencies, and better substrate selectivity

are typical applications.12

However, the choice of a reliable QC method – e.g., density functional theory (DFT) or

wave function theory (WFT) – for first-row (3d) transition metal electrocatalysts is more

challenging than in the case of organic molecules, as the target systems can be large and

often exhibit relatively complicated electronic structures. Transition metal complexes with

low coordination number, high symmetry, and/or multiple magnetically-coupled radical sites

can have more degenerate or nearly-degenerate orbitals and spin-states, which can result in
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multireference (MR) character (also known as static or strong correlation).13–15 The degree of

static correlation increases in many open-shell species or complexes with redox non-innocent

ligands that often appear in electrocatalysis.13,16 Various MR descriptors are available in the

literature for detecting such cases with significant static correlation.17,18 Dynamic correlation

effects between multiple electron pairs (for example in carbonyl ligands with σ-donation and

π-backbonding) can occur as well, which requires a theoretical description beyond second-

order perturbation theory.19,20

The first step towards robust modeling of experimentally relevant electrocatalysts is the

accurate prediction of redox potentials, which besides accurate solvation free energies, re-

quires reliable ionization energies.21 To test QC methods, multiple benchmarks of transition

metal complexes with experimental redox potentials were compiled.21–26 One shortcoming

when employing solely experimental redox potentials as reference is that the electronic struc-

ture problem cannot be investigated independently from solvation effects and error compen-

sation hinders the analysis of individual error contributions. Reference ionization energies

allow a separation of the error sources from the electronic structure and solvation contribu-

tions and enable precise error tracing. For example, this was done in a study by Isegawa

et al., who compared experimental ionization and redox potentials of organic compounds to

DFT and CCSD(T) calculated potentials.27 Here, the favorable performance of CCSD(T)

for ionization energies diminished for redox potentials due to missing solvation contributions.

Sterling et al. applied an explicit solvation workflow to include the neglected solvation contri-

butions and obtained excellent agreement with experiment.28 Another interesting approach

that tackles both problems at once is the explicit inclusion of solvent molecules. In a mul-

tilayer DLPNO-CCSD(T) study performed by Bhattacharjee et al. for first-row transition

metals in water,29 accurate reduction potentials were obtained.

However, only rarely are experimental reference ionization energies available for 3d elec-

trocatalysts; computational protocols that can generate these accurate ionization energies

are highly desired. For main group chemistry, benchmark-quality reference ionization po-
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tentials and electron affinities can be generated with CCSD(T)30 as done for medium-sized

acceptor molecules by Richard et al.31 Because of the varying (and sometimes large) de-

gree of static correlation encountered in 3d transition metal electrocatalysis, the expected

accuracy of CCSD(T) is unclear. For transition metal atoms CCSD(T) can yield accurate

results for ionization energies,32 but for many diatomic molecular bond dissociation ener-

gies the predictive power of CCSD(T) deteriorates.33–38 However, for experimentally derived

spin splittings of non-heme iron complexes as well as metallocenes, CCSD(T), especially

when based on Kohn-Sham (KS) orbitals, yielded accurate results.39,40 Good performance

for CCSD(T) with KS orbitals could also be observed for calculating vibrational frequen-

cies.41 Another issue is that molecules of medium to large size cannot be treated by canonical

CCSD(T). This is especially the case at the complete basis set (CBS) limit, which is required

for benchmark-quality data to be comparable to experimental measurements. Therefore, less

expensive but also potentially less accurate localized coupled cluster schemes are often em-

ployed. One of the most prominent of these schemes is DLPNO-CCSD(T).42–44 For reactions

involving singlereference (SR), large-gap states, DLPNO-CCSD(T) can be employed as a reli-

able reference method for benchmarking closed-shell (MOR41)45 and open-shell (ROST61)46

organometallic reactions. The efficiency of the DLPNO-CCSD(T) model has been demon-

strated via applications to very large systems, including metalloenzymes.47 Iron et al. used

the method to compute transition metal barrier heights in the MOBH35 study.48,49 Later, a

revision to their DLPNO-CCSD(T) references was suggested on the grounds of static correla-

tion effects,50 but a study by Altun et al. traced the DLPNO error to correlation effects from

the 3s and 3p semi-core orbitals and to dynamical correlation-induced orbital relaxation ef-

fects.51 In another study the DLPNO approach performed well for challenging spin-splitting

energies of iron complexes and reproduced CASPT2/CC results with a two-point PNO ex-

trapolation and improved full iterative triples.52 Results of similar quality were found for

the ionization energy of cobaltocene.53

Nevertheless, it would be highly desirable to use accurate and scalable methods to cross-
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check CCSD(T) and its localized schemes. A promising candidate for this task is the phase-

less auxiliary field quantum Monte Carlo (ph-AFQMC) method,32,54–57 which was origi-

nally developed in the physics community.58,59 Recently, a localized orbital version (LO-ph-

AFQMC) has been developed.60 Especially relevant for transition metal chemistry is the

nonperturbative and inherently MR nature of this method. In principle, the phaseless bias

can be converged away by systematically improving the trial wavefunction toward the exact

wavefunction. Once a trial wavefunction is obtained, the cubic scaling computational cost

with system size and near-perfect parallel efficiency of LO-ph-AFQMC enables applications

to relatively large molecular systems, at least when compact trail wavefunctions are required.

However, due to the stochastic nature of the method, one must typically sample thousands

of trajectories to obtain adequate statistics. Encouragingly, the scaling prefactor has been

reduced significantly via efficient implementations on graphical processing units (GPUs),32,61

and the branching random walks are amenable to massively parallel computing systems that

can efficiently utilize hundreds of GPUs at a time. ph-AFQMC has been successfully used

to calculate accurate ionization potentials for transition metal atoms,32 dissociation ener-

gies of transition metal containing diatomics,37 ligand dissociation energies62 and ionization

potentials63 of transition metal complexes. Alternative accurate MR methods include the

recently developed CASPT2+δMRCI approach for spin-splittings,64,65 but this approach is

not feasible for the system sizes at hand.

In this work, we compile a set of medium-sized 3d transition metal complexes relevant

to electrocatalysis. We compare CCSD(T) and ph-AFQMC predictions, and investigate the

degree of MR character present using a variety of diagnostics. We propose a quantitative

classification protocol, involving the dominant coefficient in multiconfigurational wavefunc-

tions and the degree of spin-symmetry breaking or restoration from coupled cluster wave-

functions and from the PBE0 density functional, to gauge the expected accuracy of various

coupled cluster approaches. For vertical ionizations involving predominately SR systems,

average errors of less than 2.3 kcal/mol can be achieved with a specific choice of orbitals and
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spin restriction. In contrast, large deviations between all CCSD(T) protocols and reference

ph-AFQMC values were observed for ionizations involving states exhibiting strong static

correlation. In contrast to other studies in which many coupled cluster approaches were

tested for a specific, smaller system,66 we investigate only select CC protocols for which i)

the required computational demands exceed those of CCSD(T) by at most a factor of two,

and ii) local implementations are available for subsequent studies with extended basis sets.

1.1 Design of the 3dTMV Benchmark set

The 3dTMV benchmark was generated with the following design criteria in mind. We

chose complexes which (i) have experimental relevance to electrocatalysis (e.g. hydrogen

evolution, CO2 reduction), (ii) are of medium size (20-40 atoms), and (iii) contain one or two

transition metal atoms. The molecules included in the 3dTMV set are depicted in Figure 1.

Their charges, multiplicities, and experimental references are given in Table 1. The vertical

ionization energies, which we will refer to in the following as ionization potentials (IPs),

were calculated. The calculation of vertical ionization energies is more challenging than for

adiabatic ionization potentials because the oxidized species are not in their optimal ground

state geometry, which can lead to more challenging electronic structures. The classification

of the IPs into SR, SR/MR, and MR subsets is discussed in detail in Section 3.2.

Complexes 1 and 2 are two of the few studied complexes for fuel generation with tita-

nium.67,68 Complexes 3-5, 13, and 14 are all metallocenes of which ferrocene is of special

interest to electrochemistry due to its ideal reversible oxidation.69–73 The IPs have already

been investigated in Ref. 63, and there is renewed interest in the isolation and electronic

structures of the manganocene, ferrocene and cobaltocene anions.74,75 Systems 6, 7, and 19

are examples of iron-based three-legged piano-stool catalysts76–79 and 8-10 are models of

three-legged piano-stool catalysts with cobalt.80 System 11 is a cyclam model,81 while 12 is

a model for the DuBois type catalyst.82 The carbonyl bipyridine complexes 15-18 are model

catalysts for more elaborate pyridine based catalysts.83–86 The cobalt complexes 20 and 23
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are examples of cobaloximes that have been employed for H2 generation.87–90 System 21

is a nitrogen reduction catalyst that can reduce dinitrogen into ammonia and hydrazine.91

Complex 22 is a cutout from a hydrogenase model.92 The chromium complex 24 and the

iron complex 25 are acetylacetone (acac) complexes that are widely studied as models for

other tris-β diketonate complexes and have also been investigated in Ref. 63. Fe(acac)3 is

also of interest for photoredox catalysis.93 Complex 26 is a hydrogenase mimic94 and the

only system with two metal atoms in the set. The planar complexes 27 and 28, relevant for

hydrogen generation,95,96 are especially challenging due to their redox-active ligands.97

Figure 1: Structures included in the 3dTMV benchmark set divided into singlereference
(SR), an intermediate category (SR/MR), and multireference (MR) subsets.
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Table 1: Molecules included in the 3dTMV set with corresponding charges and spin mul-
tiplicities for the oxidized (ox) and initial (in) state as well as experimental studies where
these complexes were investigated.

# charge multiplicity Ref. # charge multiplicity Ref.
ox in ox in ox in ox in

1 1 0 2 1 [ 67] 15 1 0 2 1 [ 83]
2 1 0 1 2 [ 68] 16 1 0 2 1 [ 84]
3 1 0 4 3 [ 98] 17 1 0 2 1 [ 85]
4 1 0 2 1 [ 70] 18 1 0 2 1 [ 86]
5 1 0 2 1 [ 73] 19 2 1 2 1 [ 77]
6 2 1 2 1 [ 76] 20 1 0 3 2 [ 87]
7 1 0 2 1 [ 78] 21 1 0 3 2 [ 91]
8 2 1 2 1 [ 80] 22 1 0 2 1 [ 92]
9 2 1 2 1 [ 80] 23 1 0 2 1 [ 88]
10 2 1 2 1 [ 80] 24 1 0 3 4 [ 99]
11 2 1 1 2 [ 81] 25 1 0 3 6 [ 99]
12 2 1 1 2 [ 82] 26 1 0 2 1 [ 94]
13 1 0 1 2 [ 98] 27 0 -1 2 3 [ 95]
14 1 0 2 3 [ 98] 28 0 -1 1 2 [ 96]

2 Computational Methods

2.1 DFT and Coupled Cluster Calculations

Geometries were optimized with the r2SCAN-3c level of theory100 in TURBOMOLE 7.5.1.101,102

All singlepoint DFT calculations, if not stated otherwise, were performed with the double-ζ

def2-SVP basis set103 in ORCA 5.0.3104 employing the DEFGRID3 and the TightSCF set-

tings. Namely, the GGA functional PBE,105,106 the meta-GGA functionals r2SCAN107,108

and M06-L,109 the hybrid functionals PBE0,110 r2SCAN0,111 B3LYP,112,113 PW6B95,114

and M06-2X115 as well as the range separated hybrid ωB97X-V,116 and the double hy-

brid PWPB95117 were used. Robust SCF convergence for DFT calculations was ensured by

employing the TRAH SCF solver.118 The split-RI-J approximation was used to speed up

DFT calculations119 using the corresponding auxiliary basis set120 and hybrid DFT calcu-

lations were additionally sped up with the RIJCOSX approximation.121–123 To account for
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London Dispersion effects the D4 dispersion correction124 was employed in the dftd4 v.3.4.0

standalone program.125 The local-hybrid LH20t DFT functional126 was employed in TUR-

BOMOLE 7.5.1. and the hybrid KP16 functional127 was employed in the xTron program

package.128 CCSD(T) calculations were performed in the Q-Chem 5.4 program package129

with the cutoff for neglecting two electron integrals set to 10−14 and the SCF convergence

set to 10−8. To ensure robust SCF convergence, the GDM algorithm was employed as SCF

solver130 and the internal stability analysis was used to verify SCF solutions as minima in

orbital space. The LIBPT library was used for evaluation of the triples contribution. DFT

calculations for follow up CCSD(T) calculations in Q-Chem were performed with the PBE0

functional110 and the SG-1 grid.131 To account for correlation effects in the 3s and 3p shells

of 3d transition metals, the frozen core settings in the correlated calculations were adjusted

to only freeze the 1s, 2s, and 2p shells of 3d transition metal atoms. The importance of these

core-valence correlation contributions has been emphasized recently for 3d transition metals

in the context of DLPNO-CCSD(T)51 and CASSCF132 calculations.

In the following UHF/RHF means that singlets were calculated with restricted Hartree-

Fock (RHF) and all other spin multiplicities with unrestricted Hartree-Fock (UHF). Similarly,

orbital protocols such as RPBE0/UPBE0 indicate that R and U are used for singlets and

non-singlets, respectively. The ROHF/RHF CR-CC(2,3)133,134 calculations were performed

with a serial implementation from GAMESS 2021 R2 Patch 2.135,136

2.2 ph-AFQMC Calculations

2.2.1 Trial wavefunctions and the phaseless bias in AFQMC

In principle, it should be possible to systematically converge AFQMC calculations, even for

strongly MR transition metal containing species, by systematically increasing the quality

of the trial wavefunction until a stable value of the observable (in this case the ionization

potential of the complex) is obtained. In practice, the question of how to best optimize a

multideterminental wavefunction for AFQMC for transition metal containing systems is at
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present a challenging basic research problem. In the present paper, we utilize two different

approaches based on the degree of MR character, which will be outlined below. While

we do not claim to have a universally valid, rigorously converged protocol (which would

require studying substantially larger and more diverse datasets, as well as a considerably

larger investment of computational resources), we do believe that the results reported here

represent progress in controlling the error in the calculations for these challenging cases as

compared to our prior efforts. The significant fluctuations in the CCSD(T) results, seen even

in the test cases judged to be squarely in the SR regime, are indicative of the difficulty of

obtaining ionization potentials that are robustly of chemical accuracy.

Our initial work using AFQMC methods to study transition metal containing species

investigated three types of trial functions: Hartree Fock (both restricted and unrestricted),

DFT (primarily unrestricted), and CASSCF. For difficult cases, CASSCF trials were gener-

ally required, although computational limitations significantly restricted the size of the active

space that could be employed. The lack of scalability of CASSCF (with regard to both active

space dimension and overall molecular size) motivated us to explore the use of selected CI

approaches, which enable the investigation of substantially larger active spaces than what is

accessible through CASSCF. The trial wavefunctions used for the SR and SR/MR subsets

were from a variational selected CI procedure, which we refer to as HCISCF.137,138 Con-

figurations were selected using ϵ1 = 10−4 a.u. Active spaces were chosen as follows: First,

the eigenvalues (orbital energies) of the Fock or Kohn-Sham operator are obtained, and the

sequential energy differences were plotted. We made cuts between orbitals that have rela-

tively large energetic separation, such that 24 − 43 active orbitals are kept in a subsequent

optimization of both selected CI coefficients and orbital coefficients. Between 88 and 92 per-

cent of the HCISCF CI weight was retained in the ph-AFQMC trial wavefunctions, which

corresponds to between 5 and 1199 determinants (a relatively small number compared to the

full Hilbert space). In some cases (see the SI), B3LYP orbitals were used as an initial guess

for the HCISCF optimization. This was done when a lower-energy solution at the HCISCF
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level could be obtained, when the initial HCISCF calculations using HF orbitals as a starting

point did not converge, or when the HF orbitals were found to be qualitatively wrong (vide

infra).

In order to get a sense of the sensitivity of our results for the SR and SR/MR subsets to

the trial wavefunction employed, we also experimented with two alternative protocols which

will be presented in a future work. In the first, a CASSCF optimization in a small active space

is followed by a single-shot selected CI calculation in a larger active space. In the second,

we use an initial selected CI calculation in a very large active space (with a relatively loose

selection threshold) and use natural orbital occupation number cutoffs to define a smaller

active space which can be treated with a tighter cutoff. We find mean absolute deviations

from the present predictions with HCISCF trials of roughly 1.4 and 2.1 kcal/mol, which are

a little larger than what would traditionally be considered “chemical accuracy” (1 kcal/mol)

but well within the looser criterion of “transition metal chemical accuracy” (1-3 kcal/mol),33

which we believe is an appropriate target for the current state of the art in electronic structure

technology for these systems, and which is capable of providing a very reasonable picture of

reaction thermochemistry for complex problems in materials and biology. To conservatively

account for any residual error due to the possibility of unconverged phaseless bias in the SR

and SR/MR subsets, we report (in the Figures to follow) a total uncertainty on the predicted

IPs which represents the statistical error of each energy difference plus 1.5 kcal/mol for the

SR and SR/MR subsets.

For the MR set, we attempted to converge our ph-AFQMC predictions with respect to

three different dimensions: the size of the active space, the value of ϵ1 in selected CI, and

the % CI weight retained in the trial wavefunction (which we abbreviate hereafter as % CI).

Regarding active spaces, three different active space sizes were chosen: a small space of ≤ 18

orbitals, a medium-sized space with typically 40 to 50 orbitals, and a large-sized active space

with some 60− 80 orbitals. These active spaces were selected by making cuts based on the

orbital energies obtained from a PBE0 calculation, similar to the SR and SR/MR subsets.
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We generated a CASSCF trial for the smallest active space, using PBE0 orbitals as starting

point, then assessed qualitatively the MR character using the natural orbital occupation

numbers (NOONs) and the 1 − C2
0 values. The medium and large active space trials were

then generated from HCI (no SCF) calculations using the orbitals optimized from CASSCF.

Three different choices of ϵ1 were investigated: 10−3, 10−4, and 5× 10−5 a.u. We note that

in every case except complex 23 the ph-AFQMC IPs with ϵ1 of 10−4 and 5 × 10−5, which

represents the addition of 294-581 determinants, are converged to within statistical error

bars (the difference in the IP is 4.6 ± 1.6 kcal/mol for 23, which will be discussed further

below). Finally, ph-AFQMC calculations were performed with at least three different %CI

in the largest active space with ϵ1 = 5 × 10−5 trials. All MR trials for ph-AFQMC were

in the natural orbital (NO) basis. Additional details, energies and ionization potentials are

given in the Supporting Information.

All ph-AFQMC calculations utilized a population control (PC) scheme, in which walkers

with large overlaps with the trials are duplicated while those with small weights are purged

periodically. However, the above three-dimensional convergence could not be unambiguously

shown for complex 25. In this case, keeping 89, 91, and 93% of the CI weight in the trial

wavefunctions produced ph-AFQMC IPs of 225.6 ± 1.3, 224.8 ± 1.1, and 221.4 ± 1.1 (see

Table S22). Keeping higher %CI in the trials is currently too computationally demanding

with our current implementation, in an active space of 70 electrons in 78 orbitals with

ϵ1 = 5 × 10−5 a.u. Therefore, we used a correlated sampling (CS) approach in this case,

which produced an IP of 215.8 ±1.3 kcal/mol. Interestingly, this value is not far from what

one would obtain from extrapolating the three PC results above to the 100% CI weight

limit. Indeed, CS has been shown to produce results that are less sensitive to the trial

wavefunction employed (and thus closer to the exact, unconstrained result).54 This method

has previously been shown to yield agreement with exact/experimental values for vertical

ionization potentials of metallocenes;63 in difficult cases, CS ph-AFQMC has yielded superior

results vs the PC approach for a fixed trial wavefunction. However, we did not use CS for the
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entire 3dTMV set because without the removal of walkers with small or vanishing weights

it can be more expensive than the PC ph-AFQMC algorithm, and we preferred the ability

to check total energies, and their convergence for MR systems.

Taken together, while we have made our best effort to produce accurate reference values

with ph-AFQMC, we cannot claim to have achieved exact IPs especially for the cases in

the MR subset. For the MR subset we report a total uncertainty which is the statistical

error plus 3 kcal/mol. We think this is a reasonable estimate given that other possible error

metrics, e.g. the difference in IPs with ϵ1 of 10−4 vs 5× 10−5, suggest an average difference

of less than 1.5 kcal/mol. While most of the IPs appear to be converged with respect to the

trial wavefunction, as can be seen in the SI, some of the cases are strikingly sensitive to the

quality of the trial wavefunction. For instance, for complex 23 the ph-AFQMC IP goes from

209.6 to 209.8 to 204.7 kcal/mol in small, medium, and large active space sizes, and in the

latter size the IP is 204.7, 203.2, 200.1, and 198.9 kcal/mol with 85, 87, 89, and 90 %CI (all

these IPs have associated statistical error bars in the range of 1-1.2 kcal/mol). Admittedly,

the added uncertainty of 3 kcal/mol for the MR cases was chosen somewhat arbitrarily. But

we note that the level of accuracy that we target is “transition metal chemistry accuracy”

and that the spread of the various CC approaches for complex 23 easily exceeds 20 kcal/mol.

2.2.2 Computational Details of the ph-AFQMC Calculations

All electrons were correlated in the ph-AFQMC calculations. Electron repulsion integrals

and the trial wavefunctions were generated with PySCF.139 We utilized a localized orbital

implementation of ph-AFQMC60 with a threshold of 5×10−5 a.u., in which occupied orbitals

outside of the active space are localized, and the half-rotated Cholesky matrices are “com-

pressed" using singular value decomposition.60 Typical compression rates for the systems in

the set were 60 − 80%. ph-AFQMC calculations used a mixed-precision scheme, wherein

floating point operations carrying out the imaginary-time propagation were performed with

double-precision while two-electron integrals are stored in single-precision. Test calculations
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are shown for complex 1 in the SI, which show that the Cholesky and localization thresholds

along with the use of our approximate mixed-precision scheme have negligible effects on the

reported ionization energies, given the statistical error bars.

2.3 Multireference Diagnostics

Multiple proposed diagnostics for static correlation have been considered, and are detailed

in the SI. The principal component analysis of the MR diagnostics was performed in the R

statistical environment140 (version 4.2.0).

For practical purposes, one can distinguish between diagnostics obtained from relatively

cheap HF or DFT calculations and diagnostics obtained from higher-scaling correlated WFT

methods. While, e.g., CCSD calculations, which formally scale with the 6th power of the

system size in most canonical implementations, can often be performed for small to medium-

sized molecules in a minimal or double-zeta basis set, in our experience, for systems with

>50 atoms, even this is not computationally feasible. In this regime, not to mention when

predictions must be extrapolated to the CBS limit, MR diagnostics which use SCF-level

information are often the only option.

The HF- and DFT-based diagnostics include the deviation of the total spin expectation

value of UHF or a determinant made from UPBE0 orbitals from the exact value:

∆⟨S2⟩ = ⟨S2⟩method − ⟨S2⟩exact. (1)

Spin-symmetry breaking (SSB) in approximate electronic structure theories which incorpo-

rate some degree of dynamic correlation has been put forth as a diagnostic of static cor-

relation, since it encodes the physical effects (as can be seen in open-shell singlets) when

low-lying excited states of higher multiplicity approach near-degeneracy and mix into a SR
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wavefunction.13,20,141 In this work, we use a regularized percentage quantity:

reg. ∆⟨S2⟩ = 100 · |∆⟨S2⟩|
MAX(⟨S2⟩exact, 0.75)

. (2)

where the regularization parameter of 0.75 was selected to weight the spin contamination

in singlets equivalently as in doublets. The number of SCF iterations required to achieve

convergence is also considered. The fractional occupation density (FOD)142 was employed

with the r2SCAN107,108 and the hybrid r2SCAN50111 functionals. In the FOD formalism,

finite-temperature DFT is employed to enable fractional orbital occupations yielding the

NFOD value upon integration of their respective density. Because the NFOD value is not size-

consistent, the fractional occupation numbers (FON) from FOD calculations were expressed

as Matitio’s nondynamical correlation index,143,144 which is a size-consistent form suggested

by Martin et al. (rnd(r2SCAN/r2SCAN50)).145

With regard to diagnostics from correlated WFT methods, the well-known T1 diagnos-

tic,146 the number of required iterations for the coupled-cluster amplitudes (#CC) and the

spin contamination at the CCSD level were considered, with UHF and UKS reference deter-

minants. Also, the leading coefficients of the trials (specified in the Supporting Information)

in the NO basis for the ph-AFQMC calculations were also employed as static correlation

indicator (1− C2
0).

3 Results

3.1 Analysis of Multireference Diagnostics

We perform a statistical analysis of the myriad MR diagnostics mentioned above, in an effort

to correlated their predictions regarding the presence of static correlation, which will guide

our classification of the 3dTMV complexes into subsets. In order to cluster the different

diagnostics, a principal component analysis of the pearson correlation matrix (visualized in
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Figure 2a) was performed and diagnostics were clustered according to their contribution to

principal components as shown in Figure 2b. The first two principal components account for

73.3 % of the variance and were used to cluster the variables. Cluster 1 contains the WFT

based diagnostics ∆⟨S2⟩CCSD, 1−C2
0 , and the ∆⟨S2⟩PBE0. Cluster 2 only contains ∆⟨S2⟩UHF.

Cluster 3 contains the number of SCF iterations with HF and PBE0, the T1(HF) diagnostic,

the number of CC iterations for a HF reference, and the finite-temperature DFT based

diagnostics (rND). Cluster 4 contains the T1 diagnostic and the number of CC iterations

with PBE0 reference orbitals.

In cluster 1, 1−C2
0 is directly related to the definition of MR character, in the sense that

it indicates when more than one configuration has a large weight in the wavefunction. The

∆⟨S2⟩ diagnostics in this cluster, which are computed from CCSD wavefunctions or PBE0

orbitals, have been demonstrated to reveal “essential" spin-symmetry breaking, i.e., the spin-

contamination in theories which include dynamical correlation provides a better physical

description of the static correlation. ∆⟨S2⟩UHF is not part of this cluster, as one might

expect, because HF (which does not formally include any Coulomb correlation) artificially

stabilizes high spin states relative to low-spin states, and thus its spin-symmetry breaking

behavior is not a reliable indicator of MR character.

The relatively good correlation between the T1 diagnostic and the number of CC itera-

tions in Cluster 3 and 4 can be interpreted in the following way: Both indicate that CCSD

requires many orbital rotations to remedy shortcomings in the reference wavefunction. We

emphasize that large values do not necessarily indicate MR character but rather that the

reference wavefunction is inadequate. Similar observations regarding the T1 diagnostic have

also been made by others.17,36

To obtain a subset of k principal variables that span a space similar to the variables in

cluster 1, the variables included in this cluster were further analysed with the "subselect"

module developed by Cadima et al.147 Within the module the "eleaps" algorithm with the

GCD (generalized coefficient of determination) as the objective function was selected. The
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Figure 2: (a) Visualized correlation matrix for the static correlation diagnostics. (b) Plot of
the first two principle components (clusters are indicated by color).

following subsets of increasing size were obtained:

k = 1: ∆⟨S2⟩PBE0, GCD=91.4%

k = 2: (1− C2
0) + ∆⟨S⟩2CCSD(PBE0), GCD=97.5%

k = 3: (1− C2
0) + ∆⟨S⟩2CCSD(HF) +∆⟨S⟩2CCSD(PBE0), GCD=99.6%

The large GCD of 91.4% for k = 1 with ∆⟨S2⟩PBE0 demonstrates that cluster 1 can be

represented well by ⟨S2⟩PBE0 alone. This empirically validates the usefulness of ⟨S2⟩PBE0,

especially since it is the variable of cluster 1 that is obtained with the least computational

effort.

3.2 Classification into Subsets

Cluster 1 was employed to partition the 3dTMV IPs into subsets as depicted in Figure

3. We note that although 1 − C2
0 reports directly on how dominant the configuration of

largest weight is in the linear superposition (and thus is the most physically transparent

quantity), the values depend on the choice of active space and may be biased due to missing

dynamical correlation effects. On the other hand, while physically justifiable, the degree of
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spin-symmetry breaking depends on the degree of inclusion of dynamical correlation (e.g.

exhibits xc functional dependence) and in the CC context is derived from a perturbative

analysis.148 Therefore, in what follows, our classification will incorporate four quantities:

1−C2
0 and spin-symmetry breaking or restoration from CC/UHF, CC/UPBE0, and UPBE0.

The partitioning was performed with the following criteria and the IP was assigned if

either the initial or the oxidized state fulfilled them. IPs where neither the initial nor the

oxidized species exceed a deviation for the regularized ⟨S2⟩ value of 5% and a 1− C2
0 value

of 0.28 were put in SR subset. Cases where only one or two of the regularized ⟨S2⟩ values

exceeds the 5% deviation threshold and 1−C2
0 is still below 0.28 were put in an intermediate

category, which we denote SR/MR. If all three ⟨S2⟩ diagnostics (in cluster 1) exceed the

5% deviation threshold, and 1 − C2
0 is above 0.28, the IP was assigned to the MR subset.

There are some exceptions to the threshold based classification. For the complexes 11 and

12 the oxidized species exhibit large ⟨S2⟩ deviations but only small 1 − C2
0 values. At the

SCF level the triplet state is predicted to be the ground state, resulting in what has been

referred to as “variational collapse"13 when targeting the singlet state (see SI section 4.4 for

details). Subsequent CCSD calculations on these SCF solutions are not able to completely

restore the SSB introduced. The large ⟨S2⟩ deviations for these complexes therefore do not

indicate MR character and the corresponding IPs are sorted into the SR subset. Separately,

complex 14 is a borderline case and was sorted into the SR/MR subset.

The values of the four diagnostics in cluster 1 are shown in Figure 3 for the IPs classified

into SR, SR/MR, and MR subsets. While nearly all of the complexes broke spin symmetry

at the UHF level (see Table S2 in the SI), this symmetry breaking is artificial, certainly in the

SR subset. In the SR/MR subset, in almost all cases the SSB from CC/UHF is significantly

reduced with CC/UPBE0, and UPBE0. In other words, there is a set of non-HF orbitals

which reduces the spin-contamination in the reference, which typically enables substantial

spin symmetry restoration in the CCSD/UPBE0 wavefunction. It is noticeable that in almost

all cases except 17 and 21, one state, typically the oxidized one, shows significantly larger
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Figure 3: Values of the cluster 1 diagnostics for species in the 3dTMV set. Oxidized
species are shown at the top and initial species at the bottom. The left vertical axis
shows the regularized ⟨S2⟩ deviations quantified as a percentage, i.e. (|⟨S2⟩ − ⟨S2

exact⟩|) ∗
100/MAX(⟨S2⟩exact, 0.75). C0 values are from the multiconfigurational trial wavefunctions
used in ph-AFQMC, as specified in the SI.

19



SSB than the other, which motivated us to test EOM-IP-CC methods. Finally, the MR

subset on average shows large SSB behavior vs the other two subsets. In many cases the

1 − C2
0 value is significantly above 0.28, in the range of 0.6 − 0.7 for the oxidized states of

the Cr- and Fe-centered acac complexes.

3.3 Comparison of CCSD(T) and LO-ph-AFQMC

Figure 4 compares the deviation in the IPs calculated by three flavors of CCSD(T) vs. the

reference ph-AFQMC values. Statistics for each of the three subsets are shown in Table 2.

Figure 4: Comparison of CCSD(T) with different orbitals with respect to LO-ph-AFQMC.
All IPs are given in the SI in Table S8. The mean IP with LO-ph-AFQMC is 179.2 kcal/mol.
Dots are connected by lines to guide the eye.
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Table 2: Statistical comparison between CCSD(T) with UHF, UPBE0, UHF/RHF, and
ROHF/RHF orbitals (see section 2.1 for details) with respect to LO-ph-AFQMC. The sta-
tistical quantities are mean deviation (MD), mean absolute deviation (MAD), standard de-
viation (SD), and absolute maximum deviations (AMAX), defined in the SI. Statistical
evaluation with ROHF/RHF orbitals over the whole set without 24 and 25 from the MR
set are given in parenthesis.

Set CCSD(T) MD MAD SD AMAX

SR

UHF −0.4 2.5 2.9 4.4
UPBE0 0.0 2.3 2.8 4.6
UHF/RHF 0.4 1.7 2.2 4.1
UPBE0/RPBE0 −0.1 2.1 2.6 4.3
ROHF/RHF −1.6 2.7 3.3 9.7

SR/MR

UHF −2.7 3.5 3.4 6.7
UPBE0 −2.1 2.5 2.8 7.8
UHF/RHF −0.6 2.3 3.2 6.3
UPBE0/RPBE0 −2.0 2.4 2.7 7.8
ROHF/RHF −3.3 3.9 4.1 10.5

MR

UHF 8.5 12.2 13.9 31.7
UPBE0 −0.7 10.3 12.9 20.3
UHF/RHF 7.8 8.9 6.3 12.9
UPBE0/RPBE0 −1.1 9.9 12.3 18.2
ROHF/RHF −14.6 36.6 63.8 131.9

3dTMV

UHF 0.7 5.0 7.8 31.7
UPBE0 −0.9 4.1 6.1 20.3
UHF/RHF 1.6 3.5 4.9 12.9
UPBE0/RPBE0 −1.0 3.9 5.8 18.2
ROHF/RHF −5.0 (−2.7) 10.4 (3.7) 28.1 (4.3) 131.9 (14.1)

For the SR subset, CCSD(T) yields accurate IPs, irrespective of the orbital set employed.

All MADs are less than 3 kcal/mol. The CCSD(T)/(UHF/RHF) protocol performs the best,

with MAD of 1.7 kcal/mol, and absolute max error of 4.1 kcal/mol. The MADs are only

slightly worsened for the SR/MR subset – all except the UHF and the ROHF/RHF orbital

choices are still sub 3 kcal/mol – though the maximum errors from UPBE0 orbitals are

worsened by 2-3 kcal/mol. The unreasonably large errors, especially as reflected in the MR

subset, which result from CCSD(T) with ROHF/RHF references can be traced to a few

cases with relatively high multiplicity states (24,25), which are improperly described at the
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ROHF level. In fact, this is a salient reason why we consider the UHF/RHF protocol, which

uses RHF for singlets and UHF otherwise.

As expected, CCSD(T) is clearly unreliable for the MR subset, with MADs ranging from

8.9 kcal/mol with the UHF/RHF protocol to 36.6 with RO/R HF orbitals. The maximum

absolute errors range from 12.9 to 131.9 kcal/mol. Not only are the majority of IPs far from

the ph-AFQMC references, but the sensitivity of the CCSD(T) predictions to the orbital set

employed is also dramatically increased (Figure 6 bottom panel). Thus, one clear takeaway

from this study is actually in line with the common wisdom that computationally feasible

SR methods such as CCSD(T) should not be used for MR systems. Our study confirms this

statement, and qualifies it – as we have defined a concrete classification protocol that relies

on relatively inexpensive diagnostics.

In all subsets, indeed for the whole 3dTMV set as well, the use of UPBE0 orbitals in

CCSD(T) leads to slightly more accurate results than UHF orbitals. This is unsurprising

given the large and pervasive artificial SSB at the UHF level (see the SI Table S2). Using

restricted orbitals for the singlet states is the simplest way to prevent any spin symmetry

breaking (for better or worse), and we find that the CCSD(T)/(UHF/RHF) protocol leads

always to more accurate IPs. This is slightly surprising in the context of the MR subset, since

one might have expected spin-symmetry breaking, especially at the UPBE0 level, to lead to

physically more appropriate electron densities (occupied orbitals). Nevertheless, the present

data suggest that the UHF/RHF orbital choice leads to higher accuracy for all 3dTMV

subsets.

It is interesting to notice that all metal complexes with bipyridine ligands are classified

in the SR/MR set (15, 16, 17, and 18). Many aromatic rings such as benzene and naphtha-

lene are substantially spin-contaminated at the UHF level,149 as are these bipyridine ligand

complexes. The SSB from UPBE0 is much reduced vs UHF, and that from CCSD/UPBE0

is much reduced vs CCSD/UHF (this can generally be seen in the SR/MR subset). For

the above systems, the calculated IPs from CCSD(T)/UPBE0 are much closer to the ph-
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AFQMC values than those from CCSD(T)/UHF. However, there is a small number of cases

in the SR/MR set for which CC/UPBE0 reduces the SSB vs CC/UHF but leads to a worse

IP. 19 is one such case, and an analysis of the atomic spin densities proves illuminating.

For this doublet oxidized state, UHF, although strongly spin-contaminated (see Figure 5a),

shows in principle the correct electron configuration, i.e., the unpaired electron is metal-

centered. Upon introducing dynamic correlation when going to CCSD/UHF (Figure 5b),

the SSB is significantly reduced and the metal-centered radical can still be observed. In con-

trast, UPBE0, although almost without any SSB, implies that the radical is centered on the

indenyl ligand (Figure 5c). Apparently, CC based on this qualitatively incorrect reference

cannot recover the expected electron configuration (cf. Figure 4).

Figure 5: Spin density plots with (a) UHF, (b) CCSD/UHF, (c) UPBE0, and (d)
CCSD/UPBE0 for the the doublet oxidized state of 19. α density depicted in green and β
density in yellow with an isovalue of 0.005 a.u. Mulliken CCSD charge and spin populations
are shown in the SI in Table S9.

The effect of the Yamaguchi spin projection150–153 on UCCSD(T) total energies was

systematically investigated for CCSD(T) calculations with UHF, UPBE0, UHF/RHF, and

UPBE0/RPBE0 orbitals. The formula for a spin-projected energy of a low-spin state is:

ELS =
EBS − (1− α)EHS

α
, (3)

where LS indicates the spin-pure low-spin state, BS indicates the broken symmetry low-spin
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state, and HS the high-spin state. The spin-coupling coefficient α is calculated according to

α =
⟨S2⟩HS − ⟨S2⟩BS

⟨S2⟩HS − ⟨S2⟩LS
. (4)

We note that this expression is exact when the BS state can be written as a linear combination

of exactly two states – the LS and HS eigenstates. This condition is not generally true,

however it is very likely to be applicable when the HS state is spin-pure.

For cases where the CCSD regularized ⟨S2⟩ deviation is greater than or equal to 2%,

the next higher-spin state (HS) (i.e., the original spin multiplicity plus two) was calculated

and used in the projection if the HS regularized ⟨S2⟩ deviation was smaller than or equal

to 2% (results utilizing 1, 3, and 4% are similar, and are shown in Section 5.5 of the SI).

For IPs in which either the oxidized or the initial state did not agree with these criteria the

Yamaguchi spin-projection was not applied for both of these states. The statistical results for

spin-projected CCSD(T) with various choices of orbitals, vs the LO-ph-AFQMC reference

values, are shown in Table 3. We find that the Yamaguchi projection protocol does not lead

to substantial changes in the accuracy statistics. For example, the MAD of CCSD(T) with

UHF/RHF orbitals remains at 1.7 kcal/mol for the SR set (although the AMAX is reduced

from 4.1 to 3.6) and is reduced from 2.3 to 2.2 kcal/mol in the SR/MR subset. Given the

statistical error bars in the LO-ph-AFQMC reference calculations, these changes are not

significant. For the MR set, the MAD of 8.9 with UHF/RHF orbitals is slightly reduced to

8.3 kcal/mol, with rather large maximum errors still.
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Table 3: Statistical comparison of Yamaguchi corrected CCSD(T) methods.

Set CCSD(T) MD MAD SD AMAX

SR

UHF+Y −0.5 2.4 2.8 4.4
UPBE0+Y −0.1 2.2 2.7 4.3
UHF+Y/RHF 0.3 1.7 2.2 3.6
UPBE0+Y/RPBE0 −0.1 2.1 2.6 4.3

SR/MR

UHF+Y −3.0 3.4 2.9 6.5
UPBE0+Y −1.5 2.3 3.0 7.8
UHF+Y/RHF −1.4 2.2 2.8 6.3
UPBE0+Y/RPBE0 −2.1 2.4 2.7 7.8

MR

UHF+Y 8.0 11.1 13.7 31.7
UPBE0+Y −1.6 10.3 12.6 19.4
UHF+Y/RHF 6.6 8.3 7.4 12.9
UPBE0+Y/RPBE0 −1.8 10.1 12.2 18.2

3dTMV

UHF+Y 0.4 4.6 7.6 31.7
UPBE0+Y −0.9 4.0 6.0 19.4
UHF+Y/RHF 1.1 3.3 4.9 12.9
UPBE0+Y/RPBE0 −1.2 3.9 5.8 18.2

The observation that the oxidized states appear to be more MR than the initial states, on

average, motivated us to investigate the accuracy of EOM-IP-CCSD. Despite a few technical

difficulties (2, 4, 20 which are discussed in the SI in section 5.3), we performed EOM-IP-

CCSD calculations with UHF/RHF reference orbitals. Deviations of the predicted vertical

IPs vs AFQMC, along with those from CCSD and CCSD(T) with the same UHF/RHF

orbital choice, are shown in Figure 6a and a statistical summary in Table 4. While EOM-

IP-CCSD is slightly more accurate than CCSD (both with UHF/RHF orbitals) for both the

SR and SR/MR subsets, we find the opposite for the MR subset. Figure 6b shows the (T)

contribution to the IP for each complex, and indeed the cases in the SR and SR/MR subsets

in which this is large exhibit notable improvements going from CCSD to CCSD(T) (e.g.,

complexes 2, 8, 14, 15-18, 21). In almost every case, the perturbative triples correction

is larger with UKS orbitals than with UHF orbitals (cf. also Figure S2 and Table S11 of

the SI). The KS orbitals are recanonicalized prior to subsequent CC calculations, so this

finding cannot simply be ascribed to smaller KS eigenvalue differences. While one might
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expect that the contribution of triples should correlate with MR character, it appears that

it need not, in the sense that there are cases in the SR and SR/MR subsets which have

large (T) contributions. Complex 2 shows a (T) contribution in excess of 10 kcal/mol, which

appears to be due to the bonded triflate anion. The bipyridines, 15-18, also have large

(T) contributions, as does complex 21 with the bound N2. The latter is consistent with

the finding that CCSD makes large errors in the bond dissociation of a system involving

a triple-bonded ligand (c.f. Cu(CO)+4 from Ref. 13). Finally, we find that (T) corrections

often play a large role in MR systems. This can be understood by considering the case of a

diradicaloid (such as ozone). Double excitations are needed to produce a qualitatively correct

open-shell singlet reference, while triples and higher-order excitations are needed to describe

the dynamical correlation required for a quantitative description. In these MR transition

metal cases, (T) is clearly not enough to describe the relatively large dynamical correlation.

To improve the description of correlation effects beyond CCSD, more sophisticated ap-

proximations for connected triples excitations such as the fully renormalized triple correction

to CCSD (CR-CC(2,3)) developed by Piecuch et al.133,134 may be needed. The advantage of

this method over other approaches that resort to MR concepts to improve the conventional

CCSD(T) approach is that it is only at most twice as expensive as the latter. In this work,

due to technical restrictions (partly ROHF convergence problems), we computed only four

systems (1, 2, 7, and 9) from the SR set using the ROHF/RHF based CR-CC(2,3) imple-

mentation in GAMESS. As expected, the results for these SR systems are very similar to

the ROHF/RHF CCSD(T) results (see Table S16 in the SI). It would be of interest to ex-

amine the SR/MR and MR subsets with methods such as CR-CC(2,3) (which would require

a robust unrestricted implementation).
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Figure 6: (a) Comparison between EOM-IP-CCSD, CCSD, and CCSD(T) on UHF/RHF
orbitals with respect to LO-ph-AFQMC. (b) Triples contribution (T) for the IPs in CCSD(T)
with UHF/RHF and UPBE0/RPBE0 orbitals.
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Table 4: Statistical comparison between EOM-IP-CCSD, CCSD and CCSD(T) on
UHF/RHF orbitals and CCSD on UPBE0/RPBE0 orbitals with respect to LO-ph-AFQMC.

Set Method MD MAD SD AMAX

SR

EOM-IP-CCSD/(UHF/RHF) -0.8 3.7 4.3 7.8
CCSD/(UHF/RHF) 1.2 4.0 5.8 15.2
CCSD/(UPBE0/RPBE0) −0.2 6.3 7.7 16.2
CCSD(T)/(UHF/RHF) 0.4 1.7 2.2 4.1

SR/MR

EOM-IP-CCSD/(UHF/RHF) −1.7 7.3 8.4 14.1
CCSD/(UHF/RHF) −3.4 8.1 9.3 17.8
CCSD/(UPBE0/RPBE0) −6.7 12.4 12.2 24.1
CCSD(T)/(UHF/RHF) −0.6 2.3 3.2 6.3

MR

EOM-IP-CCSD/(UHF/RHF) −2.7 14.2 19.1 32.9
CCSD/(UHF/RHF) 9.5 11.4 9.1 21.1
CCSD/(UPBE0/RPBE0) 10.1 19.5 21.7 36.5
CCSD(T)/(UHF/RHF) 7.8 8.9 6.3 12.9

3dTMV

EOM-IP-CCSD/(UHF/RHF) −1.5 7.2 10.0 32.9
CCSD/(UHF/RHF) 1.3 7.1 9.0 21.1
CCSD/(UPBE0/RPBE0) −0.3 11.3 14.1 36.5
CCSD(T)/(UHF/RHF) 1.6 3.5 4.9 12.9

3.4 Preliminary DFT Evaluation

A statistical comparison between various DFT functionals with respect to LO-ph-AFQMC,

all evaluated in the def2-SVP basis, is given in Figure 7. Although this comparison is not

completely justified because of different degrees of basis set incompleteness error (BSIE)

between DFT and orbital-space methods (CC and AFQMC), we present these results as a

preliminary indication of how the various DFT functionals are likely to perform.

The MDs of different functionals range from −0.9 kcal/mol for PBE-D4 to 5.9 kcal/mol

for ωB97X-V (see SI Table S3-S5 for details). Thus, this preliminary comparison seems to

be reasonably appropriate, although a slight trend to positive MDs is observed. The hybrid

functional M06-2X yields the largest MAD, which is not surprising because it has been mainly

designed for main group chemistry applications. It is followed by the GGA functional PBE-

D4 (MAD = 11.3 kcal/mol) and the KP16 hybrid functional (MAD = 10.8 kcal/mol). The
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meta-GGAs r2SCAN-D4 and M06-L show an improvement over PBE-D4 with MADs of

8.7 kcal/mol and 7.9 kcal/mol respectively. The hybrid functionals PBE0-D4, r2SCAN0-

D4, B3LYP-D4, and PW6B95-D4 all perform relatively well with overall MADs between

7.8 kcal/mol and 6.8 kcal/mol with B3LYP being the best performer. It is noticeable that

from these hybrid functionals B3LYP has the smallest amount of Fock exchange (20%). A

worse MAD of 9.1 kcal/mol is obtained with ωB97X-V, but an improvement to an MAD

of 6.1 kcal/mol is observed when an optimal tuning (OT) procedure is applied for each IP

separately (see SI section 4.3 for details), yielding the overall best performing DFT method

OT-ωB97X-V. Typical OT-ω values on this set are around 0.15 and therefore ω = 0.15 as

global parameter was also tested yielding the ωB97X15-V method, which yields almost the

same overall MAD of 6.2 kcal/mol. The local hybrid functional LH20t-D4 yields an MAD

of 7.3 kcal/mol and the double-hybrid PWPB95 an MAD of 7.4 kcal/mol.

On average, as with CCSD(T) methods, the MAD for the SR subset is the smallest

followed by those of the SR/MR and MR subsets. While the differences in MAD between

the SR and SR/MR subset are small for most functionals, the MAD for the MR subset

is between 2-3 times larger than that of the SR/MR subset in most cases. There are two

exceptions to this: For the KP16 functional the MR set has an MAD of 14.0 kcal/mol

compared to 9.3 kcal/mol for the SR/MR subset the difference is small but the overall

performance is already bad compared to the other hybrid functionals. This could be due to

the non-self-consistent evaluation on B3LYP orbitals. The other exception is the PWPB95-

D4 functional where the SR/MR set has an relatively large MAD of 8.5 kcal/mol and the

MR subset has an MAD of 10.9 kcal/mol. In the SR/MR set relatively large errors for the

bpy-complexes 15-18 on the order of 10-15 kcal/mol are observed. This is in accordance with

the large (T) contribution for these complexes. Apparently higher-order correlation effect

that are not covered by the pairwise-additive MP2 part13,19 in PWPB95-D4 are crucial for

these complexes and therefore it fails to produce reliable results.

The Yamaguchi spin projection was also evaluated for DFT with the ωB97X15-V func-
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tional. Here, the same criteria as for UCCSD(T) were applied and resulted in a small

reduction for the overall MAD from 6.2 kcal/mol to 6.0 kcal/mol.

In order to estimate the remaining BSIE, the PBE0 and the PWPB95 functional were

evaluated with the def2-QZVPP basis set and the def2-SVP IPs were compared to these

results (See Table S6 in the SI for details). For PBE0 this yields an MD of -0.9 kcal/mol and

an MAD of 1.7 kcal/mol relative to the QZ basis with the largest deviation of -3.7 kcal/mol

for complex 23. The double hybrid PWPB95 is expected to be particularly sensitive to the

basis set, as a part of its correlation energy is computed by DFT, while the other part is

from MP2. Indeed, with PWPB95 this difference is larger and an MD of -3.7 kcal/mol and

an MAD of 4.0 kcal/mol is obtained. The largest deviation of -9.3 kcal/mol is obtained for

complex 5. Novel DFT developments such as local hybrids incorporating a strong corre-

lation factor154 and double-hybrid functionals with regularized MP219,155 contribution are

interesting candidates for testing on this newly compiled set.

Figure 7: MAD with respect to the LO-ph-AFQMC reference values for the three subsets
and the whole 3dTMV set. The KP16 functional could not be evaluated self consistently
and was therefore evaluated on B3LYP orbitals.

30



4 Conclusion

Electron transfers involving transition metal catalysts are ubiquitous in chemistry, but are

difficult to accurately model with approximate quantum chemical methods due to the pres-

ence of both dynamic and static electron correlation. In this regime, the appropriateness

of SR CCSD(T) – the “gold standard” computational level for the majority of chemically

relevant systems – is still debatable. In the absence of gas-phase experimental values, we

leverage the unique scalability and high accuracy of auxiliary-field quantum Monte Carlo to

provide reference vertical ionization energies. We compile a set of 28 3d complexes relevant

to homogeneous electrocatalysis (which we refer to as 3dTMV), classify them into subsets

based on the degree of multi-reference character in the involved states, and assess various CC

protocols. Mean absolute deviations roughly equal or less than 2 kcal/mol can be achieved

for the predominately SR subsets – namely, with unrestricted/restricted reference orbitals

for non-singlet/singlet spin states – and we confirm that CCSD(T) is an inappropriate model

for strongly correlated transition metal complexes.

This work demonstrates that one valuable application of AFQMC, which in recent years

has undergone rapid development and optimization, is to produce reference values for transi-

tion metal thermochemistry. Compared to the CCSD(T) calculations performed in this work,

which required wall-times ranging from 2 to 48 hours with 8 cores, LO-ph-AFQMC calcula-

tions are relatively more expensive yet can be trivially parallelized. For example, complexes

in the SR and SR/MR subsets required between 40 to 150 GPU-node hours, while some MR

molecules using trials with the largest active space size took up to 1200 node hours, which

corresponds to a wall-time of 12 hours on 96 OLCF Summit nodes). While challenging to

converge away the phaseless bias for multi-reference states, in this work we demonstrate that

this is possible for realistic mono-metal electrocatalysts at least in a double-zeta basis set.

Current work is underway to approach the complete basis set limit, which will be necessary to

properly assess and develop approximate density functionals and to compare with gas-phase

experiments. We acknowledge that a truly robust and predictive computational protocol
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for realistic electrocatalysis must incorporate solvation free-energies and finite-temperature

effects – from this perspective, the present work is a promising first step.

Another notable achievement is that we have pinpointed quantitative metrics based on

symmetry breaking and the largest coefficient in selected CI multi-determinant expansions,

which are meaningful and effective in diagnosing MR character. Specifically, we propose

thresholds for spin-symmetry breaking from unrestricted CCSD and KS-PBE0 along with

the metric 1−C2
0 from ph-AFQMC trial wavefunctions, which can delineate regimes inside of

which appropriately-performed CCSD(T) can produce < 2.3 kcal/mol accuracy, and outside

of which CCSD(T) with the investigated choices of orbitals can be expected to fail. Our

analysis of the many MR diagnostics proposed in the literature suggest that ⟨S2⟩PBE0 is

a computationally-inexpensive proxy which, while admittedly not rigorous, is herein found

empirically to be practically useful in assessing the regime of applicability of CCSD(T)

methods.

Among the many implications of this work on best-practices in quantum chemistry for

transition metal systems, we propose that for target molecules which can be classified as

SR or SR/MR, the agreement of ph-AFQMC and CCSD(T) with UHF/RHF orbitals can

be expected, and consensus predictions ought to be more reliable than predictions from

one of the two methods alone. In fact, occasionally in this work CCSD(T) IPs were used

to guide the choice of CASSCF or HCISCF trial wavefunction used in ph-AFQMC; indeed,

while a MCSCF optimization may converge to a qualitatively incorrect local minimum that is

“closest" to the reference state used to initialize the calculation – thus inheriting an electronic

state with, e.g., unphysical spatial symmetry – the T̂1 operator in the CC ansatz makes

CCSD(T) relatively less sensitive to the reference used.

The exciting development of localized orbital approximations such as, e.g., the PNO-

LCCSD(T)-F12156 and the DLPNO-CCSD(T) implementations,42–44 when appropriately

converged,51 can also be readily used in these regimes to provide reliable reference val-

ues. With these localized coupled cluster implementations, the use of extended basis sets
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is possible and thus a more realistic evaluation of DFT methods as well as a comparison

with experimentally measured ionization energies. Our (preliminary) evaluation of selected

DFT functionals in a rather smaller basis set revealed that ωB97X-V with a lowered ω value

of 0.15 may be well suited for application in computational studies involving 3d transition

metal electrocatalysts.

Finally, we remark that large, orbital-dependent triples contributions for complexes with,

e.g., triflate and fluorine atoms, bipyridine, N2 (triple bond) provide new opportunities to

assess alternate and develop improved approximate triples variants in the SR and SR/MR

correlation regime, such as the renormalized coupled cluster methods.133,134

In summary, we have taken important first steps towards the reliable modeling of chemically-

relevant 3d TM electrocatalysts. We envision that future improvements in CC and AFQMC

methods, used in combination with effective MR diagnostics and solvation models, can be

used to predict reference-quality thermochemical values involving electronic states spanning

a wide variety of correlation regimes. The curation of new transition metal datasets will also

accelerate the development of faster quantum chemical or data-driven methods as well.
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