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Mechanism for the Adenine Excision Reaction by Adenine DNA
Glycosylase
Wenwen Diao[1,2,3], James D. Farrell[3,4,5], Binju Wang[6], Fangfu Ye[2,4,7]*, and ZhanfengWang[1]*

[1] Dr. W. Diao, and Dr. Z. Wang, Center for Advanced Materials Research, Beijing Normal University, Zhuhai 519087, China

Email: zfwang@bnu.edu.cn

[2] Dr. W. Diao, and Prof. F. Ye, Wenzhou Institute, University of Chinese Academy of Sciences, Wenzhou, Zhejiang 325000, China

[3] Dr. W. Diao, Dr. J. D. Farrell, and Prof. F. Ye, School of Physical Sciences, University of Chinese Academy of Sciences, Beijing
100049, China

[4] Dr. J. D. Farrell, and Prof. F. Ye, Beijing National Laboratory for Condensed Matter Physics, Institute of Physics, Chinese
Academy of Sciences, Beijing 100190, China

E-mail: fye@iphy.ac.cn

[5] Dr. J. D. Farrell, Songshan Lake Materials Laboratory, Dongguan, Guangdong 523808, China

[6] Prof. B. Wang, State Key Laboratory of Physical Chemistry of Solid Surfaces and Fujian Provincial Key Laboratory of Theoretical
and Computational Chemistry, College of Chemistry and Chemical Engineering, Xiamen University, Xiamen 361005, China

[7] Prof. F. Ye, Oujiang Laboratory (Zhejiang Lab for Regenerative Medicine, Vision and Brain Health), Wenzhou, Zhejiang 325000,
China

KEYWORDS: Adenine DNA glycosylase • Base excision repair • Catalytic mechanism • Internal electric field • QM/MM calculations•
MD simulations

ABSTRACT: Adenine DNA glycosylase (MutY) is a monofunctional glycosylase, removing adenines (A) misinserted opposite
8-oxo-7,8-dihydroguanine (OG), a common product of oxidative damage to DNA. Through multiscale calculations, we
decipher a detailed adenine excision mechanism of MutY that is consistent with all available experimental data, involving an
initial protonation step and two nucleophilic displacement steps. During the first displacement step, N-glycosidic bond
cleavage is accompanied by the attack of residue Asp144 at the anomeric carbon (C1′), forming a covalent glycosyl-enzyme
intermediate to stabilize the fleeting oxocarbenium ion. After departure of the excised base, water nucleophiles can be
recruited to displace Asp144, completing the catalytic cycle with retention of stereochemistry at the C1′ position.
Unsurprisingly, in the absence of the protein environment, the first displacement reaction, where Asp144 acts as the
nucleophile, is highly exothermic with a negative barrier, yet the second, where an un-activated water molecule acts as the
nucleophile, is prohibitive both kinetically and thermodynamically. Intriguingly, we find that the enzyme modulates these
two reactions by coupling them together through an internal electric field at its active site, which reduces the barrier of the
difficult one at the expense of raising that of the easy one, thereby allowing both reactions to occur. These findings not only
increase our understanding of the strategies used by DNA glycosylases to repair DNA lesions, but also have important
implications for how internal/external electric field can be applied to modulate multi-step reactions.

Introduction
Genomic DNA is prone to oxidation by reactive oxygen

species (ROS) derived from normal metabolic functions
such as mitochondrial respiration or from exposure to
environmental pollutants and chemicals.1 The most
common form of ROS-induced DNA-base lesion is 8-oxo-

7,8-dihydroguanine (OG) due to the low redox potential of
guanine (G).2 The OG lesion is especially problematic due
to its ability to mimic thymine in its syn conformation
during DNA replication, leading to a high rate of G:C to T:A
transversion mutations. Adenine DNA glycosylase (MutY in
bacteria, MUTYH in humans) acts as a last defense,
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removing A from the OG:A mismatch, thus initiating a
repair pathway that ultimately restores the original G:C
base pair (refer to Figure 1 for the OG repair pathway).3-8
The pivotal role of adenine DNA glycosylase was
recognized upon the discovery of a direct association
between defective MUTYH and colorectal cancer,9 a
syndrome now referred to as MUTYH-associated polyposis
(MAP).10-12

Figure 1. The OG repair pathway illustrating the role of MutY
in preventing DNAmutations.

The importance of MUTYH in MAP and the promise of
targeting DNA repair enzymes as therapeutic strategies
have attracted tremendous efforts to understand the
chemistry of MutY.11-15 Insight into the adenine excision
mechanism by MutY has been obtained through
structural,16-20 kinetic isotope effect (KIE),21 mutational,19,
22-23 and computational studies.24-28 Initially, on the basis of
the crystal structure of a lesion recognition complex (LRC)
of MutY (PDB ID: 1RRQ, Figure S1)16 and KIE-based
transition-state (TS) analysis,21 it was proposed that the
reaction is initiated through N7 protonation of dA by
protonated Glu43 via a water bridge, followed by rapid and
reversible formation of an oxocarbenium ion intermediate
with heterolytic N-glycosidic bond cleavage, which
becomes irreversible after water attack (Scheme 1a).
Residue Asp144 stabilizes the oxocarbenium ion, while
residue Glu43 activates the water nucleophile, forming an
abasic site and regenerating neutral Glu43.
However, Lee and Verdine argued that the captured LRC

structure is not catalytically competent as there is no
direct contact between the substrate adenine and active
site residues.17 They proposed, based on the crystal
structure of a fluorinated LRC (FLRC, PDB ID: 3G0Q, Figure
S2), a different water-attack mechanism, in which Glu43
directly protonates adenine before the cleavage of the
glycosidic bond, and Asp144, rather than Glu43, accepts a
proton to activate the water nucleophile (Scheme 1b).17
Although the essential roles of Glu43 and Asp144 in this
process were later demonstrated by mutagenic studies,22 it
is still hard to distinguish which mechanism is correct.
Through detailed MD simulations, Wetmore and
coworkers demonstrated that, of LRC and FLRC, only FLRC
is catalytically competent.27 Moreover, the mechanism
shown in Scheme 1b is supported by their QM/MM
calculations using FLRC as the starting structure.27

In both Schemes 1a and 1b, the water nucleophile
attacks from the 3′ face, leading to an inversion of the
stereochemistry at C1′. However, MutY-catalyzed
methanolysis studies by Woods et al. implied retention of
the stereochemistry at C1′ upon adenine removal.18 On the
basis of a new crystal structure of a transition state analog
complex (TSAC, PDB ID: 6U7T, Figure S3),18, 29 in which a
potential water nucleophile is found on the 3’ face rather
than the 5′ face, David and coworkers proposed yet
another mechanism for MutY that involves two
nucleophilic displacement steps (Scheme 1c).18 After
protonation at N7, the N-glycosyl bond breaks via an SN1
mechanism, yielding an oxocarbenium ion intermediate.
The oxocarbenium ion is then attacked by Asp144 to form
a covalent glycosyl-enzyme intermediate, which survives
long enough to allow the departure of the excised adenine
base and the arrival of a water nucleophile. Finally, the
newly-recruited water nucleophile, activated by
deprotonated Glu43, can attack C1′ from the 5′ face of the
sugar ring to displace Asp144, forming the abasic site with
retention of the stereochemistry at C1′. Recently, enzyme-
bound product structures have been successfully captured
through crystallization in N146S mutants by David and
coworkers,30 which feature β-anomer abasic sites and thus
support the mechanism shown in Scheme 1c. However,
the key covalent glycosyl-enzyme intermediate has not
been captured in crystal structures.
Therefore, the molecular details of MutY-catalyzed

adenine removal are still incomplete, and it is interesting
to know why it does not follow the canonical pathway
shown in Scheme 1b if the double-displacement reaction
mechanism shown in Scheme 1c is correct. Key questions
include: (1) can a covalent bond form between Asp144 and
the anomeric carbon C1′? (2) why not water nucleophile
attack from the 3′ side? (3) which residue is the proton
acceptor to activate the water nucleophile, Asp144 or
deprotonated Glu43? (4) what is the role of Tyr126? (5)
what is the role of the protein environment? Additionally,
given the critical role of the internal electric field (IEF) in
the typical DNA glycosylase, uracil-DNA glycosylase
(UDG),31 we wonder whether there is a nonnegligible IEF
at the active site of MutY and what its function is.
In the present study, we combine MD simulations, QM

calculations, and QM/MM calculations to explore the
possibility of different base excision pathways of MutY. A
mechanism involving two nucleophilic displacement steps
is revealed, which provides strong support for the double-
displacement mechanism proposed by David and
coworkers.18 On the basis of our identified reaction
pathway, roles of key residues near the active site and the
protein environment are further discussed. Intriguingly,
we find that an IEF in MutY, pointing toward the 5′
direction that is opposite to the one in UDG, plays crucial
roles in the modulation of involved chemical reactions.

Computational Methods
System Setup. Our computational models were

constructed on the basis of the fluorinated lesion
recognition complex (FLRC) crystal structure (PDB ID:
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3G0Q).17 Missing residues (residue ID: 230-233 and 288-
291) were added through SWISS-MODEL (available at:
swissmodel.expasy.org). The first model (system I)
constructed directly from the crystal structure where the
adenine has not been excised was used to investigate the
initial protonation step as well as the first displacement
reaction, and the generally-accepted water-attack pathway
in DNA glycosylases. After the excision of the adenine base,
two new models were constructed on the basis of the
QM/MM-optimized structure of the excised species (Int2 in
Figure 2) to investigate the departure process of the
excised adenine base (system II) and the second
displacement reaction (system III), respectively. The
excised adenine base is retained in system II, while it is
removed in system III to make room for water molecules.
The [4Fe-4S]2+ cluster was parameterized using the
“MCPB.py” tool.32-33 The general AMBER force field
(GAFF)34 was used to generate the parameters for the OG,
the excised adenine base, and the sugar ring, with partial

atomic charges obtained using the RESP method35 at the
HF/6-31G(d) level of theory. The parmchk2 utility from
AmberTools was used to generate the missing parameters.
The Amber ff14SB force field36 was employed for the
normal protein residues and nucleotides. The protonation
states of titratable residues (histidine, glutamate, and
aspartate) were assigned on the basis of the pKa values
from the PROPKA software37 in combination with careful
visual inspection of local hydrogen-bond networks. All
histidine residues (residue ID: 96, 305, 309, 323, and 348)
were protonated at the ε position (HIE). With the
exception of residue 43, all glutamate and aspartate were
deprotonated. Glutamate 43 was protonated in system I,
and deprotonated in systems II and III. The resulting
systems were then solvated in a rectangular box of TIP3P38
waters extending up to a minimum cutoff of 12 Å from the
protein surface. Finally, sodium ions (Na+) were added to
make our systems electrically neutral.

Scheme 1. Proposed catalytic mechanisms of MutY. (a) A water-attack mechanism based on the lesion recognition
complex (LRC) structure, in which Glu43 acts as the general acid and base. (b) A water-attack mechanism based on the
fluorinated LRC (FLRC) structure, in which Glu43 acts as the general acid yet Asp144 acts as the general base. (c) A
double-displacement mechanism based on the transition state analog complex (TSAC) structure.
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Molecular Dynamics Simulation. All systems were
energy minimized using a combination of the steepest
descent and conjugate-gradient methods. Subsequently,
the system was gently heated from 0 to 300 K in the
canonical ensemble for 300 ps, using a weak restraint of 25
kcal∙mol-1∙Å-2 on the non-solvent atoms. A 1 ns of density
equilibration followed, employing an isothermal-isobaric
Langevin thermostat39 and a Berendsen barostat40 at 300 K
and 1.0 atm with a collision frequency of 2 ps-1 and a
pressure relaxation time of 1 ps to achieve a uniform
density. For system I, a 40ns restraint-MD simulation with
both protein and DNA atoms restrained with a weak
potential of 5 kcal∙mol-1∙Å-2 was performed to relax the
solvent and counterions (Na+). For system II, 5
independent 100 ns classical MD simulations were
performed to investigate the stability of the excised
adenine base. For system III, one 100 ns classical MD
simulation was performed to relax water molecules
around the remaining sugar ring. In all MD simulations, an
integration step of 2 fs was used, and covalent bonds
containing hydrogen were constrained by the SHAKE
algorithm.41 Nonbonded interactions were treated with the
Particle Mesh Ewald method42 with a 10 Å cutoff. All MD
simulations were performed with the GPU version of the
Amber 18 package.43-45

Umbrella Sampling Simulation. Due to the high
stability of the excised adenine base during classical MD
simulations, umbrella sampling46 combined with
restrained MD simulations was used to explore its
departure process. The center of mass (COM) distance
between 4 nitrogen atoms of the adenine base (N1, N3, N7
and N9, refer to Scheme 1 for the labels of these four
nitrogen atoms) and the anomeric carbon C1′ was chosen
as the collective variable (CV). The starting structure was
taken from an MD-equilibrated snapshot of system II, in
which the CV is around 5.0 Å. The selected CV was varied
from 5.0 to 20.0 Å, with an initial interval of 0.3 Å for two
adjacent windows, giving 51 windows. To smooth the final
potential of mean force (PMF) profile, 36 more windows
were added, giving 87 windows in total. For each window,
a 5 ns MD simulation with a biasing harmonic potential
(with a force constant of 50 kcal∙mol-1∙Å-2) was carried out
to relax the system. Thereafter, a 15 ns production MD
simulation with the same biasing harmonic potential was
performed for each window to collect data needed for the
PMF analysis. In the production simulations, a dump
frequency of 5 ps-1 of the value of CV was used. The PMF
was constructed with the weighted histogram analysis
method (WHAM),47-48 using the CV data from the
production simulations. Good convergence has been
achieved since the final PMF has nearly no change when it
is recalculated with the first 80% of the data, indicating
that the production simulation time is long enough to
ensure sufficient overlap between two adjacent windows
and further elongation is not needed.49-50

Quantum Mechanical/Molecular Mechanical
(QM/MM) Calculation. The last snapshot of the restraint
simulation of system I was used as the input of QM/MM
calculations to investigate the first displacement reaction

and the water-attack pathway, and a representative
snapshot extracted from the MD simulation trajectory of
system III was used as the input structure to investigate
the second displacement reaction. All QM/MM calculations
were performed with ChemShell software,51 combining
Turbomole52 for the QM region and DL_POLY53 for the MM
region. For the QM/MM calculation of system I, the QM
region consists of the substrate dA, the phosphodiester
group of its 3′ side (labeled as PO4¯), Trp30, Arg31, Glu43,
Tyr126, Asp144, Asn146, Glu188, and four vicinal water
molecules (131 atoms in total, refer to Figure 4a). For the
QM/MM calculation of system III, the QM region includes
the sugar ring of the excised dA, the phosphodiester group
of its 3′ side (labeled as PO4¯), Glu43, Tyr126, Asn146, the
covalently bonded residue Asp144, and three important
water molecules (71 atoms in total, refer to Figure 4c). The
electronic embedding scheme54 was used to account for
the polarizing effect of the enzyme environment on the QM
region. Hydrogen link atoms with the charge-shift model
were applied to treat the QM/MM boundary. The hybrid
B3-LYP density functional55-57 with two levels of theory
was applied to the QM region, while the MM region was
treated with the Amber parameters. B3LYP was chosen
due to its good performance and wide application in the
studies of DNA glycosylases.58-64 Transition states were
located with relaxed potential energy surface scans using a
small basis set of 6-31+G(d) (labeled B1). All reactant
complex and intermediate species were fully optimized at
B3LYP/B1 level. The electronic energies of all stationary
and transition state species were further corrected with a
larger basis set of 6-311+G(d,p) (labeled B2). Besides
B3LYP, several other functionals, BP86,65-66 M06L,67 and
M06-2X68 were also tested in single-point calculations.
Dispersion corrections computed with Grimme’s D3
method69-71 were included in the QM region of all QM/MM
calculations. The electronic energies at the B3LYP-D3/B2
level were treated as the estimate of Gibbs free energies
due to the observation that “the differences between
QM/MM electronic energy and free energy profiles in
enzymatic reactions tend to be rather small as long as local
chemical events are investigated”.72 Indeed, the entropic
contribution to the rate-limiting C-N bond cleavage step in
DNA glycosylases has been found to be small in both
experiments73 and computations.31, 74-76 Besides, through
metadynamics simulations,77-78 we confirmed that the
obtained energy barrier in above way is a quite good
estimation to the free energy barrier.
QM calculations. The effect of key residues near the

active site on the catalytic mechanism was investigated
with QM calculations. The geometries of key species were
taken from our QM/MM-obtained structures. Moieties
directly involved in a reaction were included in the QM
model to obtain its intrinsic energetic character in the
absence of the influence of surrounding residues. For the
initial protonation reaction of dA by protonated Glu43 (RC
→ Int1 in Figure 2), the QMmodel (denoted as QMS1, Figure
S4) includes only the side chain of Glu43, as well as the
base and sugar ring of the dA substrate. For the first
displacement reaction where Asp144 acts as a nucleophile
(Int1 → Int2 in Figure 2), the QM model (denoted as QMS2,
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Figure S5) consists of protonated adenine base and sugar
ring of the substrate dA, as well as the side chain of Asp144.
For the second displacement reaction (Int2′ → Int3 in
Figure 3), the QM model (labeled QMS3, Figure S6) includes
the remaining sugar ring of the excised dA, the side chain
of covalently bonded Asp144, and the water nucleophile.
The effect of a particular residue/group can be estimated
by the energy profile difference before and after its
addition into the QM model. For example, the effect of
residue Tyr126 on the reaction barrier of the initial
protonation reaction can be estimated with the change of
the energy difference between RC and TS1 species before
and after the addition of Tyr126, [(ETS1-ERC)After – (ETS1-
ERC)Before]. Owing to the large number of residues in the
protein, only the key vicinal residues that were included in
the QM region of QM/MM calculations, were investigated
in this way. The collective effect of residues excluded from
the QM region was estimated by taking the difference
between the results of the QM/MM calculations and the
QM calculations with the bare QM region.
Groups/residues can be added individually or

cumulatively, which may, in principle, lead to different
results. In the current case, the results obtained with these
two different methods are generally similar with the
exception of Tyr126, due to its strong hydrogen bonding
interaction with Glu43. In addition to the explicit addition
of residue atoms, the effect of a particular residue/group
can be also examined in terms of the background charges
of its atoms, which can be viewed as an estimate of the
purely electrostatic effect of the residue/group.
The effect of oriented external electric fields (OEEFs)

was studied with the “Field = M ± N” keyword in Gaussian
16, which defines the axis of the OEEF, its direction along
that axis (M) and its magnitude (N a.u., 1 a.u. = 5140
MV/cm). It is worth noting that the positive direction of
the electric field in Gaussian 16 is defined from the
negative to the positive charge, which is opposite to the
conventional definition in physics. To be consistent with
the direction of the calculated internal electric field, the
direction of the external electric field has been inverted in
related figures. The effects of OEEFs were calculated using
single-point calculations at the B3LYP-D3/B2 level. For the
first displacement reaction, the QMS2 model (shown in
Figure S5) was used, while the QMS3 model (shown in
Figure S6) was used for the second displacement reaction.
All QM calculations were performed with the Gaussian

16 (G16) software.79

Internal electric field (IEF) estimation. Calculating the
IEF in the active site of an enzyme is not an easy task to
due to its anisotropy.31 The problem can be simplified by
computing the IEF at a representative point and assuming
that the electric field is isotropic. In our case, we are
interested in the effect of the IEF on the two displacement
reactions. Therefore, the representative point was chosen
to be the anomeric carbon (C1′), which is the center atom
of the two displacement reactions involved. The electric
field was calculated with Coulomb’s law, treating the atoms
as point charges with positions taken from QM/MM-
optimized structures. To investigate the effect of IEF on the

first and the second displacement reactions, the QM/MM-
optimized structures of Int1 and Int2′ species were used,
respectively. Protein point charges were taken from the
Amber ff14SB forcefield,36 and water point charges from
the TIP3P model.38 To avoid a double-counting error, the
atomic charges of the groups/residues directly involved in
the reaction (QM region) were set to zero during the
calculations of the IEF, the effect of which has been
inherently included in the QM region. We note that precise
calculation of the effect of IEF needs more accurate
methods for the calculation of both the bond dipole
moment80 and the electric field.81

QM/MM MD and metadynamics simulations. One
representative snapshot extracted from the classical MD
trajectory of system I was used for the QM/MM MD
simulations to compare with the results of static QM/MM
calculations. All QM/MM MD simulations were performed
with the CP2K package (2022.2 version),82which combines
the QM program QUICKSTEP83 and the MM driver FIST. A
real space multigrid technique is used to compute the
electrostatic coupling between the QM and MM regions.84-
85 The QM region was treated at the DFT(B3LYP-D3) level,
employing a dual basis set of Gaussian and plane-waves
(GPW) formalism,83 whereas the MM region was modelled
at the classical level using the same force-field as in the
classical MD simulations. The QM region was chosen as the
same in the static QM/MM calculations (refer to Figure 4a).
The wave function was expanded in a Gaussian double-ζ
valence polarized (DZVP) basis set,86 while an auxiliary
plane-wave basis set with a cutoff of 360 Ry was used to
converge the electron density, in conjunction with
Geodecker-Teter-Hutter (GTH) pseudopotentials87-88 for
treating the core electrons. To accelerate the calculation of
the Hartree-Fock exchange within B3LYP, the auxiliary
density matrix method (ADMM) was used.89 All QM/MM
MD simulations were performed in the NVT ensemble
using an integration time step of 0.5 fs. The systems were
firstly equilibrated without any constraint for 2.0 ps. Then,
the well-tempered metadynamics method was used to
explore the N-glycosidic bond cleavage process.77-78 The
collective variable (CV) were selected as the distance
between C1′ and N9 atoms. The width of the Gaussian-
shaped potential hills was set as 0.2 Å. The Gaussian height
was set to 0.6 kcal/mol, while the time deposition interval
between two consecutive Gaussians was set to 10 fs.

Results and Discussion
1. Identified reaction pathway. 1.1. Initial

protonation of the adenine base. It is generally accepted
that the protonation of dA facilitates its release, and that
the catalytic reaction starts with protonation of dA by a
protonated residue Glu43.16-18, 21, 24-28 Besides, it has been
shown both experimentally17 and theoretically27 that a
direct hydrogen bond forms between the N7 atom of dA
and the side chain of Glu43 in the catalytically competent
complex (FLRC). To investigate the process of this vital
proton transfer (PT) reaction, neutral adenine base and
protonated Glu43 (state before the PT) were assigned in
the reactant complex (refer to RC species in Figure 2). As
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shown in Figure 2b, the PT process (RC → Int1 via TS1) is
quite facile with a rather small barrier of 1.1 kcal/mol
(refer to Figure S7 for the QM/MM-obtained TS1 structure)
and a reaction energy of -0.3 kcal/mol. The PT process is
reversible as evidenced by the small barrier as well as the
relatively long N7-H bond distance (1.08 Å) in the Int1
species (Figure 2c).

Figure 2. The initial protonation step and the first
displacement step. (a) Schematic illustration of these two
steps. (b) QM(B3LYP-D3/B2)/MM-calculated energy profile
(in kcal/mol). (c) QM(B3LYP-D3/B1)/MM-optimized
geometries of key intermediates. Distances are given in Å.

1.2. First displacement. After protonation, heterolytic
N-glycosidic bond breakage occurs, affording a cationic
oxocarbenium ion and a neutral leaving nucleobase. The
bond breakage barrier is calculated to be 12.4 kcal/mol
relative to Int1 species (TS2 in Figure 2b; refer to Figure S7
for its structure), significantly lower than that (> 20
kcal/mol) estimated by Wetmore and coworkers for the
water-attack pathway shown in Scheme 1b.27 At the local
minimum (Int2), which is 2.7 kcal/mol higher in energy
than the RC species, a covalent bond forms between the
anomeric carbon (C1′) and the O1 atom of Asp144. The
C1′-O1 distance shortens from 3.31 Å to 1.51 Å, while the
C1′-N9 distance elongates from 1.47 Å to 3.21 Å (refer to

Figure 2c). It is worth noting that this reaction mainly
involves the movement of the sugar ring towards the
carboxyl group of Asp144 (refer to Figure S8); the adenine
base is not significantly displaced due to the intricate
hydrogen-bond network it forms with surrounding
residues (refer to Figure S9). Clearly, the negatively
charged residue Asp144 has a more direct role that has not
been seen in other DNA glycosylase enzymes: it acts as a
nucleophile, attacking the oxocarbenium ion, and
neutralizes the positive charge developed during the
glycosidic bond cleavage process. The role of Asp144
revealed here is consistent with the experimental
observation that MutY retains activity as long as the pH
maintains the anionic charge of this position when it is
replaced with glutamate and cysteine.22

Figure 3. Free energy profile for the N-glycosidic bond
breakage, obtained with QM/MM-based metadynamics
simulations, shown along with the geometries of the RCM and
PCM species. Notably, after the cleavage of the glycosidic bond,
a covalent bond formed between the O1 atom of residue
Asp144 and the anomeric carbon C1′.

The formation of the covalent glycosyl-enzyme
intermediate is further confirmed by QM/MM MD
simulations. Before the cleavage of the glycosylic bond, the
proton of the residue Glu43 fluctuates between the N7
atom of the adenine base during the equilibration process
(Figure S10). After the cleavage of the glycosidic bond, the
proton has transferred to the N7 position and a covalent
bond forms between O1 atom of residue Asp144 and the
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anomeric carbon C1′ (refer to Figure S11). The free energy
barrier of the whole process is estimated to be 14.5
kcal/mol via well-tempered metadynamics simulations
(Figure 3),77-78which is close to the one shown in Figure 2b.
It is noteworthy that the collective variable used in the
well-tempered metadynamics simulation only involves the
distance between C1′ and N9 atoms. Therefore, the bond
formation between O1 atom of Asp144 and C1′ in the
product complex (PCM in Figure 3) supplies a strong
support for the formation of a covalent glycosyl-enzyme
intermediate.

Figure 4. The second displacement step. (a) Schematic of the
second displacement step, wherein two proton transfer
pathways are involved. (b) QM(B3LYP-D3/B2)/MM-
calculated energy profile (in kcal/mol). (c) QM(B3LYP-
D3/B2)/MM-optimized geometries of key intermediates.
Distances are given in Å.

1.3. Adenine base departure. To facilitate the
dissociation of the enzyme from the double-stranded DNA,
the covalent bond formed between the enzyme and the
sugar ring needs to be broken and a second displacement
reaction in which a water molecule acts as the nucleophile
to displace Asp144 is expected. Since Asp144 is bonded to
the 3′ side of the sugar ring, the water nucleophile can only
attack from the 5′ side and the deprotonated residue Glu43
becomes the only potential proton acceptor to activate the
water nucleophile. However, the cleaved adenine base
forms a stable H-bond with Glu43 (refer to Int2 species in

Figure 2, as well as Figure S12), which not only prevents
approach of water molecules but also impedes the ability
of Glu43 to be a proton acceptor. Therefore, departure of
the adenine base is expected to occur before the second
displacement. However, the excised adenine base was
found to be rather stable in 5 independent 100-ns classical
MD simulations, the distance between C1 and N9 atoms
maintaining a value of ca. 3.6 Å (Figure S13), due to the H-
bonds formed with vicinal residues Arg31, Glu43, and
Glu188 (Figure S9). Through umbrella sampling
simulations, the departure barrier of the nucleobase is
estimated to be ca. 10.0 kcal/mol (Figure S14), which is
comparable to the barrier of the first displacement step
(12.4 kcal/mol, shown in Figure 2). Notably, no excised
adenine base has been observed in any MutY crystal
structure. Therefore, we propose that the departure
process is free-energy decreasing and entropy-driven.
1.4. Second displacement. After departure of the

excised adenine base, several water molecules were
recruited to the 5′ face of the sugar ring in a 100-ns
classical MD simulation. As shown in the Int2′ species of
Figure 4c, a water molecule (Wn), residing ca. 3.1 Å above
the anomeric carbon in a representative snapshot of the
MD simulation trajectory, is appropriately located for
nucleophilic attack. Intriguingly, we find that the formation
of the C-O bond precedes significantly the removal of the
proton from the nucleophilic water in MutY, which is in
contrast with the case of UDG where they occur almost
simultaneously.31, 64, 90-91 As shown in Figure 4, the attack
sub-step (Int2′ → Int3) has a moderate barrier of 11.2
kcal/mol (TS3 in Figure 4b; refer to Figure S15 for the
QM/MM-obtained TS3 structure). Without activation the
Int3 intermediate lies 3.2 kcal/mol higher than the Int2′
species. Notably, the newly-formed C-O bond distance of
1.53 Å is slightly longer than its typical value of ca. 1.45 Å.
In common with the first displacement step, this process
mainly involves the movement of the sugar ring toward the
nucleophile (Figure S16). Subsequently, activation via
proton transfer to the O1 atom of the deprotonated
residue Glu43 reduces the energy of the complex and
completes the whole catalytic cycle. Our calculations show
that the deprotonation process is quite facile with a small
barrier of only 0.5 kcal/mol relative to the Int3 species
(TS4 in Figure 4b; refer to Figure S15 for its QM/MM-
obtained structure). Notably, upon deprotonation of the
added water molecule, the C-O bond distance decreases
from 1.53 Å to 1.43 Å (refer to Int3 and Int4 species in
Figure 3c), the bond becoming stronger. Besides, it is
noteworthy that the unactivated water molecule serving as
a nucleophile is consistent with the experimental fact that
methanol can be used as a nucleophile to detect the
stereochemistry of the anomeric carbon.18

1.5. Summary of the identified pathway. Overall, the
MutY-catalyzed adenine excision reaction is shown to be
triggered by the initial protonation of the adenine leaving
group and followed by two displacement steps
(summarized in Scheme 2). During the first displacement
step, negatively charged residue Asp144 acts as a
nucleophile to attack and then stabilize the oxocarbenium
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cation ion. The formation of a covalent glycosyl-enzyme
intermediate has been validated by both QM/MM
calculations and QM/MM MD simulations. After departure
of the adenine base, water molecules can be recruited to
attack the anomeric carbon from the 5′ side of the sugar
ring to displace Asp144, completing the whole catalytic
cycle. The neutral Glu43 has been regenerated by proton
transfer from the water nucleophile. Notably, the highest
barrier (12.4 kcal/mol, Int1 → TS2) of the whole catalytic
process is lower than the estimated barrier (ca. 19

kcal/mol) from experiments.92-94 Although we find that the
barrier is underestimated by B3LYP functional55-57
compared with M06-2X (Table S1 and Table S2),68 we
cannot rule out the possibility that either the recognition
of the OG:A mispair or the alignment of the substrate dA in
the active site is the true rate-limiting step, which is more
consistent with the experimental result that rapid
alignment with the catalytic residues correlates with fast
cleavage of the substrate analogue.95

Scheme 2. Proposed reactionmechanism for Mut-Y catalysed glycosyl bond cleavage in this study.

2. Necessity of the initial protonation step. Despite
the consensus that protonation of N7 position of the
adenine occurs prior to its excision,16-18, 21, 24-28 there is still
no direct evidence to show that this pre-protonation step
is necessary. We demonstrate this by a QM/MM calculation
where the protonated Glu43 group is removed from the
QM region during the first displacement process (refer to
Figure S17 for the QM region used). In such a case, the H-
bond between Glu43 and adenine is preserved, yet no
proton transfer occurs. It is found that without protonation
the barrier of the first displacement step increases from
12.4 kcal/mol to 22.2 kcal/mol (Figure S18). In addition,
the reaction becomes highly endothermic with a reaction
energy of 17.7 kcal/mol (Figure S18), in sharp contrast
with the case of the same reaction when adenine is pre-
protonated.
3. Possibility of the water-attack pathway. The role of

Asp144 as a nucleophile to attack the anomeric carbon of
the oxocarbenium cation makes MutY unique among DNA

glycosylases. Therefore, it is necessary to compare with the
canonical pathway, in which an activated water molecule
serves as the nucleophile. To investigate the possibility of a
competing water-attack pathway, a water molecule below
the sugar ring (W1 in Figure 5a) is chosen as the
nucleophile. Before it can attack, a strong H-bond formed
between Asp144 and Asn146 must be broken to allow
further approach of the water nucleophile toward the
anomeric carbon, which needs to surmount an energy
penalty of 7.0 kcal/mol (refer to Figure S19). Subsequently,
N-glycosidic bond cleavage concomitant with the
nucleophilic attack of the water molecule occurs with a
barrier of 25.5 kcal/mol and a reaction energy of -2.2
kcal/mol relative to the Int1 species, affording the final
products, an abasic site with inverted stereochemistry, and
a neutral adenine base (refer to Figure S19). The calculated
barrier is close to the result (23.5 kcal/mol) of Wetmore
and coworkers,27 yet significantly higher than the highest
barrier (12.4 kcal/mol) identified for the double-
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displacement mechanism. Moreover, the inverted
stereochemistry of the abasic site is inconsistent with the
experimental results of Woods et al.18, 30 Therefore, the

canonical water-attack pathway is supported neither
theoretically nor experimentally.

Figure 5. Roles of key residues near the active site and the protein environment. Illustrations of residues/groups included in the
corresponding QMS and QML regions are shown in (a), (b) and (c) for the initial PT, the first displacement, and the second
displacement reaction, respectively. Residues included in QMS region are shown in solid balls and sticks; residues included in QML

region are shown in transparent sticks. Notably, the region of (QMS + QML) is exactly the QM region of QM/MM calculations for the
corresponding reaction. Nonpolar hydrogen atoms are not shown for clarity. Variation of the reaction barrier and reaction energy
when residues included in the QML region are added into corresponding QMS cumulatively (from left to right) for the initial PT, the
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first displacement, and the second displacement reaction, are shown in (b), (d), and (f), respectively. Residues/groups with visible
catalytic effect are labeled in blue, while these with apparent anticatalytic effect are labeled in red.

4. Roles of key residues near the active site and the
protein environment. Having identified a putative
reaction pathway, we turn to the roles of key residues near
the active site as well as the protein environment. Residues
directly involved in each step were grouped into small QM
models, denoted QMS1, QMS2, and QMS3 for the initial PT,
first displacement and second displacement steps,
respectively. Calculations with these small QM models can
obtain the intrinsic energetic character of the reactions
without the influence of surrounding residues. The
residues/groups excluded from the small QM model yet
included in the QM region of the corresponding QM/MM
calculations (denoted as QML1, QML2, and QML3 for the PT,
first displacement and second displacement steps,
respectively) were considered as key residues near the
active site and their effects were investigated in detail.
Note that (QMS + QML) is the same as the QM region of the
corresponding QM/MM calculations. Calculation details
can be found in the computational methods section of the
supporting information.
For the initial protonation reaction, the small QM model

(QMS1) includes only the base and sugar ring of the dA
substrate and residue Glu43 (refer to Figure 5a and Figure
S4). Using the QMS1 model, the PT process is found to be
intrinsically unfavorable with a reaction barrier of 5.1
kcal/mol and a reaction energy of 13.2 kcal/mol (refer to
Figure 5b). QM scanning calculations confirm the
electronic energy of the PT process to be an increasing
function of the reaction coordinate (refer to Figure S20).
When the distance between the N7 atom of the adenine
base and the proton decreases to 1.06 Å, the energy of the
system has increased by 11.2 kcal/mol. This agreement
indicates that the result obtained by simple single-point
calculations with the small QM model is a good
approximation to the corresponding nonenzymatic
reaction, which is at least qualitatively correct if the
reaction route is not altered. Notably, the reaction barrier
decreases to -0.3 kcal/mol when all residues in QML1 are
included, namely Trp30, Arg31, Tyr126, Asp144, Asn146,
Glu188, the 3′ side phosphate group, and four water
molecules (refer to Figure 5a). Key residues driving this
process include Tyr126, Asp144, Glu188, the 3′ phosphate
group, and a water molecule W3 that forms an H-bond
with Glu43 (labeled in blue in Figure 5b). On the other
hand, the effect of residue Arg31 is found to be
anticatalytic (labeled in red in Figure 4b). The effects of
these residues/groups have been confirmed by the
individual results (refer to Figure S21), wherein they were
added to the QMS1 individually. It was suggested that
Tyr126 facilitates the PT process through stabilization of
the charge generated on Glu43,27 which should also apply
to the case of W3. Herein, the catalytic role of Tyr126 is
further demonstrated through two additional scannning
calculations (refer to Figure S20). When phenylalanine
(Phe) was added, the scanning energy profile was virtually
unchanged, yet the energies along the reaction coordinate

were significantly decreased upon addition of tyrosine
(Tyr). Intriguingly, we find that the effects of these
residues/groups can be attributed almost entirely to the
electrostatic effect of their atomic charges (refer to Figure
S21). When the effect of residues outside of the QML1

region is included the reaction occurs with a small barrier
of 1.1 kcal/mol.
Unsurprisingly, the negatively charged residue Asp144

is found to be a perfect nucleophile to the oxocarbenium.
Using the QMS2 model that includes only Asp144 and the
sugar ring and base of the dA substrate (refer to Figure 5c
and Figure S5), the reaction barrier and the reaction
energy of the first displacement reaction where Asp144
acts as a nucleophile to attack the anomeric carbon of the
oxocarbenium ion are calculated to be -6.8 kcal/mol and -
35.6 kcal/mol, respectively (refer to Figure 5d). Key
residues in QML2 region that further promotes the first
displacement reaction include Arg31, Tyr126, and the
phosphate group (labeled in blue in Figure 5d). However,
the effects of Glu43, Asn146, Glu188, and W1 water
molecule are found to be anticatalytic (labeled in red in
Figure 5d). Similarly, these effects can largely be attributed
to their atomic charge effects except for the residue
Tyr126, the effect of which comes from its interaction with
Glu43 as its effect becomes negligible when it is added
individually (refer to Figure S22). The collective effect of
residues included in QML2 not only raises the reaction
barrier to a positive value of 6.9 kcal/mol, but also
increases the reaction energy to -14.1 kcal/mol (refer to
the energetic values of W4 in Figure 5d). Residues outside
of QML2 region serve to further increase the barrier and
reaction energy to 12.4 kcal/mol and 3.0 kcal/mol,
respectively.
Through the calculations of the QMS3 model that

includes only Asp144, the sugar ring of dA, and the water
nucleophile (refer to Figure 5e and Figure S6), the second
displacement reaction is found to be intrinsically
unfeasible both kinetically and thermodynamically (Figure
5f). Key vicinal residues facilitating this reaction in the
QML3 region include Glu43, Asn146, as well as the two
water molecules W5 and W6 (labeled in blue in Figure 5f).
Conversely, the phosphate group is found to hinder the
reaction (labeled in red in Figure 5f). The roles of these
residues/groups are confirmed by the individual results
(shown in Figure S23). As before, their effects can be
mostly attributed to their atomic charges (refer to Figure
S23). The negatively charged residue Glu43 not only serves
as a general base for accepting protons, but also facilitates
the movement of the sugar ring toward the water
nucleophile through long-range attractive electrostatic
interactions. On the contrary, the 3′ phosphate group (PO4¯)
located on the other side of the sugar ring impedes its
movement and thus hinders the second displacement
reaction. Residue Asn146 stabilizes both the TS3 and Int3
species through an H-bond with Asp144, which becomes
stronger when Asp144 dissociates from the ribose ring
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(Figure S24). Intriguingly, the two water molecules (W5
and W6 shown in Figure 5e) not only form proton transfer
paths but also greatly facilitate the second displacement
reaction, which can be attributed to the dipole-dipole
interaction between these two organized water molecules
and groups included in the QMS3 model. Finally, in contrast
to the cases of the initial protonation reaction and the first
displacement reaction, residues outside of the QML3 region
are found to further facilitate the second displacement
reaction.

Figure 6. The internal electric field (IEF) at the active site of
MutY. The IEFs were calculated at the C1′ position using the
QM/MM-optimized structures of Int1 and Int2′ species. The
magnitude of the IEF projected along the O1 → C1′ direction
was calculated to be 61.6 MV/cm and 53.1 MV/cm for Int1
and Int2′, respectively.

Notably, the first displacement reaction of Asp144 as a
nucleophile is inherently much more favorable than the
second displacement reaction of an unactivated water
molecule as a nucleophile (refer to the energetic values of
QMS2 and QMS3 in Figure 5d and Figure 5f, respectively).
However, within the protein environment, the barrier of
the second displacement reaction becomes comparable to
that of the first. Therefore, the effect of protein
environment is different for these two displacement
reactions, which facilitates the second yet hinders the first.
An intriguing question is how the enzyme achieves this
function. In view of the crucial role of the IEF found
previously in our previous study of UDG,31 we calculated
the IEF at the position of the anomeric carbon in MutY.
Interestingly, the IEF was found to point to the 5′ side in
MutY (refer to Figure 6), which is opposite to the direction
of the IEF found in UDG.31 According to Coulomb’s law,
such an IEF will facilitate the movement of the
oxocarbenium cation toward the 5′ direction while
hindering its inverse movement toward the 3′ direction.
Recall that the main structural change in the first
displacement reaction is the movement of the
oxocarbenium ion to the negatively charged residue
Asp144 (3′ direction), while the second one mainly
involves its movement to the water nucleophile Wn (5′
direction). As such, the IEF promotes the second
displacement reaction while hindering the first one, which
is further confirmed by oriented external electric field
calculations (refer to Figure S25 and Figure S26).

Additionally, the presence of such an IEF also provides a
rational for the necessity of the initial protonation of the
adenine base. Without protonation the leaving base is
negatively charged, and so any motion in the 5′ direction
during the first displacement reaction would be impeded
by the IEF. Overall, the IEF acts as an important modulator
in MutY, impeding the easy step (the first displacement
reaction) while promoting the difficult step (the second
displacement reaction), coupling them together so that
both reactions can occur. The role of the IEF revealed in
MutY may have general implications on how
internal/external electric fields can be used to control
chemical reactions.96-110

Conclusion
In summary, our detailed computational study confirms

the formation of a covalent glycosyl-enzyme intermediate
during the base excision process of MutY, and thus
provides strong support for the double-displacement
reaction mechanism. Roles of key residues near the active
site and the protein environment have been discussed in
detail. Unsuprisingly, aspartic acid is found to be a quite
good nucleophile for oxocarbenium ion, yet a water
molecule is not, which is usually activated by a proton
acceptor in other DNA glycosylases, such as UDG.
Intriguingly, we find that a strong IEF, pointing toward 5′
direction at the active site of the enzyme, enables the
attack of an unactivated water nucleophile from the 5′ side
to complete the otherwise unfeasible, second displacement
reaction, at the expense of elevating the reaction energy of
the first one. Accordingly, we propose that the base
excision mechanism catalyzed by a strong preorganized
IEF also applies to the case of thymine DNA glycosylase
(TDG), in which there is no nearby proton accepter to
activate water molecules. Additionally, the relatively low
barriers of the steps involved in the excision process
indicates that either the recognition of OG:A mispair or the
alignment of the substrate in the active site of the enzyme
is more likely the rate-limiting step of the overall catalytic
cycle of MutY. These findings increase our understanding
of the strategies DNA glycosylases use to repair lesions and
how electric fields can be used to modulate chemical
reactions.
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