Challenges for ab initio molecular dynamics simulations of electrochemical interfaces
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Abstract

The modelling of electrochemical interfaces between a liquid electrolyte and an electrode from a quantum chemical perspective is typically done by performing ab initio molecular dynamics simulations. Thus the statistically nature of the electrolyte structure can be taken into account by performing the proper averages. However, in order to obtain reliable results for such electrochemical interfaces, the simulations should be performed for sufficiently large systems and sufficiently long times under potential control. These requirements lead to significant challenges for running such simulations which will be addressed in this contribution, together with possible approaches to address these challenges.
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I. INTRODUCTION

Processes at electrochemical interfaces play a critical role in electrochemical energy conversion and storage [1]. The study of such processes is thus not only interesting from a fundamental, but also from a technological point of view. However, the complexity of these interfaces causes severe problems as far as the reliable theoretical and numerical modelling of such processes is concerned [2]. Furthermore, the required appropriate consideration of the crucial electrochemical control parameter adds additional difficulties [3–7]. In principle, there is an obvious approach from an atomistic perspective, in particular if also reactions at such electrochemical interfaces should be described: First-principles electronic structure calculations need to be performed under potential control for a sufficiently large system faithfully representing the electrochemical interface, and the statistical nature of the liquid electrolyte should be properly taken into account by performing ab initio molecular dynamics (AIMD) simulations [8–17].

However, first of all the still considerable numerical effort associated with performing AIMD simulations prevents their routine systematic application. And second, there is still no generally accepted method in the field of computational electrochemistry to perform first-principles simulations under potential control. This also means that the field of the modelling of electrochemical interfaces has not fully matured yet. It is only fair to say that a thorough understanding of electrochemistry is also hindered by the very complex formulation of the concepts of electrochemistry routed historically in a more phenomenological approach, which for example has resulted in a confusing multitude of different potential definitions [18, 19]. However, this also means that it is still worthwhile to enter this exciting and important research field, as still important contributions can and need to be made.

In this Opinion, I will briefly sketch the challenges associated with performing ab initio molecular dynamics simulations of electrochemical interfaces, but also propose possible routes to overcome these challenges. Furthermore, I will also briefly review some important insights already gained from such simulations, but also address challenges in our current understanding of structures and processes in interfacial electrochemistry.
II. QUANTUM-CHEMICAL ASPECTS OF ELECTROCHEMICAL INTERFACES

Interfacial electrochemistry is concerned with structures and processes at the interface between an electron conductor, the electrode, and an ion conductor, the electrolyte [21]. At such an interface, an electric double layer (EDL) evolves [22]. From a continuum point of view, the properties of the EDL are rather similar to those of a p-n junction or a Schot-
tky diode, respectively, in semiconductor physics, depending on whether the electrode is semiconducting or metallic. At such interfaces, there is a charge rearrangement, which in semiconductor physics is driven by the fact that the Fermi energy needs to be uniform throughout the whole system. In principle, the same should also be true in electrochemistry.

It is also important to realize that the whole EDL needs to be charge-neutral because otherwise there would be electric fields acting on the charge carriers in both electrolyte and electrode leading to a charge rearrangement which eventually ensures the charge neutrality. Just recently it has become obvious that the particular structure of the EDL, for example with respect to the concentration of cations close to the electrode, can have a significant influence on electrocatalytic processes at this electrode [23–25].

A critical parameter characterizing electrochemical interfaces is the potential of zero charge (pzc). According to Trasatti [26], the pzc can be derived from the work function of the electrode without any adsorbates covered by an ion-free water film. Figure 1 shows the typical setup of an AIMD simulation used for the modelling of the interface between Pt(111) and an aqueous electrolyte [20]. In order to determine the work function, a vacuum region has been introduced, and the corresponding electrode potential is derived from the average work function, as is now the typical approach used in AIMD simulations of water/metal interfaces [8, 10–12]. The width of the fluctuations in the work function is mainly caused by the finite size of the unit cell used in the periodic calculations and can become significantly smaller for larger surface unit cells [8, 20]. For the sake of completeness note that there are also quantum chemical approaches, in which the electrode potential can be determined from bulk properties of the electrolyte [27].

In panel c of Fig. 1, the averaged electrostatic potential and its change with respect to the Pt(111)/vacuum interface is plotted. It becomes obvious that even under the pzc conditions, there are strong polarization effects at the Pt(111)/water interface which are in fact also associated with a significant charge rearrangement at this interface [13, 28]. The interaction of water with Pt(111) leads to a sizable charge transfer from the first water layers towards the Pt(111) surface. To faithfully capture these important effects requires the explicit consideration of the electronic systems through quantum chemical approaches.

The observation of the strong charge transfer at pzc conditions in principle also calls for a reinterpretation of the potential of zero charge. It is usually defined as the potential at which the electrode has no surface free charge [13]. However, quantum chemically there is
no unique definition of the surface charge. To determine any local charge from a quantum chemical calculation requires to integrate the charge density over a given volume which at the surface needs to correspond to a layer of a certain location and thickness. Yet, there is no criterium that would define such a surface layer. Hence in principle surface charge is an ill-defined quantity. Any quantity should be rather defined based on observables, and the definition of Trasatti [26] of the pzc rests on such an observable, namely the work function, and should therefore be preferred.

The definition of Trassatti also gives a simple recipe to set up a simulation cell for AIMD simulations at the pzc. However, it does not provide a recipe how the electrode potential can be changed. Note that the electrode potential corresponds to an intensive property of the system that needs to be uniform in electrochemical equilibrium. There have been numerous approaches to change the effective electrode potential in a computational setup of electrochemical interfaces. In the materials-oriented electronic structure theory, there has been a focus on rearranging the electron distribution. Electrodes are usually viewed as charged systems whose charge needs to be balanced by counter charges. Following the seminal work by Lozovoi et al. [3], several methods to allow for a change of the electrode potential through charging the electrode have been implemented [4–7, 29–31]. In these approaches, the focus was on the change of the charge of the electrode whereas the location of the necessary counter charge was dictated by numerical convinience, either as a homogeneous charge background of by some localized charge inside or outside of the electrolyte layer.

These approaches have certainly advanced the field. However, with respect to the charge distribution in the EDL, these methods almost entirely focused on the electronic distribution and on changing the charge the electrode, but neglected the specific structure of the EDL in the electrolyte. The counter charge has basically only been introduced in order to guarantee the charge neutrality of the periodic unit cell. However, at real electrochemical interfaces, charge neutrality is guaranteed by the presence of the EDL. Hence a proper representation of the EDL is key to a reliable modelling of electrochemical interfaces. As far as the equilibrium structure of metal electrodes under electrochemical conditions covered by small atoms such as hydrogen or halogens is concerned, the explicit consideration of the EDL does not appear to be crucial in order to obtain agreement with experiment [19, 32]. However, as mentioned above, there are systems in which the explicit presence of ions close to the electrochemical interface does matter [23, 24] so that they need to be explicitly taken into account in a
reliable modeling.

There is an approach to control the electrode potential in quantum chemical simulations which is based on the explicit presence of ions that was originally proposed by Skulason et al. [33]. Adding or removing hydrogen atoms or adding alkali or halogen atoms to the explicit water layer leads to the formation of ions in the liquid layer by transferring electrons to or from the Fermi level of the metal electrode [8, 10–12, 20]. The charge transfer alters the dipole moment at the electrolyte/electrode interface and consequently also its work function, thereby changing the electrode potential. In this approach, the charge neutrality of the electrochemical interface is preserved so that there is no need for any compensating charges which makes this approach very suitable for AIMD simulations [8, 10–12, 20]. The question remains whether the rather high ion concentrations in the electric double layer are realistic, but it is fair to say that there is still a limited knowledge of ion concentrations close to the electrode surface, as will also be discussed below.

III. TAKING THE LIQUID NATURE OF ELECTROLYTES APPROPRIATELY INTO ACCOUNT

As mentioned in the introduction, the presence of a liquid electrolyte poses severe challenges in the description of electrochemical interfaces as a proper modeling of liquids requires a statistical sampling over many different structures. In principle, there are two ways to perform these averages: either one first averages and then performs the simulations, or one first performs the simulations and then averages. The first approach is usually numerically less demanding. As far as liquid electrolytes are concerned, such an initial averaging leads to the implicit solvent model [34], i.e., the representation of the liquid as a polarizable dielectric continuum. Whereas implicit solvent models have been used intensively in solvation science for decades [35], such approaches have only recently been implemented into periodic DFT codes, but widely used since then [34, 36–38]. In principle, the implicit solvent approach is best-suited to reproduce the properties of liquids consisting of non-polar molecules [39]. Hence, their application to aqueous electrolytes requires special care due to the strong polar nature of the water molecule. And indeed, quantitative and even qualitative differences between implicit solvent and AIMD simulations can result, as for example found for the determination of adsorption energies of small molecules and radicals at water/metal
Hence, there is certainly a need for reliable benchmark studies of the properties of electrochemical interfaces. Yet, the large numerical effort associated with running AIMD simulations still prevents systematically performing benchmark studies. A possible solution might be the on-the-fly active learning on interatomic potentials [41], as recently demonstrated for the determination of hydration free energies at water-platinum interfaces [42]. For selected configurations, still first-principles electronic structure calculations need to be performed in order to monitor the electron distribution that is underlying particular structures, as an understanding of electrochemical interfaces is not complete without such an analysis.

IV. INSIGHTS GAINED FROM AB INITIO MOLECULAR DYNAMICS SIMULATIONS OF ELECTROCHEMICAL INTERFACES

I will now give some recent examples of ab initio molecular dynamics simulations of electrochemical interfaces that provided some conceptual advances. Note that this list is by no means exhaustive. Early first-principles electronic structure calculations addressing the structure of water-metal interfaces, in particular with respect to the close-packed (111) surfaces, where performed for ice-like bilayer structures [8, 43–45] which resemble the densest layer of ice Ih. In the first layer of this bilayer structure, the water molecules are bound to the top sites of the underlying metal surface through their oxygen atoms which resembles the adsorption of a water monomer [44]. For the second layer, two different configurations are possible, the so-called H-up and H-down structures. These two structures lead to work functions that differ by more than 2 eV which correspond to an electrode potential difference that is larger than the stability window of water of 1.23 V [28]. AIMD simulations of two water layers on several close-packed metal surfaces could demonstrated that the results of work function experiments for adsorbed water layers can only be reproduced if already the first layer assumes a disordered liquid-like structure [28]. However, the question remained whether there are some structural elements of such ice-like water bilayers that are still present at water/metal interfaces at room temperatures.

This particular question was addressed in detail by Le et al. [11, 46]. They introduced the notation of watA molecules that are located adjacent to the metal surface with their oxygen atom pointing to the surfaces and watB molecules with the opposite orientation. These
two kinds of configuration are illustrated in Fig. 2 using snapshots of AIMD simulations of water on Pt(111), Au(111), Pd(111) and Ag(111) [46], where the blue and red oxygen atoms represent watA and watB water molecules. They watA molecules correspond to strongly bound water molecules that are rather strongly located close to the metal top sites. However, as Fig. 2 demonstrates, at the more strongly interacting Pt(111) and Pd(111) surfaces the watA molecules are closer to the top sites than on the more weakly interacting Au(111) and Ag(111) surfaces.

Another AIMD study with potential control [10] showed that the coverage of the watA molecules depends on the electrode potential: at higher potential at which the electrode is more positively charged, the density of watA molecules increases as the negatively charged oxygen atoms bind more strongly. Le et al. [46] further differentiated between watB-down and watB-up molecules. Whereas watA and watB-down water molecules only form three hydrogen bonds on the average due to the interaction with the metal surface, the watB-up molecules are almost fully coordinated, i.e., they are already coordinated as the liquid bulk
FIG. 3. Distribution of the oxygen atoms according to AIMD simulations of six water layers in a (6 × 6) geometry with a run time of 40 ps of (A) a pure water film on clean Pt(111) and (B) a fully hydrogen-covered Pt(111) surface [10]. Reprinted from Ref. [8] under the Creative Commons Attribution License (CC BY).

Although the lateral position of watA molecules is rather restricted to the top sites, they constantly exchange their vertical position with the upper layers. This is illustrated in Fig. 3 where the distribution of selected water molecules along a 40 ps AIMD trajectory of six water layers in a (6 × 6) geometry are shown. On clean Pt(111), there are two watA molecules that stay the whole run time adsorbed to Pt(111), but all other watA molecules move between the water layers, even farther away into the bulk water layers. On the hydrogen-covered Pt(111) surface, which is the stable phase at low electrode potentials, watA molecules hardly exist, and if so, only for a very short time. In addition, the watB water molecules are further away from the metal surface compared to uncovered Pt(111). In both cases, the bulk water molecules constantly move back and forth with respect to their distance from the metal surface. This demonstrates the very dynamical nature of water molecules in liquid water at electrochemical interfaces.

Finally I will touch an important topic that has recently drawn a lot of attention, namely the role of solvated ions in the water layers close to the electrochemical electrolyte/electrode
interface. A recent experimental study of the CO$_2$ electroreduction reaction (CO2RR) on Cu, Au and Ag electrodes by Monteiro et al. [23] found that CO is only produced if metal cations such as Li$^+$, Na$^+$, K$^+$ or Cs$^+$ are added to the electrolyte. In the same paper, AIMD simulations were reported that had been performed in order to shed light on the role of cations in the CO$_2$ reduction. According to the simulations, the presence of partially desolvated metal cations stabilize the CO$_2$ intermediate mediated through a short-range electrostatic interaction, and this enables its reduction. Later, the results of the AIMD simulations were questioned [47] as apparently the observation of the CO$_2$ reduction required freezing the carbon atom of the CO$_2$ molecule. Due to this constraint, an activated bent CO$_2$ resulted in the presence of cations nearby which then dissociated [23]. Without such a constraint, the CO$_2$ molecule would just desorb from the surface [47]. It should be further noted that another study proposed that the main role of cations is to modify local electric fields, which suppresses hydrogen evolution while enhancing the CO2RR at the same time [48].

AIMD simulations are in principle not the appropriate tool to discover reaction mechanisms due to their limited run time, except for spontaneous events that are non-activated or hindered by very small barriers. Possible reaction mechanisms at electrochemical interfaces might be derived from a rational approach involving educated guesses. Furthermore, one has to take into account the liquid nature of the electrolyte along the reaction path which requires to calculate free energies instead of just total energies. These free energies can in fact be determined using constraint AIMD simulations, for example within the Blue Moon ensemble [49, 50].

The application of this technique with respect to the determination of the reaction mechanism and the corresponding barrier heights in the CO2RR and the competing hydrogen evolution reaction is shown in Fig. 4. In the presence of two K$^+$ cations at the water/Au(110) interface, the CO$_2$ reduction becomes facile with CO$_2$ activation being the rate-determining step hindered by a barrier of 0.67 eV. At the same time, the hydrogen evolution becomes hindered by a barrier of 1.27 eV in the rate-limiting Volmer step. Thus in principle the mechanism proposed by Monteiro et al. [23] is confirmed. However, one still has to take into account that the operation of this mechanism requires a rather high potassium concentration of more than 1M, whereas in the experiment the cation effect was shown to set in at mM cation concentrations. Certainly the cation concentration might be higher directly at
FIG. 4. Calculated free energy diagrams of the CO$_2$ reduction reaction and the competing hydrogen evolution reaction at the water/Au(110) in the presence of K cations using a (2 × 3) unit with in total 44 water molecules. The upper panel exhibits snapshots of the transition state configurations. In addition, the charge transfer to the key intermediates is shown in the inset. Reprinted from Ref. [51], with the permission of the American Chemical Society.

the electrolyte/electrode interface than in the bulk electrolyte due to non-specific adsorption, but our knowledge about cation concentrations directly at electrode surfaces is rather limited. Recently it had been argued based on ab initio molecular dynamics simulations that larger cations exhibit a higher tendency to approach electrode surfaces [25]. However, an increase by three orders of magnitude with respect to the bulk electrolyte concentration appears to be unlikely. An atomistic understanding of cation effects in electrocatalytic reactions certainly requires further research efforts.

V. CONCLUSIONS

A reliable description of structures and processes in interfacial electrochemistry on the atomistic level requires quantum chemical approaches which at the same time take the statistical nature of the electrolyte appropriately into account. Ab initio molecular simulations are in principle well-suited for this purpose, in particular as they can be performed under potential control and also allow to derive free energies. Still they are hampered by
their high computational demand which also prevents systematic studies for many different electrochemical conditions. Yet, there is certainly a need for benchmark studies based on reliable molecular dynamics simulations. They might be obtained by a combination of first-principles electronic structure calculations with intermediate simulation steps obtained using interatomic potentials that are obtained by on-the-fly active learning. Thus for example a better understanding of cation effects in electrocatalytic reactions might be obtained which are not fully understood yet.
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