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Abstract 
 
AI and ChatGPT technology have the potential to revolutionize the education sector, and this study 
aimed to evaluate if prompt formats, response consistency, and reliability of ChatGPT responses could 
help colleges make the most of this technology. The results of this study can guide future AI and 
ChatGPT implementations and ensure they are used to their fullest potential. The data does not 
demonstrate a statistically significant difference between multiple-choice and free response prompt 
formats. Neither format achieved scores higher than 37%, and testing different locations did not 
improve scores. Interestingly, ChatGPT's free version provides accurate responses to discipline-specific 
questions that contain information from unrelated topics, improving its accuracy over the free response 
questions. However, it's important to remember that while ChatGPT can identify the correct answer 
within a given context, it may not be able to tell if the answer it chooses is correct computationally or 
through analysis. 
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Introduction 
 
Artificial Intelligence (AI) has been at the center of conversations as a disruptor for many industries 1. 
Within the context of education, AI as Natural Language Processing (NLP) Models have been proposed 
as tools to generate instructional materials, assessment grading, assistance answering questions, and 
providing feedback to learners 2–5. Prevalent discussion has focused on ChatGPT, an NLP Model 
generated by Open AI based on Generative Pre-trained Transformer (GTP) trained by textual data from 

the internet 2,3,6. As part of the design, ChatGPT mimics natural human language engaging in 
conversation simulating human interaction 2. 
 
Applications of AI related to education and learner engagement is not new. Intelligent Tutoring Systems 
(ITS) describe computers that integrate AI into tutoring practices that know the material, the learner, 
and how to teach the material 1. Moreover, ITS has also been described as an early-alert system and 
showing no significant difference between the system and human interventions 7. Wang et al. (2023a) 
reviewed the literature highlighting implementation of ITS in most educational contexts. Additionally, 
they described how it has supported disciplines in STEM, history, and economics. Furthermore, 
Cognitive Tutors were identified as the primary use of the technology and that 65% of studies reported a 
positive effect on learning performance. 
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Different applications in the educational context have been proposed related to the use of AI  7,8. Among 
the recent is the use of ChatGPT as a personalized learning tool. Because of its ability to answer 
questions and provide feedback, the AI has been proposed to generate personalized study plans and 
instructional materials to support learners needs 3,7. Moreover, due to the conversational nature of the 
interaction, learner engagement may be achieved by supporting learning as part of social presence 2,9. 
Although the potential of the tool has been discussed, the literature underlines limitations related with 

the tool and the need to review query results for accuracy and appropriateness of language 3,6. 
 
While the potential of ChatGPT has been described, the application of the tool in specific contexts is 
limited. We were interested in exploring the as a potential support tool for learners within the context 
of introductory chemistry. As the access and the use of ChatGPT increases, we engaged with the AI to 
study the outputs that potential learners would encounter. We aimed to determine the efficacy of 
ChatGPT to correctly answer questions a learner would use, and to elucidate how the AI was processing 
potential prompts.    

 

Methodology 
 
To test the efficacy of ChatGPT in correctly answering prompts from a college-level introductory 
chemistry course. We assumed learners would base their study practices on instructor-provided guided 
questions, traditionally presented as multiple-choice or as free response prompts. Because the 

responses generated by ChatGPT will be dependent on the way the AI was trained 6, we chose to use 
both forms of prompts to determine if there were patterns or preferences related to prompt formatting.  
 
Prompts were queried by two different users, at two different physical locations. Each prompt was 
randomized for users. Users attempted 10 trials for each prompt format, totaling 20 trials. Trials 
consisted of 27 questions related to introductory chemistry cumulative final exam. After each trial, the 

prompt window was cleared to prevent the previous information being used 6. Responses were 
collected and evaluated based on the output by ChatGPT. Responses from statement prompts were 
reviewed and determined by the user to be accurate of inaccurate.  
 
After collecting data from the two prompt formats, we wanted to determine if the multiple-choice 
selection was random. Each of the 27 question prompts in multiple-choice format were modified to 
include the correct answer and distractors. Distractors were presented as options not related to 
chemistry. Once again, the responses were collected and evaluated as accurate or inaccurate.  
 
We further explored the use of distractors to understand if the AI was answering the prompts based on 
understanding or using written language-based contextual cues. As described by 3 the AI has been pre-
trained using data that allows ChatGPT to understand context of prompts and generate coherent 
responses. We used the multiple-choice question format with distractors and an option within the 
context of chemistry but incorrectly related to the prompt. Responses were collected and evaluated for 
accuracy. 

 

Results and Discussion 
 
The Introductory Chemistry course prepares learners with the fundamental knowledge and abilities 

needed to excel in the first semester of General Chemistry 1. This course includes the essential 



 

 

components of modern chemistry, such as measurements, chemical bonds, chemical equations, 

quantitative relationships, the concentration of solutions, and the system for naming compounds. The 

primary goal of this study was to investigate if ChatGPT's free original version is beneficial to learners 

studying for their final cumulative exam. The experiment began by shortlisting the commonly used 

assessment methods and testing ChatGPT's ability to answer Introductory chemistry questions from the 

sample exam. In the past, instructors have used free response and multiple-choice questions for this 

course 10–13. As a testing strategy, free response questions provide less strain for learners, providing a 

chance to give more detailed answers. At the same time, they can be time-consuming, and learners 

produce unnecessary information. On the other hand, multiple-choice questions have advantages, such 

as being quick and easy to complete, having the potential to include more questions in a survey, being 

technology friendly, and not including irrelevant data 14. Additionally, the data obtained from multiple-

choice questions are easier to analyze and interpret. However, this type of question does limit 

respondents in their answers. So, we were interested to determine if ChatGPT’s had any preference 

toward either free response or multiple-choice questions when used as a studying tool. In addition, we 

wanted to ascertain if there was any bias in the location from which people accessed ChatGPT, given 

that it is an online tool. It is also essential to recognize that the ChatGPT employs a probabilistic 

approach to comprehend the user's input and generate a response that is likely to be accurate based on 

the data it has been trained on. As such, the responses may not be identical each time. 

 

I. Multiple choice vs. free response prompts: Is there a statistically significant difference? 
 

As an NLP, the free version of ChatGPT is designed to generate meaningful language responses to a 

given prompt 15,16. We examined the ability of GPT to recognize the prompt in a free response question 

and the influence of supplemental, multiple-choice prompts in the context of an introductory chemistry 

course. We are aware that ChatGPT would struggle to answer chemistry-based questions since it is a 

language-based model and chemistry involves structural features, formulas, and mathematical aspects 

of a chemical reaction that cannot be conveyed through language alone 17,18. Nevertheless, it is also 

imperative for learners to know whether this tool could be utilized despite drawbacks in a fully AI-driven 

learning environment. To this end, we applied a paired t-test to determine if there was a statistically 

significant difference in the mean scores between the two formats, namely multiple-choice questions, 

and free responses. The use of the paired t-test is justified because the two test formats were randomly 

assigned and administered at two different locations simultaneously, with each test containing the same 

set of 27 questions and administered ten times 19–21. The average score of each test was used for further 

analysis. 

On multiple occasions, ChatGPT gave varied answers regardless of the query's structure. For instance, 

when administered the question, "how many core electrons does potassium have?" ChatGPT responded 

with 8, 19, 18, 20, 10, and 4. While the correct being 18, it could be confusing for someone inquiring 

about the same topic multiple times from ChatGPT (Figure 1). 

 

The hypotheses are stated in terms of the mean of the difference where,  

μd = mean difference in scores (FR – MCQ): 



 

 

Ho: μd = 0 (the differences are centered at '0') 

Ha: μd  ≠ 0 (the differences are NOT centered is at '0') 

 

t = 
∑𝑑

√𝑛(∑𝑑2)−(∑𝑑)
2

𝑛−1

     Where d is the sum of differences 

 

 

 

 

 

 



 

 

 
Figure 1. A sample of multiple-choice and free-response question administered to ChatGPT, along with 
its response. 

To our surprise, the mean scores on tests were far lower than the required passing grade of 70%, 
ranging from 15-37% (Table 1). The t-test statistic of 1.59 was lower than the t-table 2.262 with 9 
degrees of freedom, and a p-value of 0.145 was more than the significance level of 0.05. Even though 
the multiple-choice question tests had a slightly better score of 37% on three tests, it is not enough to 
reject the null hypothesis and prove that ChatGPT's accuracy is improved when given additional 
multiple-choice prompts. 
 

Table 1 Summary statistics of the final introductory chemistry exam administered using MCQ and FR 
modalities. 

 FR MCQ 

Mean 0.2259 0.2667 

Median 0.2222 0.2593 

Variance 0.0026 0.0063 

Standard Deviation 0.0508 0.0796 

Minimum 0.1481 0.1481 

Maximum 0.2963 0.3704 

Count 10 10 

 
 

II. Exploring the impact of multiple test locations 
 

We used a paired t-test to determine if there was a statistically significant difference in the mean scores 

between the two physical locations. This method was chosen because the two tests were randomly 

assigned and administered simultaneously, containing the same 27 questions, and repeated ten times. 

The average score of each test was then calculated and used for further analysis. 

 

Once again, the average scores on the tests were much less than the passing grade of 70%, varying from 

18-36% (Table 2). The t-test statistic of 1.998 was lower than the t-table 2.262 with 9 degrees of 

freedom, and a p-value of 0.077 was more than the significance level of 0.05. Although the tests 

administered in Location 1 had a slightly higher success rate of 37% on three tests, it was not enough to 

reject the null hypothesis and demonstrate that ChatGPT's accuracy had improved when given in that 

location. 

 



 

 

 

 

 

Table 2. Summary statistics of the final introductory chemistry exam administered concurrently at two 
different locations. 

 Location 1 Location 2 

Mean 0.2704 0.2222 

Median 0.2593 0.2222 

Variance 0.0061 0.0024 

Standard Deviation 0.0782 0.0494 

Minimum 0.1852 0.1481 

Maximum 0.3704 0.2963 

Count 10 10 

 

III. Exploring the effects of different formats on every Question: A closer look 
 
Earlier attempts examined the mean score of 27 questions on a test. To delve deeper, we utilized the 

McNemar test, a non-parametric statistical method, to compare the results of multiple-choice questions 

and free response for each question/prompt 22–25. This test is suitable for two groups with dichotomous 

outcomes, like pass or fail, right or wrong, or 0 or 1. This is like the paired-samples t-test, but the 

dependent variable is binary instead of continuous. In other words, McNemar's test is suitable for 

analyzing data from a randomly chosen sample of matched pairs, the data can be arranged in a 2 X 2 

contingency table, and the frequencies in the four cells are sufficiently large (Table 3). 

 

Table 3 McNemar’s 2x2 contingency table. 

  MCQ-Pass MCQ-Fail Totals 

FR-Pass a b n1 = a + b 

FR-Fail c d n2 = c + d 

Totals m1 = a+c m2 = b+d n1+n2 = m1+m2 

 Where a, b, c, and d are the frequencies 

 

The standard McNemar’s test statistic is given by the equation 1.  

𝜅2   =  
(|𝑏−𝑐|−1)2

𝑏+𝑐
             Eq. 1 

 

If the chi-squared statistic is less than the critical value of 3.84, then there is insufficient evidence to 

reject the null hypothesis (Ho) of McNemar's test. Although most questions tested showed no significant 



 

 

difference between multiple-choice questions and free responses, two of the 27 questions 

demonstrated a preference for MCQ, as indicated by a chi-squared value greater than 3.84. (Figure 2) 

 

 
Figure 2. McNemar's analysis of two questions that showed preference for multiple-choice questions 
(MCQs) over free-response questions (FR). 

 

Furthermore, we were surprised to discover that, despite its statistical nature, ChatGPT answered eight 
questions incorrectly and got two questions (Figure 3) right consistently, regardless of their format. 

 
Figure 3. The questions that were answered correctly regardless of the method of communication. 

 

IV. Examining the role of distractors: 
 
So far, our research has revealed that ChatGPT was unable to pass an introductory chemistry course 
final cumulative exam that included both multiple-choice and free response questions. To analyze its 



 

 

ability to comprehend context, we gave it multiple-choice questions with implausible and distinct 
alternatives 26–29 to see if ChatGPT’s original free version could tell the difference between chemistry 
and history. We started by selecting a question for which ChatGPT provided the correct response. In the 
initial trial, we presented it with four options from history not related to chemistry, but the fifth option 
was a correct answer from chemistry. Not surprisingly, it selected the correct answer from chemistry. 
Subsequently, we gave it the same four choices from history, but this time we gave it an incorrect 
response from chemistry. Surprisingly, it chose the wrong answer from chemistry, skipping all history 
options. It is noteworthy that ChatGPT had previously provided the correct answer to this question 
without any prompting in a free response as well as multiple-choice format (Figure 4). 

 

 
Figure 4. Distractors from different fields of study. 

We noticed a similar trend in numerical problems. When distractors and the correct answer were from 
the same field, ChatGPT identified the correct answer; when the distractors belonged to a different field, 
it could still pick the right answer (Figure 5A and 5B). However, when the distractors originated from a 
different discipline with an incorrect response from the same discipline, it was unable to figure out the 
correct answer (Figure 5D). Interestingly, in free response format questions, where there were no 
distractors, it was able to provide a correct answer, but it also added "C" as if it was attempting a 
multiple-choice question format (Figure 5C). Considering these findings, it appears that ChatGPT favors 
context-based responses to queries over the answers based on computations, even when the prompt is 
incorrect. 
 



 

 

 
Figure 5. Role of distractors. A. Distractors and correct answer from the same field of study. B. 
Distractors and the correct answer from the different fields of study. C. Free response question. D. 
Distractors and the incorrect answer from the different field of study.   

Conclusion 
 

AI and ChatGPT have the potential to change how industries will conduct business in the coming years. 
While various opportunities have been described as areas of implementation, the efficacy of these tools 
has not been validated in all disciplines and contexts. Our goal in this study was to determine the 
efficacy of ChatGPT to correctly answer questions a learner would use, and to elucidate how the AI was 
processing potential prompts. Specifically, we were interested in determining if ChatGPT would have 
preference in prompt formatting; if there was dependability in the responses provided, and the 
reliability of the responses provided by the prompts, within the context of a college-level introductory 
Chemistry course. 
 
Overall, our data does not show a statistical significance in the reliability of multiple-choice or free 
response prompt formatting. While there was a slight improvement in the effectiveness in correct 
responses in the multiple-choice format, both prompt formats were not able to achieve a score higher 
than 37%. Moreover, testing different locations did not show any improvement in scores. Thus, it can be 
inferred that learners using this tool to support their studying practice will not only obtain incorrect 
responses to their queries most of the time, but that individual learners will obtain different responses 
each time.  
 
When examining the role of context in the responses provided, we were able to determine that ChatGPT 
can determine the correct response to discipline specific questions when presented with distractors 
from other subjects. These findings can be related to the improvement in correct responses associated 
with multiple-choice format compared to free responses. The presence of restraining options in the 
multiple-choice format could provide guardrails for the AI to determine which response in the options is 
correct based on context from the prompt. However, it is important to note that while ChatGPT can 
distinguish within a context and choose the correct answer, it cannot determine if the answer it chooses 
is correct or not based on computational or analysis of the information. Learners prompting the system 
to verify if an answer is correct, may receive incorrect confirmation resembling a false-positive. 
 



 

 

As AI technology becomes ubiquitous, it will have a major impact on current practices. Likewise, there is 
the possibility of this technology to serve as a framework to develop tools to provide support for 
learners. Potential implications may lead to the development of chatbots that could exploit the benefits 
of NPL and have conversations with learners looking for support or even tutoring. While we are 
optimistic about the potential implementation in education, we have identified areas of inconsistencies 
in the responses the tool provided at the time of this study. Further development and training in 
specialized areas will provide the AI with guidance to enhance the analysis and provide more accurate 
responses. However, the version used for this study needs support itself.  
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