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Abstract 
Curtin-Hammett principle works in a reaction sequence where slow irreversible reactions are connected to a fast reversible reaction and 
determines the product distribution depending only on the relative energy barriers of the two irreversible reactions, resulting in kinetic pathway 
selection. A basic question is whether Curtin-Hammett principle is applicable to reaction networks composed of reversible elementary reactions, 
though reversible reactions are generally governed by the laws of thermodynamics. Numerical simulations of model systems where reversible 
elementary reactions are connected linearly to an initial reversible reaction demonstrate that a metastable state far from equilibrium is transiently 
produced and that its lifetime is prolonged with increasing the number of connected reversible reactions. Pathway selection based on this extended 
concept of Curtin-Hammett principle was observed in molecular self-assembly of a Pd6L4 truncated tetrahedron, which supports the idea that the 
extended Curtin-Hammett principle is a key general concept underlining kinetic control in reversible reaction networks. 

Introduction 
Chemical reaction network is the key concept in the origin of functions 
in living systems, such as regulation1-3, amplification4,5, oscillation6-10, 
transduction11-13, signaling14-17, photosynthesis18-21, and metabolism22-

28. Although kinetics of the elementary reactions in the network are 
very simple, unexpected results like emergence are sometimes 
observed due to mutual correlation among the reactions. Such 
emergent behaviors have been analyzed and understood by 
mathematical models,29-33 which enable us to abstract universality in 
similar and related phenomena.34-36 Most of above-mentioned 
systems are composed of irreversible reactions, so the direction of 
each elementary reaction is basically determined. In contrast, it is 
generally considered that reversible chemical reactions finally reach 
thermodynamic equilibrium, so the kinetics in reaction networks 
composed of reversible elementary reactions have been 
underestimated. However, such reversible reaction networks 
sometimes lead to metastable, kinetic states as seen in protein 
folding37,38 and self-assembly39-41. Most of these metastable states are 
kinetic traps with relatively high kinetic stability and should be 
selectively produced by pathway selection in the reaction network. 
Reaction networks composed of reversible elementary reactions are 
highly adaptive because even the direction of each elementary 
reaction is affected by other reversible elementary reactions, which is 
different from irreversible reaction networks. So, understanding of 
kinetic behavior of reversible reaction networks is complicated and the 
general principle of pathway selection in reversible reaction networks 
has not been established yet. 
   The well-known Curtin-Hammett (C-H) principle42-46 is a good 
starting point to consider how the reaction proceeds kinetically in the 
network containing reversible reaction(s). The simplest reaction 
network model considered in the C-H principle is shown in Fig. 1, 
where slow irreversible reactions (A 

!!"!⎯#  C and B 
!#$!⎯#  D) are 

connected to a fast reversible reaction (A ⇄ B). The ratio of the final 
products (C and D) is not solely determined by the relative proportions 

of substrates (A and B), KAB ≡ kAB/kBA, yet controlled by the difference 
in the energy barriers of the two irreversible reactions (kAC and kBD). 
This means that the fate of the reaction is dictated in a kinetically 
controlled manner. A question arises here: Is there a pathway 
selection principle like the C-H principle for reaction networks 
composed of reversible reactions? 

 
Figure 1. The simplest case of Curtin-Hammett principle. (a) A reaction 
network consisting of one reversible reaction (A ⇄ B) with two irreversible 
reactions (B → D and A → C). (b) A schematic energy diagram with the 
corresponding reaction rate constants in the reaction network model 
shown in (a). (c) The time evolution of existence ratios of the substrates (A 
and B) and the products (C and D) obtained by simulation with the initial 
concentrations given as those in equilibrium between the substrates A and 
B. Blue and red dashed lines indicate the product ratios in the Curtin-
Hammett limit of the global reaction, where the product ratio ([C]/[D]) after 
the convergence is calculated as [C]/[D] = (kAB × kBD)/(kAC × kBA) = (10–1.5 
min–1 × 100.3 min–1)/(100.5 min–1 × 10–2.5 min–1) = 100.8 = 6.3. 
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Here we show that the C-H principle can be extended in reaction 
networks composed of reversible reactions by numerical simulations 
with simple mathematical models. It was also found that (i) a transient 
kinetic state is generated even in the network whose elementary 
reactions are all reversible, and (ii) the lifetime of the transient state 
far from equilibrium is prolonged by increasing the number of 
connected reversible reactions. Then, we found that extended C-H 
principle is practically working in the essential part of pathway 
selection in the self-assembly of an M6L4 coordination cage composed 
of metal ion M and tritopic ligand L by the emergence of quasi-
irreversibility in the network. 

Results and Discussion 
Appearance of pathway selection behavior in simple reaction 
networks consisting of reversible elementary reactions 
Starting from the simplest C-H system shown in Fig. 1, three cases of 
reaction network models were established (Fig. 2). In these models, 
all the elementary reactions are treated as first-order for simplicity of 
discussion. In all the numerical simulations the time evolution was 

traced with the so-called Gillespie algorithm based on the chemical 
master equation47-50 (see more detail in the Supporting Information).  

Case 1: In case 1 (Fig. 2a), the irreversible A 
!!"#$ C reaction is as fast 

as A 
!!##⎯$ B in the reversible reaction (A ⇄	B), kAC = kAB, while kAC < 

kAB in the original C-H model in Fig. 1. It was found that lowering the 
energy barriers of the irreversible reactions makes very little change 
of the global C-H behavior (Figs. 1c and 2a); Less stable C is 
produced over D in a similar yield of the original C-H case (blue broken 
line in Fig. 2a). This indicates that the C-H principle is valid even when 
the energy barriers between A and B are similar to that of A → C (kAC 
≃ kAB and kBA). In other words, the irreversibility of the connected 
reactions (A → C and B → D) is the key of the C-H principle. 

Case 2: Next, all the reactions in Case 1 are set to be reversible with 
the rate constants for the backward reactions, kCA = 10–1.5 min–1 and 
kDB = 10–2.5 min–1. Note that for both A ⇄ C and B ⇄ D reactions the 
backward rate constants are given as 100 times lower than those for 

 
Figure 2. Mathematical models to verify extended concept of Curtin-Hammett (C-H) principle working in reaction networks consisting of reversible 
elementary reactions. (a) Check of the validity range of the C-H principle. The difference from the original C-H system in Fig. 1 is that the energy barrier of 
A → C is the same as that of A → B (kAC = kAB). (b) All the three elementary reactions are made reversible. A kinetic state is found to hold with a finite 
lifetime (a cyan rectangle). The product ratio [C]/[D] in equilibrium is calculated to be [C]/[D] = (kAC × kBA × kDB)/(kBD × kAB × kCA) = 10(0.5+0.3–2.5) –(–0.5+0.5–

1.5) = 0.63. The transient kinetic state generated by the extended C-H principle is indicated by a cyan rectangle. (c) A reaction network composed of five 
reversible reactions where two reversible reactions (C ⇄	E and D ⇄	F) are connected to C and D in Case 2. Pathway selection to generate a transient 
kinetic state is realized. Lifetime of the kinetic state shown by a cyan rectangle is prolonged by increasing the number of the reversible reactions, with 
keeping a product ratio ([E]/[F]) calculated from the C-H principle. Blue and red broken lines indicate the existence ratios of the final products ([C] and [D] 
in Case 2, [E] and [F] in Case 3) in the reaction networks where the elementary reactions except A ⇄	B are irreversible (kCA = kDB = kEC = kFD = 0). 
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the forward ones (Fig. 2b). When the system finally reaches the 
thermodynamic equilibrium, D should be produced more than C 
because the thermodynamic stability of D is higher than that of C. In 
numerical simulation, the system reaches the equilibrium state in 
about 10 h with [D]>[C]. What is interesting is that the situation of 
[C]>[D] is transiently generated and the ratio of [C]/[D] is similar to that 
under the C-H condition (cyan-colored region in Fig. 2b). This result 
indicates that the C-H principle works even in a simple reaction 
network consisting of reversible elementary reactions to generate a 
transient kinetic state before reaching the global equilibration.  

Case 3: Encouraged by the result in Case 2, we wonder if the 
transiently produced kinetic state governed by the C-H principle can 
be prolonged by connecting reversible reactions in both terminals in 

Case 2 (Fig. 2c). Two reversible reactions, C ⇄	E and D ⇄	F, whose 
rate constants are the same as that of A ⇄	C, are connected to C and 
D to make a reaction network composed of five reversible reactions. 
A striking feature found by this manipulation is significant extension of 
the transient kinetic state lifetime (for about 1.5 days!).  
  These results indicate that pathway selection to lead to a 
metastable, kinetic state is realized even in the reaction network 
where the elementary reactions are all reversible by the extended 
Curtin-Hammett principle and that the lifetime of such a transient 
kinetic state is prolonged by increasing the number of reversible 
elementary reactions. It should be noted that the transient kinetic state 
is generated due to emergence of the quasi-irreversibility of 
reaction(s) not to high kinetic stability of the metastable state. 

 
Figure 3. Self-assembly of a [Pd614]12+ truncated tetrahedron (TT) from cis-protected Pd(II) complex and tritopic ligand 1. (a) A schematic representation of 
the self-assembly of a [Pd614]12+ TT. Py* indicates 3-chloropyridine. (b) A reaction network model established for the numerical analysis, where total 56 
species and their total 249 elementary reactions are considered. Red lines indicate elementary reactions. (c) Two self-assembly pathways to the [Pd614]12+ 
TT with different sequence of three intramolecular steps. Path I with blue arrows indicates a square → triangle → triangle sequence to form the [Pd614]12+ 
TT, while path II with red arrows indicates that the [Pd614]12+ TT is formed via a triangle → triangle → triangle sequence. (a,b,c) indicates [Pda1bPy*c]2a+.
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Pathway selection in molecular self-assembly of Pd6L4 cage 
To see whether the pathway selection by the extended C-H principle 
is achieved in a more realistic system, the self-assembly process of a 
[Pd614]12+ truncated tetrahedron (TT)51 was analyzed. For this system, 
the possible self-assembly pathways can be classified into the 
following typical two groups based on the sequence of two kinds of 
cyclizations, i.e., triangle and square formations (Fig. 3c): (path I) 
square → triangle → triangle, and (path II) triangle → triangle → 
triangle, so the self-assembly of the [Pd614]12+ TT is an appropriate 
system to discuss the pathway selection, though the final product is 
the same unlike the model systems in Fig. 2  

The self-assembly of the [Pd614]12+ TT was carried out by mixing 
cis-protected Pd(II) complex [PdPy*2]2+ (Pd: Pd(TMEDA), Py*: 3-
chloropyridine) and tritopic ligand 1.61 The time-course of the 
substrates ([PdPy*2]2+ and 1) and the products ([Pd614]12+ and Py*) 
were monitored by 1H NMR spectroscopy and the information about 
the intermediates derived from average composition of all 

intermediates, n-k values, were also obtained by QASAP (quantitative 
analysis of self-assembly process52-57,60-63) (Fig. 4a and b). The 
species in the self-assembly can be generally expressed as 
[Pda1bPy*c]2a+, where a-c indicate the number of components. 
[Pda1bPy*c]2a+ is denoted as (a,b,c) for simplicity. Average composition 
of all intermediates at time t, which can be obtained by experiment, is 
indicated as [Pd〈a〉1〈b〉Py*〈c〉]t. The intermediates are identified by two 
parameters, n and k, which are defined as n = (2a – c)/b and k = a/b. 
The n value indicates the average number of Pd bound in a single 
tritopic ligand 1. The k value indicates the ratio of Pd against 1.  

The experimental data thus obtained were numerically analyzed 
by NASAP (numerical analysis of self-assembly process)58-63. A 
reaction network model shown in Fig. 3b was established and the 
search of the reaction rate constants, which are classified into 7 types 
shown in Fig. 4c, in the network giving good fittings of the numerical 
results to the experimental counterparts (Fig. 4a and b).  

 

 
Figure 4. Quantitative analysis of the self-assembly process of the [Pd614]12+ truncated tetrahedron (TT). (a) Existence ratios of the substrates and products 
with time. (b) Changes in the ⟨n⟩ and ⟨k⟩ values with time. The definition of the n and k values is indicated in the main text. (c) 7 types of elementary reactions 
classified in NASAP and their rate constants determined by numerical fitting to the experimental data in (a) and (b). (d) Dominant self-assembly pathways 
determined by numerical simulation with the fixed rate constants. The major self-assembly pathways are indicated by red arrows.  
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Figure 5. Reaction pathways through triangle and square formations to the [Pd614]12+ truncated tetrahedron (TT). (a) A summary of the pathway selection 
in the self-assembly by the extended C-H principle. Reactions in a gray area correspond to a reversible reaction A ⇄ B in the model reaction networks in 
Fig. 2b and c, while (5,4,1)-A ⇄ (5,4,0) + Py* and (5,4,1)-B ⇄ (5,4,0) + Py* correspond to quasi-irreversible reactions A ⇄ C and B ⇄ D, respectively. 
(b)–(k) Net frequency and forward and backward reaction rates of the elementary reactions in (a). Alphabetic letters in the reaction arrows in (a) correspond 
to (b)–(k). Positive values indicate that the reaction proceeds in the blue arrow direction. Switching the direction of the reaction is emphasized by red and 
blue filled areas in (h) and (i). The reaction rate is the quantity defined in the Gillespie algorithm and directly related to the occurrence probabilities for the 
corresponding elementary reactions. The unit of the reaction rate is [min–1 × (number of molecules)] for both the first- (intramolecular) and the second-
order (intermolecular) reactions. The time interval for counting the reaction frequency is increased as time proceed, to avoid the tiny fluctuations counted in 
shorter time intervals making the reaction directionality get blur.  

In what follows, upon seeking of the extended concept of the C-H 
principle working in the self-assembly process of the [Pd614]12+ TT, we 
elucidate (1) the main self-assembly pathway and (2) the dominant 
factors for the pathway selection focusing on the cyclization sequence 
(path I or II). 

Main self-assembly pathway 
The main self-assembly pathway linking the substrates and the 
[Pd614]12+ TT, (6,4,0), was determined based on the reaction frequency 
analysis. The time evolution of the numbers (concentrations) of the 
species sometimes leads us to incorrect judgment of the species 
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rapidly converting to the next ones being considered as intermediate 
not participating in the major assembly pathways. The number of 
occurrences for each elementary reaction during the focused time 
region, that is, reaction frequency, is an appropriate parameter to find 
the major self-assembly pathways.60 As the elementary reactions in 
the self-assembly are reversible, the direction of the reaction flow is 
determined by the difference between frequencies of the forward and 
the backward reactions (we call it the “net reaction frequency”). The 
main self-assembly pathway(s) can be found by connecting the 
elementary reactions with the high net reaction frequency (Table S1) 
from the product (the [Pd614]12+ TT) to the substrates (1 and 
[PdPy*2]2+). The main reaction pathway thus obtained (Fig. 4d) 
indicates that the self-assembly of the [Pd614]12+ TT proceeds mainly 
through path I (square-triangle-triangle sequence).  

Extended Curtin-Hammett principle in molecular self-
assembly 
The pathway selection in the molecular self-assembly can be 
interpreted by the extended C-H principle. Homology in pathway 
selection by the extended C-H principle was found between the model 
reaction networks (Fig. 2b and c) and the self-assembly of the 
[Pd614]12+ TT (Fig. 5a). In the model reaction networks, the major 
pathway is determined by the quasi-irreversibility of A ⇄  C 
connected to a reversible reaction (A ⇄ B). In the self-assembly, a 
chain of elementary reactions (b), (c), (d), (h), (i), and (j) (a gray area 
in Fig. 5a) corresponds to A ⇄ B and the second bridging reactions, 
(e) and (l) in Fig 5a, correspond to A ⇄ C and B ⇄ D in the model 
networks, respectively.  

The reaction rates and the net reaction frequencies of ten 
elementary reactions (b–k) in Fig. 5a are shown in Fig. 5b-k. The most 
important result is that emergence of quasi-irreversibility in 
intermolecular reactions in path I, (4,4,0) + (1,0,2) → (5,4,1)-A + Py* 
(Fig. 5d) and (5,4,0) + (1,0,2) → (6,4,1) + Py* (Fig. 5f), in spite of the 
rate constant k3b being relatively large (100.4 min–1 M–1). It should be 
emphasized that though the same rate constants (k3f and k3b) are 
given in (3,3,0) + (1,0,2) ⇄	(4,3,1) + Py* in path II (Fig. 5i) a quasi-
irreversible behavior was not observed. This contrasting behavior 
clearly indicates that the self-assembly pathway is not determined 
solely by the rate constants and that the reaction network structure is 
the key factor of pathway selection. The reason why (4,4,0) + (1,0,2) 
→ (5,4,1)-A + Py* (Fig. 5d) and (5,4,0) + (1,0,2) → (6,4,1) + Py* (Fig. 
5f) in path I are quasi-irreversible is because the products in these 
steps, (5,4,1)-A and (6,4,1), quickly convert into the next species, 
(5,4,0) and (6,4,0), by intramolecular bridging reactions, (5,4,1)-A → 
(5,4,0) + Py* (Fig. 5e) and (6,4,1) → (6,4,0) + Py* (Fig. 5g).  

It is worth discussing why the oligomerization of (3,3,1) to give 
(4,4,1) followed by the square formation ((4,4,1) → (4,4,0) + Py*, Fig. 
5c) is preferred to the triangle formation ((3,3,1) → (3,3,0) + Py*, Fig. 
5h). Considering that generally intramolecular reactions are more 
advantageous than intermolecular ones at low concentration, under 
the experimental condition of the self-assembly of the [Pd614]12+ TT 
([1]0 = 2.0 mM), the triangle formation in path II, whose rate constant 
(k4f) is 10–0.8 min–1, is expected to take place faster than the 
oligomerization (path I), whose rate constant (k2f) is 100.8 min–1 M–1 (k4f 
> k2f·[1]0). As expected, the cyclization of (3,3,1) to form (3,3,0) 
preferentially occurs until 60 min (a gray line with a red filled area in 
Fig. 5h). However, the reaction turns in the reverse direction after 60 
min (a gray line with a blue filled area in Fig. 5h). A similar behavior 
was found in (3,3,0) + (1,0,2) ⇄ (4,3,1) + Py* in path II (Fig. 5i). As to 
the reactions in path I, the reverse of the reaction direction was not 

observed, and forward reactions (blue arrows in Fig. 5a) are always 
dominant (Fig. 5b-g). The switching of the direction of the reactions, 
(3,3,1) ⇄ (3,3,0) + Py* (Fig. 5h) and (3,3,0) + (1,0,2) ⇄ (4,3,1) + Py* 
(Fig. 5i) in path II, is caused by change in the concentrations of Py* 
and (3,3,1) during the self-assembly. The concentration of Py* 
increased with the reaction progress (Fig. 4a) and the concentration 
of (3,3,1) becomes low due to its conversion by the above mentioned 
quasi-irreversible steps. Consequently, the oligomerization of (3,3,1) 
to form (4,4,1) is preferred after 60 min because of the emergence of 
quasi-irreversible steps in path I. 

Conclusion 
It was found from the numerical analysis of the reversible reaction 
networks that quasi-irreversibility appeared even though the 
constituent elementary reactions in the network are all reversible and 
that the quasi-irreversibility in reversible reaction networks is the origin 
of the pathway selection in molecular self-assembly. The quasi-
irreversibility created in reversible reaction networks can be generally 
explained by extended concept of the Curtin-Hammett (C-H) principle, 
which was originally established for the fast conformational 
equilibrium with irreversible reactions.64-67 Numerical facts on the 
pathway selection observed in a simple chain network model were 
found to be realized in a more realistic self-assembly system in which 
many first- (intramolecular) and second-order (intermolecular) 
elementary reactions are connected to the hub equilibrium reactions 
to construct a complicated network. In self-assembly systems, it is well 
known that sometimes kinetic traps can be obtained because of high 
energy barriers of their conversion.37-41,68-70 However, their kinetic 
stability is not the only reason for their formation, and there should 
exist the reason why their formation process is selected. One of the 
answers to this question is the emergence of quasi-irreversible steps 
by the extended C-H principle. The rate constants, concentrations of 
substrates, products, and intermediate species, and the time evolution 
of and mutual relations among them are all related to the pathway 
selection. In other words, understanding the relationship among their 
factors based on the extended C-H principle make it possible to 
produce a desired metastable assembly or state in a rational way.  

An emergence of quasi-irreversibility was achieved in a 
conceivably simplest reaction network model, where elementary first-
order reactions are linked in series. This behavior is never totally 
reversible, while never be defined as exactly irreversible due to their 
individual reversible nature. A fine balance between the reversibility 
and the irreversibility can be considered as the superlative 
hybridization of them to generate what cannot be attained neither in a 
totally reversible nor in a totally irreversible system, and in essential 
part the Curtin-Hammett principle is found to function in its extended 
form.  
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