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Abstract

Molecular photoswitches are a promising class of molecules for development of new func-
tional, light-controlled materials. In complex systems, composed of multiple photoswitch-
able units, photophysical and photochemical properties may be altered as compared to
isolated chromophores. And phenomena such as excitation energy transfer may arise in
the aggregated state. In the present work, using nonadiabatic molecular dynamics simula-
tions in conjunction with transition density matrix analysis, we study exciton dynamics in
H-type tetramers of azobenzene, a prototypical molecular switch. We consider “free” and
“constrained” (embedded in an environment of additional azobenzene molecules) models
with different intermolecular distances (3.5 and 5.5 A). Our simulations reveal ultrafast
exciton localization upon 77* excitation, occurring on a sub-100 fs timescale, and pro-
ceeding faster for the longer separation distance than for the shorter one. We also find
that exciton transfer takes place during excited state dynamics in the 77* manifold but
it is strongly inhibited in the n7* manifold. Moreover, we find that the nw7* trans—-cis
isomerization quantum yields are lower by a factor of about three for free / not strongly
constrained tetramers than for the monomer, and no switching is observed for the most
tightly packed model.

Introduction

Molecular photoswitches, of which azobenzene is a fundamental example, '™ hold promise
for developing novel functional materials controlled by light.* In complex systems, how-
ever, numerous photoswitchable units may be present together in a relatively small space
volume, and resulting intermolecular interactions between chromophores may affect their
photophysics and photochemistry. Examples are azobenzene-functionalized self-assembled
monolayers (SAMs), !9 micelles,''"!3 surfactant—polymer aggregates,* 6 and crystalline



systems. " 1¥ The aggregation / congestion of azobenzene chromophores in such systems
leads to changes in light absorption!? and emission'” properties in comparison to “isolated”
switches (e.g., in a solution), and, moreover, may hinder or suppress photoisomerization,
as has been observed for tightly packed SAMs.”

Assembling multiple chromophores together leads to a formation of collective elec-
tronic states, known as molecular excitons.?%?! These states dictate photophysical and
photochemical processes in molecular aggregates. Moreover, tight molecular packing in-
duces steric hindrance. Two effects, steric and excitonic, are intrinsically connected, since
both become stronger with decreasing intermolecular distances and thus are enhanced at
large packing densities. And both effects were proposed to be responsible for hindering
azobenzene isomerization in SAMs.”?? Furthermore, quantum chemical calculations on
azobenzene dimers and larger aggregates yielded sizable exciton splittings (of several hun-
dreds meV) for the bright, 77* states, suggesting rapid excitation energy transfer between
monomers. 232

The simplest theoretical modelling of the steric effects on photodynamics of a photo-
switch requires a quantum mechanical (QM) description of a single chromophore, whereas
an environment can be described with classical molecular mechanics (MM). This approach
has been applied to reveal the role of steric hindrance for azobenzene isomerization in vari-
ous systems, such as azobenzene (or its derivatives) on a surface,?"*® in a SAM,?? attached
to RNA,? in a micelle,*® and in a lipid membrane. 3!

The account of the excitonic effects, on the other hand, requires the QM treatment of
multiple chromophores, and therefore presents a challenge. Benassi and Corni calculated
electronic couplings in azobenzene-containing SAMs and modelled exciton diffusion as well
as isomerization based on a kinetic model.?? They concluded that the exciton transfer
should not inhibit isomerization in SAMs. In our earlier works, we used a minimal QM
azobenzene dimer model to study a possible role of the exciton coupling for azobenzene
photoisomerization dynamics.?33* These studies highlighted the dominance of the steric
hindrance in reducing quantum yield of the trans—cis azobenzene isomerization in a
tightly packed aggregate. However, the questions of exciton dynamics, localization and
transfer have not been addressed at that stage and, moreover, the dimer model may seem
too small for exploration of these questions.

Very recently, we studied how ground-state conformation disorder induced by thermal
fluctuations affects exciton states of an azobenzene H-type tetramer model.? It was found
that the 77* excitons undergo a partial localization, whereas the nm* excitons are strongly
localized by disorder.

In the present paper, we perform nonadiabatic, surface hopping molecular dynamics
simulations for QM tetramer models (with and without additional steric constraint of
surrounding MM molecules; and for short and longer intermolecular separation distances)
to reveal the fate of the excitons after photoexcitation. We explore the exciton dynamics
using a transition density matrix analysis, allowing one to judge on spatial localization
of excitons during dynamics.?"#* In the present study, we treat the electronic subsystem
of the tetramers fully quantum mechanically (albeit on a semiempirical level described
in the next section), without resorting to more approximate descriptions, such as exciton
models.



Very recently, Sangiogo Gil et al. developed an exciton model / surface hopping ap-
proach within a semiempirical framework.4’ This method has then been applied to an
azobenzene-containing SAM model including twelve chromophores in the QM region. 6
The central result of Ref. 46 is the absense of exciton transfer between azobenzenes in
the n7m* manifold and, thus, its unimportance for quenching isomerization. In our present
work, we also come to a similar conclusion, and in what follows we will compare our results
to the results of Ref. 46 where applicable.

Models and Methods

The models studied in this work are shown in Figure 1.

o

Figure 1: Top view of studied tetrameric models: (a) tetramer 5.5 A, (b) SAM 5.5 A, (c)
tetramer 3.5 A, and (d) SAM 3.5 A. Shown are snapshots (76 for each system) selected
from ground-state Langevin MD trajectories (these snapshots are initial geometries for
surface hopping trajectories). The QM parts are marked in (b) and (d). The lattice
parameters are a = 5.50 A and b = 9.43 A for (b) and @ = 3.50 A and b = 6.00 A for (d).

The molecule numbering is also shown.

We considered “free” tetramers of stacked azobenzenes with intermolecular separation
distances of 5.5 A (Figure 1a) and 3.5 A (Figure 1c), as well as “constrained” tetramers,
surrounded by additional azobenzene molecules, reminiscent of SAMs (Figure 1b and d,



respectively). The lattice parameters are a = 5.50 Aand b =943 A in Figure 1b,
and a = 3.50 A and b = 6.00 A in Figure 1d (the a/b ratio is the same in both cases,
a/b =~ 0.583). For the SAM models, we used a quantum mechanics/molecular mechanics
(QM/MM) approach, treating the central tetramer with QM and the perimeter molecules
with MM.

The electronic structure of the QM tetramers was modeled with the rAM1/FOMO-
CIS method. The method is configuration interaction singles (CIS) based on molecular
orbitals (MO) obtained from a self-consistent field calculation with floating occupation
(FO) numbers®” using the Austin Model 1 (AM1)% that was reparameterized (r) for
azobenzene.*® For the CIS calculations a restricted active space of eight highest occupied
and four lowest virtual orbitals was used. This active space includes orbitals originating
from HOMO-1 (7)), HOMO (n) and LUMO (7*) of a monomer (see Figure S1), and it
was found to yield satisfactory absorption spectra (see the next section). [HOMO is the
highest occupied molecular orbital and LUMO is the lowest unoccupied (virtual) molecular
orbital.] In total, 65 Slater determinants are used to construct electronic wave functions.

In addition, to better describe noncovalent interactions, we have added van der Waals
(vdW) interaction terms, described with the Lennard-Jones potential, between atoms of
different monomers (3456 pairwise potentials in total, for the QM part).?® The atomic
vdW parameters were taken from the OPLS-AA force field.®! The parameters for atom
pairs were calculated taking a geometric mean of the atomic parameters. The used atomic
parameters are oc = 3.55 A, oy = 2.42 A, on = 3.25 A, ¢ = 0.07 kcal/mol, ey = 0.03
kecal /mol, ex = 0.17 kcal/mol. The MM part of the SAM models interacts with the QM
part by the same vdW interaction and the MM molecules were kept fixed during molecular
dynamics (MD) simulations. In addition, for the QM tetramer, the C and H atoms closest
to an (imaginary) surface (two per monomer) were kept fixed, as in our previous works. >34

Ground-state Langevin MD simulations (on the Sy rAM1/FOMO-CIS potential energy
surface (PES)) were performed to equilibrate the studied systems at 7' = 300 K. The
dynamics were run for 20 ps with a time step of 0.2 fs. For each system, the geometries
and velocities were selected from the ground-state trajectories every 200 fs, starting at 5
ps, which results in 76 initial conditions (for surface hopping dynamics simulations) per
system. These selected, initial geometries are shown in Figure 1.

The vertical electronic spectra were then calculated for the selected geometries using
rAM1/FOMO-CIS and the obtained stick spectra were broadened as:
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Here, I is intensity, E is excitation energy, Ny, = 76 is the number of selected snapshots,
Ny = 20 is the number of excited singlet states, F;, and f;, are the excitation energy
and oscillator strength, respectively, for the Sy — S; transition, for snapshot «, and
v = 0.18598 ¢V (1500 cm™!) is a broadening parameter. The brightest state among the
calculated ones was selected as the initial state for the surface hopping calculations. The
initial states are of m7* character.

The nonadiabatic dynamics were modeled using the trajectory surface hopping ap-
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proach®? combined with the semiempirical configuration interaction method (rAM1/FOMO-
CIS in the present study).”® The SH trajectories were propagated for 10 ps with a time
step of 0.1 fs. The energy-based decoherence correction was used to remedy overcoherence
of the original surface hopping algorithm.?* The time-dependent electronic wave function
was propagated using the local diabatization scheme,%%3 which allows one to correctly
account for trivial crossings. The nuclei were propagated classically on the on-the-fly cal-
culated adiabatic rAM1/FOMO-CIS PESs. Thirteen lowest singlet states (Sy—S12) were
included in the SH simulations.

In all MD simulations we used the so-called added potential (added to each of the
four molecules of the tetramer) which corrects the low AM1 inversion barriers and phenyl
rotations about the N-C bonds.*® We note, however, that the state-specific corrections
developed in Ref. 49 were not used, since they were derived specifically for monomeric
adiabatic states.

Adiabatic electronic state populations were computed as fractions of trajectories being
in the state of interest. The quantum yield ® was computed as the ratio of the number of
the reactive trajectories (i.e. those undergoing trans— cis isomerization) to the number
N, of trajectories that reached the ground state within 10 ps. The standard error was
calculated as the standard deviation of the sample proportion, A® = /®(1 — D)/N;,.
The reactive trajectories were identified monitoring the change in the CNNC dihedral
angles from ~180° to ~0°.

The exciton dynamics were traced using the reduced one-particle spinless transition
density matrix (TDM) which is defined as:®

pOI(F7 F/) e N// . / [‘I/O<f, fg,. .o ,fN)\I/I(f/,fQ,. .. 7fN>:|o'/—)o' dfg . .d.deO' (2)

Here, U0 is the ground state electronic wave function and ¥/ is the excited current state
electronic wave function, & collects spatial 7 and spin o variables of an electron, and N is
the number of electrons. We note that the electronic wave functions depend parametrically
on the nuclear coordinates R(¢) (which, in turn, depend on time in quantum-—classical
trajectory-based methods), but we do not write explicitly this dependence for the sake of
brevity. We also assume the wave functions to be real.

The electronic, adiabatic wave functions are linear combinations of the unexcited and
singly-excited Slater determinants ®g:

W (x) =Y O 0k (x) (3)

Here, x collects the variables of all electrons.

Substitutig Equation (3) into Equation (2), one can rewrite the TDM as an expansion
in MO products, and further expressing MOs ¢; as linear combinations of atomic orbitals
(AOs) ny, pi(F) = 3_, cinu(T), as an expansion in AO products:
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Here, PIMOl and PO are TDMs in MO and AO basis, respectively. In our case, the PMO]
matrix has a size of 12x12, and the P9 matrix 264 x264.

Further, we contract the POl matrix to monomers®>7 (denoted with X,Y") by com-
puting the “fraction of transition density matrix” (FTDM) matrix F:5®

> ¥ (AR
neX vey

Fxy = 5 (5)
> = (A

petetramer vetetramer

The diagonal elements F'xx quantify contributions of local excitations and off-diagonal
elements Fyy, Y # X charge-transfer excitations. For a tetramer, the F matrix has a
size of 4x4.

Using the elements of the F matrix, we compute the inverse participation ratio (IPR):*"

IPR = . (Z Fxly - Fyx>2 (6)
S

X Y

IPR is a scalar ranging from 1 (complete exciton localization) to 4 (complete exciton
delocalization). We also compute overall measures of local excitations (LE) and charge
transfer (CT) as

LE =) Fxx (7a)

X

CT =) Fyy (7b)

In addition, we introduce highest (H), intermediate (H—1 and L+1), and lowest (L)
monomers through sorting the FTDM diagonal, Fy > Fyy_1 > Fr.1 > F1, allowing one
to judge on exciton localization on single geometry level (for excitons dominated by local
excitations).3%4060 We note that we calculate FTDM and derived quantities (IPR, LE,
and CT) along surface hopping trajectories, i.e. these quantities depend on R(t). Finally,
averaging over a swarm of trajectories (for a given system) is performed.

To enable a comparison to the monomer dynamics at (approximately) the same level
of theory, we performed SH simulations for a single AB molecule using rAM1/FOMO-CIS
with a small active space including only HOMO—1, HOMO, and LUMO (see Figure S1),
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thus resulting in five Slater determinants to represent the wave functions of the mononer.
Three singlet states (Sp, S1, and Sp) were used in the SH simulations for the monomer.
The two atoms in a para position (C and H) were fixed, similarly to the tetramer cases.

The rAM1/FOMO-CIS calculations were done with the development version of MOPAC
2002.5" The TINKER package was used to handle QM /MM interactions. %

Results and Discussion

Figure 1 shows the snapshots selected from the ground-state Langevin trajectories. Azoben-
zene units experience much larger conformational freedom for SAM 5.5 A (Figure 1b) than
for SAM 3.5 A (Figure 1d). The free tetramer 5.5 A (Figure la) shows a similar spread
of geometries to that of SAM 5.5 A, whereas the free tetramer 3.5 A (Figure 1c) demon-
ls&trates larger geometrical variability than SAM 3.5 A but lesser than models with a = 5.5

Absorption spectra of the tetrameric models as well as that of the monomer are shown
in Figure 2a.
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Figure 2: (a) Absorption spectra of the studied systems calculated at the snapshots shown
in Figure 1. (b) and (c) Peak positions AFEy,.y for the nm* and 77* bands, respectively.



The spectra of all systems show a strong 77* band in ultraviolet region and a weak
nm* band in the visible region. The peak positions of the n7* and 77* bands are plotted
in Figure 2b and c, respectively. The 77* band of the monomer is located at 4.57 eV. This
value is blue-shifted by 0.45 eV with respect to the available gas-phase experimental value
of 4.12 eV% but is in reasonable agreement with results obtained using time-dependent
long-range corrected density functional theory (TD-le-DFT) in combination with ground-
state DFT MD, 4.2-4.6 ¢V.? For the tetrameric models, the 77* band is considerably
blue-shifted because of exciton coupling (Figure 2a,c). For the models with a = 5.5 A, the
blue shift is 0.16 eV, for tetramer 3.5 A 0.40 ¢V, and for SAM 3.5 A 0.47 ¢V. Moreover, the
tetramer absorbance at band maxima is larger than the monomer absorbance (as expected
based on the molecular exciton model®'). Specifically, enhancement factors are 3.9, 3.8,
5.0, 4.8 for tetramer 5.5 A, SAM 5.5 A, tetramer 3.5 A, SAM 3.5 A, respectively.

For the lower energy n7m* band, the monomer peak position is at 2.65 eV, which again
is in reasonable aggrement with TD-lc-DFT results (2.5-2.8 €V).?> The experimental gas-
phase peak position is 2.82 ¢V.% The nr* band experiences a much smaller blue shifts
when going to the tetrameric models: 0.016 eV for models with a = 5.5 A, 0.024 eV for
tetramer 3.5 A, and 0.063 eV for SAM 3.5 A (Figure 2b). The intensity of the na* band
is considerably enhanced for loosely packed models (¢ = 5.5 A), in 3.4 and 4.0 times for
tetramer 5.5 A and SAM 5.5 A, respectively. However, the enhancement is much smaller
for tetramer 3.5 A (factor of 1.7) and, notably, diminution in absorbance is observed for
tightly packed SAM 3.5 A (factor of 0.4), see inset in Figure 2a. This may be explained
by the fact that the transition dipole moment of planar trans azobenzene is zero, and
larger conformational changes, accessible for the free molecule or not strongly constrained
aggregates, tend to increase it.?>% We also note that the spectra of free and constrained
(SAM) tetramers with a = 5.5 A are very similar to each other, reflecting similarities
between the conformationally disorded structural ensembles shown in Figure la,b. For
a = 3.5 A, spectral and geometrical differences are much larger (see Figure lc,d and
Figure 2a).

Then we modelled nonadiabatic dynamics after excitation to the 77* band, starting in
the brightest m7* state. This state was in most cases Sg but not always. Namely, it was
always Sg for tetramer 3.5 A. For SAM 3.5 A, one trajectory was launched from Sy. For
tetramer 5.5 A, eleven trajectories started in S;. And for SAM 5.5 A, 19 trajectories were
launched from S; and one from Sg. The electronic state populations, grouped in n7* and
mr* manifolds (plus the ground state), are shown in Figure 3. For the tetrameric models,
the nm* manifold includes states S;—S5,, whereas the m7* manifold states S5—S15. For the
monomer, n* is S and 7w7* is Sy. We fitted population curves as follows:

Pﬂ_ﬂ_* — 67"’/7'7777* (8&)

P,. = T+ (e—t/TnTr* _ e—t/ﬂm*) (Sb)
Toprx — Trp*

PS@ =1- €_t/TSO (8C)

and the corresponding time constants 7,r-, 7.« and 7g, are shown in Table 1. Equa-
tions (8a) and (8b) describe a two-step irreversible kinetic model 7% — n7* — Sj.
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Figure 3: Adiabatic populations of Sy, n7* and 77* states for the studied systems.



Table 1: Quantum yields, excited state lifetimes, and exciton localization time constants
for the studied systems

System (%) Tarr (£8)  Tope (f8) 75, (f8)  Tioe (18)
monomer 14.74+4.1 1232 957 2379 —
tetramer 5.5 A 51429 1759 1287 3618 29
SAM 5.5 A 4.9+28 1716 1055 3304 19
tetramer 3.5 A 4.6+2.6 3392 3022 7382 44
SAM 3.5 A 0 3847 10751 21736 101

Population dynamics for models with a = 5.5 A are qualitatively similar to those of
the monomer. For the latter, we find a nn* lifetime of ~1.2 ps, which is longer than
calculated with more sophisticated methods, ~100-400 fs.33:9°69 We stress that here, for
the monomer, we use rAM1/FOMO-CIS including three orbitals only to enable more
direct comparison to results for the tetramers. The nz* lifetime for the monomer is ~1
ps, which is again slower than reported in other computational works, ~100-500 fs.33:66:67
The recovery time of the ground state 7g, is ~2.4 ps.

For tetramer 5.5 A and SAM 5.5 A, the dynamics are slightly slower: 7.+ ~ 1.8 and
1.7 ps, Torr = 1.3 and 1.1 ps, and 75, ~ 3.6 and 3.3 ps, respectively.

For tetramer 3.5 A and SAM 3.5 A, the 77 lifetimes are longer, ~3.4 and 3.8 ps,
respectively. Inspecting populations of individual states, we observe that the S5 state (the
lowest m7* state) is rapidly populated in all cases (Figure S2). However, it is populated
slower and also decays slower for models with @ = 3.5 A than for models with a = 5.5 A
(Figure S2). In this respect, we note that for the dimeric models with a = 3.5 A studied
in Ref. 33 the n7* lifetime for the SAM was reduced by a factor of 3 with respect to the
free dimer. A possible reason for this discrepancy is another electronic structure method
used in Ref. 33 (including more orbitals and excitations).

The nr* lifetimes are also prolonged for a = 3.5 A, to ~3 and ~11 ps for the free
tetramer and SAM, respectively. It is in qualitative agreement with Ref. 33. The corre-
sponding ground-state recovery times are ~7.4 ps and ~21.7 ps. Thus, we observe that the
return to the ground state is delayed in the tightly packed SAM. It is again in qualitative
agreement with previous simulations. 2%:33:46

It is interesting to compare the obtained lifetimes to those reported in the recent study
employing exciton model / surface hopping approach, performed for 12 QM azobenzene
chromophores.® After 77* excitation, the following lifetimes were obtained: 7.+ ~ 0.27
ps and 7.« ~ 3.41 ps. Whereas a direct comparison is not possible since the considered
systems are different, we note that the n7* lifetime of Ref. 46 is much shorter than the
™ lifetimes in Table 1. This may originate from the long 77* lifetime of the monomer
obtained here using the simple, three orbital CIS level.

Further, we computed quantum yields ® for the trans— cis isomerization (see Table 1).
For the monomer, we find the quantum yield of about 15 %, in good agreement with
the available literature values.%%%%7 For models with ¢ = 5.5 A, the quantum yield is
reduced to ® ~ 5 %, for both free tetramer and SAM. Any of the four QM molecules
can be switched for @ = 5.5 A. For tetramer 3.5 A, ® ~ 4.6 %. In this case, for reactive

10



trajectories, only end molecules (1 and 4) show isomerization. For SAM 3.5 A no switching
was observed, ® = 0. We note that for the quantum yield calculations we used only those
trajectories that reached the ground state (Sp) within 10 ps.

In our previous work on the dimeric models, we found the following quantum yields:
monomer, 21 %; dimer 3.5 A, 19 %; dimeric SAM 3.5 A, 11 %; and dimeric SAM 5.5 A,
22 %.3* While the main observation of the reduced quantum yield in the densely packed
SAM is qualitatively the same, we observe the following quantitative differences. First, in
the previous work the quantum yield of the dimer 3.5 A and SAM 5.5 A are approximately
the same as that for the monomer, but in the present work, for models with a = 5.5 A
and for tetramer 3.5 A, the quantum yields are reduced by a factor of ~3 with respect to
the monomer. Second, whereas the quantum yield of the dimeric SAM 3.5 A is reduced
by a factor of ~2 (but still is nonzero), no switching was observed for the tetrameric SAM
3.5 A studied here. There are several possible reasons for these discrepancies: (i) the QM
part is larger in the present work, four instead of two molecules, (ii) electronic structure
methods are different in terms of orbital active space size and allowed excitations, (iii) in
this work, the additional vdW term is used in the QM part to better describe noncovalent
interactions, and (iv) the added potential is applied in the present work in contrast to the
previous work.

To analyze this issue, we performed surface hopping simulations for free dimers using
the vdW-corrected rAM1/FOMO-CIS method with the active space of four occupied and
two virtual orbitals (17 Slater determinants), using the same procedure as for tetrameric
systems (76 initial conditions per dimer). For dimer 3.5 A, we obtain quantum yield
® = 14.3 £ 4.2 %. The quantum yield is similar to that of the monomer (14.7 %), in
agreement with our earlier report (employing more excitations to describe the electronic
structure).®? For dimer 5.5 A, we obtain a somewhat smaller quantum yield ® = 9.3+ 3.4
%. Thus, it appears that enlargement of the QM part (from two to four molecules) results
in the reduction of the switching probability. Interestingly, this effect is observed not only
ii(jr the shorter intermolecular distance (¢ = 3.5 A) but also for the longer one (a = 5.5

).

Further, using the TDM analysis, we investigated exciton localization and transfer in
the studied aggregates. The IPR curves averaged over a swarm of trajectories are shown
in Figure 4.
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Figure 4: Ensemble-averaged inverse participations ratio (IPR) as a function of time for
the studied models. The inset shows the IPR behaviour during first 200 fs of dynamics.

We observe an ultrafast falloff in IPRs, on a fs timescale, for all studied models. This
demonstrates the ultrafast exciton localization. In more detail, the initial IPR values
are 1.82, 1.83, 2.80, and 3.26 for tetramer 5.5 A, SAM 5.5 A, tetramer 3.5 A, and SAM
3.5 A, respectively. Thus, the initial exciton is already quite localized for the models
with @ = 5.5 A, but is more delocalized for the systems with a = 3.5 A. The (partial)
localization is the result of thermally induced conformational disorder.®> There is only a
very minor difference in the initial IPR values between tetramer 5.5 A and SAM 5.5 A,
but the difference between tetramer 3.5 A and SAM 3.5 A is much larger, 2.80 vs. 3.26,
showing a more delocalized exciton for SAM 3.5 A. This correlates with the difference in
conformational flexibility (see Figure 1). The value for tetramer 3.5 A, 2.80, is in good
agreement with our earlier TD-le-DFT results, which yielded IPR of about 2.5-3.1.3°

Further, the IPR curves exhibit an extremely ultrafast initial rise, reaching a maximum
at 2 fs, 2 fs, 4 fs, and 6 fs for tetramer 5.5 A, SAM 5.5 A, tetramer 3.5 A, and SAM 3.5
A, respectively (see the inset in Figure 4). The corresponding IPR maximal values are
2.34, 2.23, 3.16, and 3.55. Thus, directly after the excitation, the exciton becomes more
delocalized. Interestingly, a similar behaviour was observed in Ref. 36 for the 2-pyridone
dimer. The subsequent excited-state dynamics leads to exciton localization. In order to
estimate the localization time 7., we fitted the IPR curves using the following functions:
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IPR = Aexp(—t/Toc) + C (9a)
IPR = Aexp(—t/7oc) + Bexp(—t/7) + C (9b)

The monoexponential fit Equation (9a) was applied for the models with a = 5.5 A,
and the double exponential Equation (9b) was used for the models with a = 3.5 A. For
the latter, n,. describes the fastest decay component. The localization times are collected
in the last column of Table 1. For the systems with a = 5.5 A, Tioe 18 about 20 fs. For
tetramer 3.5 A, Tioe = 44 fs. And for SAM 3.5 A, Tioe = 101 fs. Accordingly, the exciton
localization occurs faster for more weakly coupled systems. In addition, the localization
times 7jo. correlate with the 77* lifetimes 7.+ (Table 1). However, a (partial) localization
of the m7* states occurs before relaxation to the n7* states.

During excited-state dynamics, the 77* excitons become more localized for models
with @ = 5.5 A than for a = 3.5 A, which can be anticipated from Figure 4. To quantify
the degree of exciton localization for dynamics in the 77* and n7* manifolds, we calculated
IPRs for these two manifolds separately, i.e. for a given time ¢t averaging was performed
only over those trajectories which are in the respective state manifold (77* or n7*) at
time ¢t. The corresponding IPR curves are shown in Figure 5. For models with a = 5.5
A, the 77* IPR curves saturate at IPR ~ 1.1. For tetramer 3.5 A, the corresponding
saturation value is ~1.6. And for SAM 3.5 A, it is ~2.0. The nz* IPR curves pass
mostly at IPR =~ 1.0, for all systems, meaning that the n7* excitons are strongly localized
for all considered models. Therefore, a slower decrease of overall IPRs at long times for
models with a = 3.5 A, corresponding to the second time constant 7 in Equation (9b),
(see Figure 4) is caused by transitions to the n7* manifold (ultimately to the S state).
We also note that the 77* IPR curves become more “noisy” at longer times (see Figure 5)
because the number of trajectories being in the n7* states decreases with time.
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Figure 5: Ensemble-averaged IPRs for n7* states (left column) and nz* states (right

column), for all tetrameric models.
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Further, we calculated the LE and CT measures along the trajectories. These measures
averaged over the swarm of trajectories are shown in Figure 6, for SAM 3.5 A. At time ¢ =
0, LE ~ 0.84 and CT = 0.16. Thus, the initial brightest states contain some nonnegligible
admixture of CT excitations (for SAM 3.5 A). Following photoexcitation, LE slightly
decreases and CT increases, reaching after about 10 fs values of 0.75 and 0.25, respectively.
After oscillating at this level for 90 fs more, LE starts to increase and CT to decrease,
reaching at 10 ps LE =~ 0.99 and CT = 0.01. For the other studied systems LE ~ 1 and
CT = 0 throughout the dynamics (see Figure S3).

1.01

LE

O
S SAM 3.5 A -
-

0.0 1

0 2000 4000 6000 8000 10000
Time (fs)

Figure 6: LE and CT measures, averaged over a swarm of trajectories, as a function of
time, for SAM 3.5 A.

In order to deepen insight into the dynamics, we show selected characteristics along
single trajectories in Figure 7, for SAM 5.5 A (left column) and SAM 3.5 A (right column).
The selected characteristics are F'x x matrix elements, Fy/g_1/141/1 values, IPR, CT, and
the active electronic state. The areas shaded in grey correspond to being in one of the
nm* states.
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Figure 7: Time-evolution of various quantities of interest for two single trajectories, one
for SAM 5.5 A (left) and the other one for SAM 3.5 A (right). Shown are, from top to
bottom, Fxx (X = 1...4), highest to lowest FTDM diagonal elements Fyi/u—1/141/1, IPR,
CT, and the active electronic state. The areas shaded in grey correspond to being in the
nm* manifold.
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For SAM 5.5 A, for the shown trajectory, the exciton rapidly localizes at the third
monomer (X = 3). Subsequently, the exciton remains mostly localized experiencing some-
times transient delocalization and exciton transfer from one monomer to another, while
being in the 77* manifold. The transient delocalization can be clearly deduced from the
second row, for times at which F} is not close to 1. The single-trajectory IPR (third
row) also shows a rapid relaxation to ~1 but with spikes at times corresponding to the
transient delocalization. We note that CT is virtually zero in this case (the fourth row).
The transient delocalization and the exciton transfer are sometimes but not always ac-
companied by nonadiabatic transitions (surface hops) between adiabatic states (compare
the three upper rows with the lower row, which shows the active electronic, adiabatic
state). For example, the period of relatively lengthy transient delocalization between 720
and 910 fs comes together with the population of higher lying excited states (which are
above S5). Notably, after transition to the n7* manifold, the exciton is strongly localized
(Fyo = 1, Fg = 1, IPR = 1; FTDM and IPR curves are less noisy than for the 77*
manifold) and it remains at a single fragment (X = 2 for the shown trajectory) without
being transferred. This is in agreement with the recent conclusion of Sangiogo Gil et
al.*S Tmportantly, the absence of the exciton transfer in the nm* manifold is observed for
almost all trajectories with an exception of two trajectories for tetramer 3.5 A and two
trajectories for SAM 3.5 A. And for these exceptional trajectories, only a single transfer
event takes place per trajectory.

For SAM 3.5 A, for the presented trajectory (see the right column of Figure 7), the
exciton is more delocalized (than for SAM 5.5 A) while the system resides in the mr*
states. However, a partial localization is observed during dynamics in the 77* manifold
(compare to the initial IPR value of ~3.8 for the given trajectory). The CT contributions
are larger for SAM 3.5 A, and become dominant at some times, e.g. CT reaches values of
up to 0.9 between 35 and 100 fs. At 35 fs, we also observe an upward surface hop from
the initially populated Sy state to Sig, which is accompanied by the change in CT from
~0.2 to ~0.9. We also observe an increase in CT up to ~0.45 at around 1100 fs, which
is again associated with upward nonadiabatic transitions (from Ss in this case). Once the
nm* states are populated, the exciton becomes strongly localized (the IPR, Fy and Fj3
values are 1), on the third monomer in the presented case (X = 3). We also observe spikes
in FTDM and IPR curves (while being in the n7* manifold) correlated with surface hops
between S; and S,.

Conclusions

We performed nonadiabatic, surface hopping molecular dynamics simulations for H-type
azobenzene tetramers to investigate exciton localization and transfer in these aggregates
upon 7* excitation. Free and constrained (SAM-like) models were considered, with short
(e = 3.5 A) and longer (¢ = 5.5 A) intermolecular, nearest-neighbour distances. The
electronic structure of the tetramers were treated at the semiempirical rAM1/FOMO-CIS
level, allowing us to afford surface hopping dynamics simulations for the relatively large
QM part including four azobenzene molecules. The exciton dynamics were explored using
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transition density matrix analysis.

Our simulations reveal ultrafast exciton localization with characteristic time constants
of about 20 fs for the models with @ = 5.5 A, ~40 fs for free tetramer with a = 3.5 A, and
~100 fs for SAM with @ = 3.5 A. The exciton localization times are much shorter than
the corresponding w7* lifetimes, which are on a ps timescale at the used level of theory.
During excited state dynamics the w* states undergo a stronger localization for longer
intermolecular distances (¢ = 5.5 A) than for the shorter ones (¢ = 3.5 A). Moreover,
we observe exciton transfer between azobenzene monomers while dynamics proceed in the
mr* manifold. The n7* excitons are mostly completely localized (on a single monomer).
And once the nm* exciton is localized on a particular monomer, it is usually trapped
there, whereas exciton transfer to another monomer is a rare event (observed only for four
trajectories, in case of models with a = 3.5 A).

We also find that quantum yields of the trans—cis isomerization induced by wr*
excitation are lower for tetramers in comparison to the monomer, by a factor of about 3
for all considered models with exception of the tightly packed SAM (a = 3.5 A), for which
no isomerization was observed in our simulations.
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