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Abstract

The setup of QM/MM calculations is not trivial since many decisions have to be

made by the simulation scientist to achieve reasonable and consistent results. The

main challenge to be tackled is the construction of the QM region to make sure to

take into account all important amino acid residues and exclude less important ones.

In our previous work [J. Chem. Theory Comput. 18, 2584–2596 (2022)], we intro-

duced the point charge variation analysis (PCVA) as a simple and reliable tool to

systematically construct QM regions based on the sensitivity of the reaction energy

with respect to variations of the MM point charges. Here, we assess several simpli-

fied variants of this PCVA approach for the example of catechol O-methyltransferase

and apply PCVA for another system, the triosephosphate isomerase. Furthermore,

we extend its scope by applying it to a DNA system. Our results indicate that

PCVA offers an efficient and versatile approach of the automatic construction of

atom-economical QM regions, but also identify possible pitfalls and limitations.
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1 Introduction

When studying enzymes and their catalytic mechanisms, experimental approaches often

reach their limit and the underlying question needs to be tackled computationally. Since

enzymes are very large molecular structures with thousands of atoms and the system size

additionally increases by adding substrates, co-factors, and solvent molecules, efficient

approaches are needed which provide a sufficient accuracy at low computational effort.

Multilevel approaches such as QM/MM calculations [1] meet the aforementioned require-

ments. They divide the target system into at least two subsystems, a small one usually

including the active site or other interesting parts of the enzyme, which is calculated on

a quantum-mechanical (QM) level, and a large one containing the remaining parts of the

enzyme and the solvent, treated using molecular mechanics (MM) [2–4].

Unfortunately, QM/MM is far away from being an easy-to-use black box approach. Set-

ting up a reasonable QM/MM calculation requires numerous considerations by the scien-

tist, which can result in significantly different outcomes. Therefore, systematic schemes

for automating such decisions are desperately needed (for a recent review, see Ref. [5]).

Most important is the choice of a suitable QM region. It should be defined such that it

covers all desired effects in the calculation and is at the same time as small as possible.

The choice of the QM region determines both the accuracy of a QM/MM calculation

and the associated computational effort. Thus, it has been subject to numerous studies

regarding the convergence of energies, charges, and other properties with changes in the

QM region composition [6–10].

Constructing a suitable QM region requires more than including residues by their dis-

tance from the active site, as such a purely distance-based approach does not guarantee

to take into account all important residues on the one hand and to exclude residues

which only have a small effect on the quantity of interest on the other hand. For this
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reason, several different schemes have been proposed which aim at obtaining a medium-

sized, atom-economical QM region that provides reliable QM/MM reaction energies.

These methods include free energy perturbation analysis [11], charge deletion analysis

(CDA) [12, 13], charge shift analysis (CSA) [9], Fukui shift analysis (FSA) [14], self-

parametrizing system-focused atomistic models (SFAM) [15] as well as a method based

on protein sequence/structure evolution [16].

Previously, we developed a computationally cheaper but equally reliable approach for

systematic QM region construction, the point charge variation analysis (PCVA) [17]. It

is based on the variation of MM point charges for the amino acids and the subsequent

evaluation of (reaction) energies to identify the residues with the highest electrostatic

effect on the QM region. For this, only a single geometry optimization for the system

including a minimal QM region (ideally substrates only) is required, followed by one single

point calculation for each amino acid in the enzyme. Afterwards, the resulting sensitivities

for each residue are correlated to the respective active site-residue distance, which results

in an indicator ranking. Based on this ranking, an atom-economical QM region (defined

at 16 residues by Kulik et al. [9]) can be constructed.

PCVA worked well for the catechol O-methyltransferase (COMT) compared to the CSA

and FSA results of Kulik and co-workers [9, 14] with much lower computational effort

for the construction of the QM region. In this work, we want to address whether addi-

tional simplifications or variations can be introduced to further decrease computational

cost without loss of accuracy. In addition, we will investigate the ability of PCVA to

reasonably work for other systems than COMT. For this, we apply the approach to the

triosephosphate isomerase (TIM) which has been a subject to CDA in earlier work [12],

and we extend PCVA to the use for a non-protein system, namely a DNA system which

has been extensively investigated concerning QM/MM energy convergence by Roßbach

and Ochsenfeld [18].

4



2 Point Charge Variation Analysis for automatic QM

region construction

Previously, we developed PCVA for the automatic construction of QM regions [17]. In

the following, we will briefly recall the main features of PCVA. It is based on uncertainty

quantification [19, 20] and considers the reaction energy as the main quantity of interest

(QoI) in the investigation of enzymatic reactions,

∆Ereaction
QM/MM = EQM/MM(product)− EQM/MM(reactants). (1)

Here, the QM/MM energy of the reactants or product, respectively, can be expressed as

EQM/MM = Eemb
QM (A, VB) + EMM(B) + Eint,ne(A,B), (2)

in which Eemb
QM (A, VB) represents the embedded QM energy of subsystem A including

the electrostatic interaction between the two subsystems, EMM(B) is the MM energy of

subsystem B, and Eint,ne(A,B) refers to the non-electrostatic interaction between A and

B.

The QM/MM reaction energy is subjected to a local sensitivity analysis [19–21] with

respect to collective variations ∆qMM of the MM point charges. The collective variations

themselves depend on the size of variation ∆q and are chosen such that the sum of the

MM point charges is preserved (
∑

I ∆qMM,I = 0).

We previously introduced two types of collective point-charge variations [17]. In the first,

which we referred to as global PCVA (gPCVA), the MM charges of all protein atoms

are varied simultaneously by an equal magnitude ∆q, while all solvent MM charges are

changed equally to preserve the total system charge. This can be expressed as

∆qtotMM,I =


+∆q for I ∈ protein

−∆q ·
(
Nprotein

B /N solvent
B

)
for I ∈ solvent,

(3)
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where Nprotein
B and N solvent

B are the numbers of protein and solvent atoms in subsystem B,

respectively. This approach allows us to estimate the overall sensitivity of the QM/MM

reaction energy to point-charge variations.

The second type, called single amino acid PCVA (saaPCVA), aims at assessing the effect

of individual amino acid residues on the QM/MM energy. In this case, variations of the

MM charges of the i-th amino acid are considered individually,

∆qaa,iMM,I =


+∆q/Naa,i for I ∈ amino acid i

−∆q/(NB −Naa,i) for I /∈ amino acid i.

(4)

Here, Naa,i represents the number of atoms in the i-th amino acid and NB is the number of

all MM atoms in the system. While the charge preservation limits gPCVA to be applied

in solvated systems only, saaPCVA can also be used for calculations in vacuum as it is

sufficient to distribute the counter charge only over the remaining MM point charges of

all other amino acids.

To assess the effect of these collective point-charge variations on the QoI, we consider the

derivative of the QM/MM reaction energy with respect to these collective point-charge

variations, i.e.,

δ∆Ereaction
QM/MM =

∂∆Ereaction
QM/MM

(
qMM

)
∂∆q

∣∣∣∣∣
q0
MM

. (5)

For the automatic construction of QM regions based on saaPCVA, we introduced the QM

region indication,

Θi = δiEQM/MM/COMi, (6)

where δiEQM/MM is the saaPCVA sensitivity found for the i-th amino acid and COMi is the

center-of-mass distance between the i-the amino acid and the active center (i.e., a minimal

QM region). This indication gives a higher weight to amino acids that are close to the

active center. QM regions are then constructed by including a chosen number of amino
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acids with the highest Θi. A flowchart of how this method is realized computationally

can be found in the Supporting Information (Fig. S1).

The construction of QM regions with saaPVCA only requires QM calculations with a

minimal QM region. To further minimize its computational effort, we previously estab-

lished additional simplifications [17]. First, we showed that it is sufficient to consider

only the QM energies and to neglect the MM energies, since the protein environment

does not change significantly between reactants and products. Second, the evaluation of

different simplification strategies for saaPCVA revealed that the evaluation of the QM

energy sensitivity only for the reactant structure (or the product structure) is sufficient

in enzymatic reactions and makes it obsolete to assess the reaction energy, i.e.,

δ∆Ereaction
QM/MM ≈

∂Eemb
QM (AR, V R

B

(
qMM)

)
∂∆q

. (7)

The derivatives necessary to calculate this sensitivity are evaluated numerical and is was

shown that using a forward two-point finite difference formula delivers reasonable results.

To ensure comparability to previous results, the analysis is performed consistently for a

variation of −0.5 per amino acid.

3 Assessment of further PCVA schemes for COMT

3.1 System

In the past, saaPCVA has been applied exclusively for a minimal QM region containing

substrates only without covalent bonds crossing the QM-MM border. In this work, we

additionally apply it to a QM region containing the ligands and additional catalytic

active side residues, as well as to a QM region without ligands only consisting of catalytic

amino acids. Furthermore, we will inspect whether one gets reasonable results performing

saaPCVA for an enzyme structure without solvation shell, and even directly starting from
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Figure 1: Representation of the three different test systems with the minimal QM regions

(substrates or reacting bases, respectively) highlighted. A: COMT monomer with SAM,

CAT, Mg2+ and a water molecule. B: TIM with DHAP. C: DNA double helix.

the available crystal structures without pre-processing to save computational effort and

time. These simplifications and variants will be further discussed below.

The system used to test further PCVA schemes is the catechol O-methyltransferase

(COMT) [22], which was also targeted in the work of Kulik and co-workers regarding

systematic QM region determination [9] and in our previous work on PCVA [17]. The

structural monomer model, which is based on the crystal structure (PDB: 3BWM) and

processed as described in Section 6, contains the neutral S -adenosyl methionine (SAM),

the catecholate anion (CAT), and the catalytically active Mg2+ (see Fig. 1A). These three

ligands also represent the minimal QM region used in saaPCVA originally, while in the

assessment of larger QM regions a water molecule close to Mg2+ is additionally considered

(see Fig. 1A).

3.2 Results

In addition to the standard saaPCVA approach established in our previous work [17] and

referred to as standard in the following, we tested six further variants. For standard,
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the saaPCVA calculations are performed based on the equilibrated starting structure of

COMT solvated in water. The solvent water is held fixed during subsequent optimizations

with a minimal QM region containing SAM, CAT and Mg2+ (see Fig. 1A).

Based on standard, we added five additional active site residues to the minimal QM

region (ASP140, LYS143, ASP168, ASN169 and GLU198 [23]) to assess the effect of a

larger QM region including ligands and catalytically important residues on the saaPCVA

results (referred to as active). Similarly, we tested the no lig approach, in which the

aforementioned active site residues form the QM region, but the ligands are completely

removed from the system to investigate whether ligands are crucial for PCVA or whether

there is no need to include them, which can save efforts for parametrizing the ligands.

The further four saaPCVA schemes have in common that they are performed in vacuum,

which means the solvation shell is completely removed from the system to decrease the

computational cost. As for the standard variant, the QM region contains the three ligands

only. In the first scheme (vac), we simply removed all water molecules from the equili-

brated COMT starting structure and performed saaPCVA based on the resulting vacuum

system. Since in this case the whole system is geometry-optimized in vacuum without a

fixed water environment we additionally tested an approach with a completely fixed MM

protein environment (vac fix ), i.e., only the QM region is optimized. The two remaining

schemes (cryst and cryst fix ) are similar to the aforementioned ones, except for the fact

that the optimization is directly performed based on the crystal structure (PDB: 3BWM)

without the previous equilibration steps to assess the need of pre-processing.

All these seven different saaPCVA calculations were performed according to the estab-

lished protocol (see Fig. S1) and evaluated in the same way assessing sensitivities and

indicators for each amino acid (see Figs. S2–S8). Here, it is important to mention that

residues already included in the minimal QM region (for no lig and active) are not consid-

ered in the sensitivity and indicator calculation. Additionally, these residues are always
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Figure 2: QM ligand Voronoi charge convergence for QM regions constructed based on

PCVA. Best estimate results (corresponding to QM region 9’) are indicated by a solid

horizontal line. A: Convergence of Mg2+ (blue), SAM (magenta) and CAT (yellow) VDD

charges with increasing QM region size (adapted from Ref. 17). B: Corresponding ligand

charges of atom-economical 16-residue QM regions (indicated by dashed vertical line in

A) constructed using different simplified PCVA variants.

included in the construction of atom-economical 16-residue QM regions. The compositions

of the seven different corresponding QM regions are given in Table S2.

Fig. 2A presents the VDD ligand charges and Fig. 3A the reaction energies for PCVA-

constructed QM regions of increasing size as already shown in Ref. 17. An overview of

the residues present in each of these QM regions is given in Table S1. For the assessment

of atom-economical QM regions based on the different PCVA schemes, we consider the

results of the largest QM region (9’, containing 43 amino acid residues) constructed by

standard saaPCVA (ligands as minimal QM region, equilibrated structure in water) as

our best estimate for the comparison with the constructed atom-economical, 16-residue

QM regions.

To evaluate the suitability of the different PCVA schemes, we compare the VDD charges

for SAM, CAT, and Mg2+ as well as the QM/MM reaction energy. It is important to
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note that independently of the underlying PCVA scheme, after the construction of a QM

region, geometry optimizations were performed for reactant and product starting from

an equilibrated structure in water. We compare the 16-residue QM regions constructed

using the newly introduced variants to the QM regions of increasing size constructed by

the standard saaPCVA approach as applied in Ref. 17 (see Fig. 2B and 3B) to evaluate

their performance.

Regarding the VDD charges (Fig. 2), there are only very small differences between the

different PCVA variants for the Mg2+ and CAT charges, which means the convergence

behavior is reflected in the 16-residue QM region results. However, for SAM there are

significant differences between the variants. The standard as well as all vac and cryst

16-residue results represent the charge convergence for medium-sized QM regions up to

22 residues, but are about 0.2e lower than the best estimate. In contrast, especially the

active but also the no lig charges are much closer to the best estimate because important

SAM-coordinating residues are already included from the beginning and do not have to

be detected by PCVA. Consequently, including active site residues into the minimal QM

region prior to PCVA may improve charges in constructed atom-economical QM regions

for large ligands with a strong ability of charge redistribution.

Regarding the reaction energy (Fig. 3), vac, vac fix, and cryst fix deliver results similar to

standard PCVA at about −17 kcal/mol, which is in reasonable agreement with the large-

region results (best estimate at −10.5 kcal/mol). Surprisingly, the cryst PCVA energy

delivers a better energy with about −13 kcal/mol compared to the best estimate. This

can be a result of a specific combination of amino acids in the QM region. Including active

site residues in the PCVA approach (active) leads to the best result in full agreement with

the best estimate energy, which again implies improvements of this approach compared to

standard. The QM region constructed by no lig PCVA delivers the worst reaction energy

(about −24 kcal/mol), which indicates ligands being crucial to be included in the minimal
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Figure 3: QM/MM reaction energy convergence for QM regions constructed based on

PCVA. Best estimate results (corresponding to QM region 9’) are indicated by a solid

horizontal line. A: Convergence of the QM/MM reaction energy ∆Ereaction
QM/MM for the methyl

transfer reaction in COMT with increasing QM region size (adapted from [17]). B: Cor-

responding reaction energies of atom-economical 16-residue QM regions (indicated by

dashed vertical line in A) constructed using different simplified PCVA variants.

QM region, as they affect the importance of specific residues for a consistent QM region.

Table S3 compares the residues included in atom-economical QM regions for the different

simplified PCVA schemes. Here, detailed information is given about the indicator rank of

each amino acid present in one of the constructed 16-residue QM regions for each scheme.

For example, the no lig PCVA misses several crucial amino acids such as GLY65, ALA66,

GLU89 or HIS141 and detects other amino acids like LEU166 or SER195, which explains

the differences especially in the reaction energy compared to the other approaches. The

active as well as all the vac and cryst schemes perform similar to each other, which could

also be seen for the energies and charges. Most of the time, if one approach misses a

certain important amino acid its rank is still is close to 16.

In general, we showed that performing saaPCVA in a system without water molecules

and furthermore with starting by directly optimizing a crystal structure without previous
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processing delivers reasonable results. This makes the already simple standard saaPCVA

approach for constructing QM regions more easily applicable. Our results indicate that

it is crucial to include the substrates in the minimal QM region that is used as basis of

saaPCVA. In addition to that, extra active site residues may be included to improve the

results especially concerning consistent ligand charges. Nevertheless, the application of

saaPCVA with a minimal, substrates-only QM region delivers results with sufficient accu-

racy if the extension of the QM region is not applicable due to computational restrictions

or if there is no reliable reference for the active site residues to be included.

4 Application of PCVA to Triosephosphate Isomerase

4.1 System

The triosephosphate isomerase (TIM) is crucial for all organisms performing glycolysis.

It catalyzes the reaction from dihydroxyacetone phosphate (DHAP) to glyceraldehyde

3-phosphate (GAP) and is known for its distinctive α/β barrel structure called TIM

barrel [24] (see Fig. 1B). The starting monomer structure is based on the protein crystal

structure 7TIM [25] from the PDB with a co-crystallized phopsphoglycolohydroxamic

acid (PGH), which is a well-known TIM inhibitor. To get reactant and product staring

structures PGH was replaced with DHAP and GAP, respectively, and the structures were

processed as described in Section 6. For cryst saaPCVA, the initial structure with PGH

was used. The minimal QM region contains only the corresponding ligand, either PGH,

DHAP or GAP.

TIM was used as target for the first attempts of systematic QM region construction in

1991 by Bash et al. [12], who used a technique later referred to as charge deletion analysis

(CDA) [13]. Here, we will compare the CDA results with our PCVA approach and discuss
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advantages and disadvantages of both methods.

4.2 Results

First, the QM region size was radially increased around the substrate in 0.5 Å steps to later

compare this distance-based approach with the systematic PCVA approach. The compo-

sition of each QM region can be found in Table S4. The convergence of the DHAP VDD

charge and of the reaction energy with increasing QM region size is shown in Fig. 4A and C,

respectively. The DHAP charge drops significantly from about 0 to −0.28 with region 4

and then again slightly increases for regions 6 and 7, but in the end again converges to

about −0.28. The reaction energy converges starting with region 3 to around 9 kcal/mol,

which is in very good agreement with the results of Bash et al. of about 8 kcal/mol [12].

Only for region 7, the reaction energy represents an outlier with about 25 kcal/mol, which

can be the result of a specific combination of amino acids.

In addition, we applied the global PCVA approach (gPCVA) to the system, in which

all MM protein atom charges are varied simultaneously by a small value and the system

charge is held constant by adding counter charges to all MM water molecule atoms.

Previously, we found that this can give an indication of the accuracy of the resulting

charges and reaction energies [17]. The sensitivity of the DHAP VDD charge strongly

increases until region 4. This behavior has also be seen for COMT and is a result of

the increase in charge distribution opportunities inside the QM region. Afterwards, a

slightly decreasing trend in the sensitivity can be observed, which corresponds to the

expected behavior. For the reaction energy sensitivity we observe an increase with the

first two residues added (region 2) and a subsequent constant decrease. Although region

7 leads to a higher reaction energy compared to similar-sized-regions, its sensitivity fits

into the decreasing behavior with larger QM regions, i.e., this outlier is not detected by

the gPCVA.
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Figure 4: QM/MM convergence for QM regions in TIM constructed with the exclusively

distance-based approach and corresponding global point charge variation analysis. Best

estimate results (corresponding to QM region 9) are indicated by solid horizontal lines.

A: Convergence of DHAP VDD charges with increasing QM region size. Grayscale lines

indicate the ligand charges for varied MM point charges. B: Sensitivity of the VDD

charges to global point charge variations ∆qtot
MM,I . C: Reaction energies ∆Ereaction

QM/MM for

the interconversion reaction from DHAP to PGH in TIM with increasing QM region size.

Grayscale lines indicate the change in reaction energy with varied MM point charges. D:

Sensitivity δ∆Ereaction
QM/MM of the reaction energy to global point charge variations ∆qtot

MM,I .
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Figure 5: QM/MM convergence for QM regions in TIM constructed based on PCVA and

corresponding global point charge variation analysis. Best estimate results (corresponding

to QM region 9’) are indicated by solid horizontal lines. A, D: Convergence of DHAP

VDD charges (A) and reaction energies ∆Ereaction
QM/MM for the interconversion reaction from

DHAP to PGH in TIM (D) with increasing QM region size. Grayscale lines indicate the

values for varied MM point charges. B, E: Sensitivity of the VDD charges (B) and of

the reaction energy (E) to global point charge variations ∆qtot
MM,I . C, F: Corresponding

DHAP charges (C) and reaction energies (F) of atom-economical 16-residue QM regions

(indicated by dashed vertical line in A) constructed using different PCVA schemes as well

as CDA results (from Ref. [12], based on a 12-residue QM region).

16



The standard and cryst saaPCVA calculation were performed analogously to those of

COMT and the subsequent evaluation again delivered sensitivities and QM region indi-

cators for each amino acids (see Figs. S9 and S10). Based on the indicator ranking of

the standard approach, new QM regions were constructed which are equal in size to the

distance-based ones. The composition of these regions can be found in Table S5. Subse-

quently, the convergence of the VDD charges and reaction energies was investigated and

gPCVA was applied to these systematically constructed QM regions (Fig. 5).

Already with region 3’, the DHAP VDD charge starts to converge to about −0.25, with

only the region 5’ value being off (see Fig. 5A). This indicates a better convergence be-

havior than in the distance-based case. Similarly, the sensitivity starts to slightly decrease

with region 3’ (see Fig. 5B). For the reaction energy, we can see a similar convergence

behavior as in the distance-based case. Starting from region 2’, the energy oscillates

around the best estimate of about 9 kcal/mol, with an outlier for region 5’ (see Fig. 5D).

Simultaneously, the sensitivity strongly decreases after the usual peak for region 2’ and

converges at a low level from region 5’ onwards (see Fig. 5E). Overall, the construction

of QM regions using the systematic saaPCVA approach leads to a slightly better conver-

gence and lower gPVCA sensitivity behavior compared to the distance-based inclusion of

amino acids. This confirms the suitability of saaPCVA for the systematic construction of

QM regions.

To assess the accuracy of atom-economical QM regions, we constructed regions with the

16 highest ranked amino acids based on the indicators of standard and cryst PCVA

and compared the corresponding charges and reaction energies to the best estimates (see

Fig. 5C and F). Regarding VDD charges, standard delivers a charge 0.15 higher than

for the best estimate (−0.25). The cryst saaPCVA performs much better with a charge

of −0.23. The CDA-constructed QM region results in a charge lying between the two

PCVA variants at about −0.15. Concerning the reaction energy, we observed the reversed
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behavior for the two PCVA schemes. Here, standard performs better with a reaction

energy about 10 kcal/mol below the best estimate (9 kcal/mol) while for cryst, the reaction

energy is nearly 20 kcal/mol higher. The CDA result is again between the two with about

22 kcal/mol.

Table S6 compares the residue ranks of the two different PCVA variants and CDA with

each other. What stands out is that the residues detected by CDA are mainly charged

residues, which are often not detected by saaPCVA, such as ARG98, ARG99, GLU104 or

LYS112. On the other hand, CDA misses several neutral residues very close to the ligand,

which are detected by PCVA, e.g., GLY171, SER211 or LEU230. As these residues may

also have an important catalytic role, CDA is considered to not perform reasonably in

this case. In the comparison between standard and cryst PCVA there are only minor

differences. The first approach ranks ASN213 and VAL231 unter the highest ranked 16

residues, while the latter one detects CYS126 and ALA163, exclusively. All other 14

residues are part of both constructed atom-economical QM regions.

As the results for 16-residue QM regions do not follow a clear trend, we added the 17th-

ranked residue to the QM region, which is the catalytic HIS95 residue in both cases

(labelled standard+95 and cryst+95 ). This residue is also detected by CDA and is thus

potentially relevant. Unfortunately, the inclusion of HIS95 increases the DHAP charges

for standard and cryst significantly. Interestingly, the reaction energy for standard PCVA

is not affected, while for cryst the energy is improved to about 7 kcal/mol, close to the

best estimate. Overall, these results underline the ability of single amino acids to strongly

change QM charges and reaction energies. This indicates the need to further develop new

approaches based on PCVA which do not only account for electrostatic effects and are

able to better detect catalytic residues. Additionally, with respect to the 14-residue QM

region 5’ being an outlier in DHAP charge and reaction energy (see Fig. 4), an atom-

economical QM region size of around 16 amino acids seems not to be adequate for the
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TIM system to get reliable and consistent results. Thus, the use of a predefined, fixed

size for an atom-economical QM region has to be revisited in future work.

5 Extension of PCVA for DNA systems

5.1 System

So far, we have applied PCVA for QM region construction to protein systems. In the

following, we will assess whether this approach can also be used for a DNA system to

quantify and evaluate the effect of single bases on properties of the QM region. Instead of

amino acids here the sensitivities of single (nucleo)bases are target of the analysis, which

is why we will refer to single base PCVA (sbPCVA) in this specific case.

We chose a B-DNA system (PDB: 1ZEW [26], see Fig. 1C) with 10 basepairs (bp) as test

system, which was also used in the work on QM/MM energy convergence by Roßbach

and Ochsenfeld [18]. In line with Ref. 18, we do not perform geometry optimizations

for this system, but directly start with single point calculations on the given structure

differing from the procedure in the protein case. Due to the lack of substrates in this

system the minimal QM region is represented by the two bases G7 and C14 performing a

proton-transfer reaction (highlighted in Fig. 1C).

5.2 Results

In a first step, we reproduced the reaction energy convergence for the distance-based case

similar to Ref. 18. Here, we defined the base pair G7-C14 as the minimal QM region 1

and consequently added the adjacent pair A6-T15 for region 2, then pair A8-T13, and

so on. An overview of the different regions is given in Table S7. In Fig. 6C, the dark
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blue graph represents the reaction energy with increasing QM region size for the distance-

based inclusion of base pairs. The energy drastically decreases with 2 and 3 bp in the

QM region, respectively, and converges at about 27.4 kcal/mol starting from 5 bp, which

overall corresponds to the results in Ref. 18.

Based on the minimal QM region containing the base pair G7-C14, we performed sbPCVA

analogous to the saaPCVA scheme. A single point calculation is performed for each of the

remaining 18 bases in which the charges of the corresponding base are varied. Afterwards,

sensitivities are calculated for each base. In contrast to protein systems, here we will waive

the calculation of indicators because they do not add value to the results since we deal

with a linear distance behavior due to the structural properties of a DNA helix, and will

thus use the sensitivity ranking directly for the construction of QM regions.

The sbPCVA was performed in two different ways. In the first scheme, we only use the

QM energy of the reactant structure and calculate the sensitivity as the difference between

the QM energy of the undistorted and the distorted structure (see Fig. 6A, results shown

for a variation of −0.5 per base). Bases A6 and A8 show a very high sensitivity, which

was expected since they are adjacent to C7 in the minimal QM region. The sensitivities

of the remaining bases in this strand (5’-3’) behave nearly distance-dependent. The same

behavior could have been expected in the other strand (3’-5’) for bases T13 and T15,

but those two sensitivities are clearly lower than for example the sensitivities of the more

distant bases C11, C12 and A16. These results indicate that the effect of single bases on

the QM region is not exclusively distance-dependent.

The second scheme uses the total reaction energy instead of the QM reactant energy

(see Fig. 6B). In contrast to the first scheme, in this case T13 and T15 show the highest

sensitivities compared to the other bases on the 3’-5’ strand. This is a result of additionally

accounting for the product structure when evaluating reaction energies, since the structure

of the two target bases change significantly after the proton transfer. Nevertheless, the

20



Figure 6: Sensitivities and reaction energy convergence for DNA. A: QM reactant energy

sensitivities for bases in the DNA system. Bases 7 and 14 are not considered since they are

part of the minimal QM region. Both strands of the double helix are represented in blue

and red, respectively. B: Same as A but here the total reaction energies are considered.

C: Convergence of the reaction energy for the proton transfer reaction between base 7

and 14 with increasing QM region size. Distance-based approach and different PCVA

approaches are indicated in different colors.
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bases on the 5’-3’ strand again show a higher overall sensitivity, especially base A6.

Based on these sensitivity results we constructed different-sized QM regions according

to 4 different schemes. Firstly, we distinguish between the two aforementioned schemes

(reactant and reaction) and second we distinguish between single and pairwise inclusion

(single and pairs). In the single inclusion scheme, we simply add bases according to their

respective sensitivity without considering the corresponding counter base. With that also

non-complete base pairs can be included in a QM region. In the pairwise inclusion scheme,

complete base pairs are ranked and included into the QM region based on the sum of their

sensitivities. The resulting QM regions can be found in Table S7.

The reaction energy with increasing QM region size was then calculated and evaluated

for the different schemes and compared to the distance-based case (see Fig. 6C). It can be

clearly seen that the single inclusion scheme (reactant single and reaction single) does not

work properly, since we observe a worse convergence behavior than for the distance-based

inclusion (distance). This underlines the expectation that always including complete base

pairs to the QM region is necessary to gain reasonable results in DNA systems. Both

pairwise inclusion schemes (reactant pairs and reaction pairs) lead to a similar convergence

as for distance-based inclusion. Starting from 5 bp, both reaction energies converge at

about 27.4 kcal/mol.

At first glance, sbPCVA seems to be not necessary for QM region construction since

it resembles the distance-based results. But it can be helpful to estimate the distance-

dependent decrease in the strength of the effect on the target base pair with no need to

perform QM/MM calculations for medium- to large-sized QM regions. The sensitivities

can be helpful to consider which distant base pairs still have a high impact on the target

base pair and which ones can be neglected in a productive QM/MM run. Especially for

larger and more complex DNA structures than the helix used in this work, for instance

DNA origami structures, sbPCVA could be a useful tool to quantify base-dependent
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effects.

6 Conclusions

In this work, we presented further developments and test cases for our previously reported

PCVA approach [17] which was shown to be a simple and reliable approach for systematic

QM region construction based on uncertainty quantification.

Since standard saaPCVA worked well for COMT compared to computationally more ex-

pensive methods such as CSA and FSA, we tested several variations and further simplifica-

tions for this system. It turned out that starting saaPCVA directly from a protein crystal

structure in vacuum without pre-processing delivers equally reasonable results compared

to the standard PCVA variant. Moreover, we showed that it can be beneficial to include

several important active site residues to the minimal QM region prior to saaPCVA. In

general, if the additional computational cost is considered to be reasonable and if there

is clarity about the important active site residues we recommend to include these amino

acids in the QM region which is then used for saaPCVA.

To prove the applicability of PCVA for other systems we assessed it for the enzyme TIM.

The convergence of VDD ligand charges and reaction energies is slightly improved for

different-sized saaPCVA-constructed QM regions compared to distance-based construc-

tion of the QM region. Also sensitivity convergence calculated with the global PCVA

approach is slightly better for PCVA-constructed regions. The assessment of atom-

economical QM regions constructed from standard and cryst PCVA and the comparison

to a 12-residue QM region constructed based on the CDA approach from Bash et al.

revealed minor difficulties for both methods. The results indicate that the inclusion of

specific single amino acids can highly affect the QM region properties especially in the

case of catalytically active residues. Therefore, before the applying any QM region con-
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struction method to a new system, it has to be studied carefully with respect to its active

site and possible other important amino acids.

Connected to the aforementioned impact of single amino acids our results indicate that

fixed-size, 16-residue QM regions to not always be sufficient for every system to produce

reliable results. Therefore, in future investigations a more systematic approach to identify

an optimal, system-dependent QM region size must be developed. To this end, it could

be interesting to investigate the correlation of system and QM region size as well as the

introduction of specific QM region size cutoffs.

To test its versatility, we extended the application of PCVA to a DNA system and in-

troduced the single base PCVA (sbPCVA) analogous to saaPCVA. For the quite small

and simple test system with 20 base pairs the construction of QM regions based on

PCVA-calculated sensitivities did not significantly improve the reaction energy conver-

gence compared to distance-based inclusion. Nevertheless, regarding the sensitivities, de-

viations from a clear distance-dependent trend have been observed. With that sbPCVA

can be a helpful tool to at least estimate a reasonable QM region size to get consistent

results especially when it comes to more complex DNA systems.

Altogether, we were able to add new useful functionalities to the PCVA approach and

we verified its success in systematic QM region construction. We set the starting point

for new application cases especially for non-protein systems and further developments by

assessing important difficulties and problems in QM region construction not only occurring

for PCVA. In particular, an approach must be developed which helps to systematically

calculate the ideal QM region size for any system. Furthermore, still all approaches

considered here exclusively focus on the electrostatic effect of amino acids and by that

might miss important non-electrostatic interactions. This problem should be addressed

in the future to further improve the setup process of QM/MM calculations.
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Computational Details

Preparation of the starting structures and molecular dynamics calculations were per-

formed using GROMACS 2019.3 [27,28] with the AMBER99SB-ILDN [29] force field. The

different substrates were parametrized using Antechamber [30,31] and acpype [32,33].

For COMT, the equilibrated initial structure provided by Kulik et al. [9] was solvated

in TIP3P [34] water molecules in a cubic simulation box with 1 nm distance from the

enzyme to the borders. After neutralizing the system by adding six sodium cations,

the solvent molecules and ions were minimized with the enzyme structure held fixed.

Finally, a spherical droplet with a radius of 33 Å from the COMT center of mass was

extracted. It contained COMT with substrates, sodium ions and the corresponding water

molecules and was used as starting structure for the QM/MM calculations. For QM/MM

calculations starting from the vacuum structure, the water molecules and ions were deleted

from the spherical droplet structure. For QM/MM calculations starting from the crystal

structure the corresponding PDB structure (3BWM [35]) was modified by converting the

co-crystallized 3,5-dinitrocatechol to catecholate and then directly used for calculation.

The TIM product structure with co-crystallized inhibitor phosphoglycolohydroxamic acid

(PGH) was prepared starting from the monomer A of the crystal structure (PDB: 7TIM

[25]) by solvating and neutralizing (3 sodium ions) following the same protocol as men-

tioned before. Afterwards, the structure was minimized and equilibrated in an NVT and

NPT ensemble, respectively. The equilibrated structure was then used for the QM/MM

calculations. The reactant and product structures were prepared analogously with pre-

ceding modification of the co-crystallized PGH to dihydroxyacetone phosphate (DHAP)

and glyceraldehyde phosphate (GAP), respectively. For calculations starting from the

crystal structure the PGH-bound structure was used without solvation and ions.

The DNA structure which is based on the PDB structure 1ZEW [26] was directly taken
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from the Supporting Information of reference [18] and used for QM/MM calculations

without further modifications. Only single point calculations were performed for the

DNA system as suggested by Roßbach and Ochsenfeld.

All QM/MM calculations were performed using the Amsterdam Modeling Suite (AMS

Version 2020.203) [36]. The Amsterdam Density Functional (ADF) engine [37] was used

for the QM part applying density functional theory (DFT) with the PBE exchange-

correlation functional [38] employing a DZ and a TZP Slater-type orbital basis set [39]

for all geometry optimizations and single point calculations, respectively. In case of oc-

curring convergence problems during the geometry optimizations (especially for TIM) the

optimization was started using the B3LYP [40, 41] XC functional and afterwards contin-

ued with PBE. For the MM region, the ForceField engine of AMS was used with the

AMBER95 force field [42], which was extended by parameters for the substrates. The

FIRE [43] minimization algorithm was used for all QM/MM geometry optimizations with

all MM solvent molecules and ions fixed to their initial coordinates. All charges eval-

uated for charge convergence tests are calculated from the Voronoi deformation density

(VDD) [44] of the reactant structures only.

The QM/MM input files were generated using the PDB2ADF tool provided by AMS for

protein systems and using a Python script (included in the data set at Ref. 45) inspired

by the functionality of PDB2ADF for the DNA system. Electrostatic embedding as

implemented in AMS [46] was applied for the interaction between the QM and MM

regions. Link atoms in the protein systems were placed on the Cα–C and Cα–N bonds

only including the α-carbon atom in the QM region for single QM amino acids, while

also including the remaining backbone atoms between two subsequent QM amino acids to

reduce the number of link atoms. In the DNA system link atoms were placed on the N-

glycosidic bond only including the bases to the QM region and let the negatively charged

backbone remaining in the MM region. Residues included in the different-sized QM
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regions for each system are listed in the Supporting Information in S1 and S2 (COMT),

S4 and S5 (TIM), and S7 (DNA), which also list the corresponding QM region charges

and the numbers of atoms and link atoms.

The analysis of results and and the modification of input files regarding point charge

variation were achieved with Python. Plots were generated with Matplotlib [47, 48]

and structures were visualized using Visual Molecular Dynamics (VMD) [49].

Data Availability

Additional tables and figures showing PCVA sensitivity and indicator rankings as well as

the compositions of the different considered QM regions are provided in the Supporting In-

formation. Data for this paper, including all necessary PDB files of the starting structures,

the modified AMBER95 force field for the use with AMS, substrate and ion AMS frag-

ment files, as well as the AMS input files for all geometry optimizations and single point

calculations, are available at Zenodo at https://doi.org/10.5281/zenodo.7752677.
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