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Abstract: A multistate energy decomposition analysis (MS-EDA) method is introduced for 

excimers using density functional theory. Although EDA has been widely applied to 

intermolecular interactions in the ground-state, few methods are currently available for excited 

state complexes. Here, the total energy of an excimer state is separated into exciton excitation 

mailto:gao@jialigao.org


2 
 

energy Δ𝐸𝐸𝐸𝐸𝐸𝐸(|Ψ𝑋𝑋 • Ψ𝑌𝑌 >∗), resulting from the state interaction between locally excited monomer 

states |Ψ𝑋𝑋∗ • Ψ𝑌𝑌 > and |Ψ𝑋𝑋 • Ψ𝑌𝑌∗ >, a super-exchange resonance energy Δ𝐸𝐸𝑆𝑆𝐸𝐸, originating from 

the mutual charge transfer between two monomers |Ψ𝑋𝑋+ • Ψ𝑌𝑌− > and |Ψ𝑋𝑋− • Ψ𝑌𝑌+ >, and an orbital-

and-configuration delocalization term Δ𝐸𝐸𝑂𝑂𝑂𝑂𝑂𝑂 due to the expansion of configuration space and 

block-localized orbitals to the fully delocalized dimer system. Although there is no net charge 

transfer in symmetric excimer cases, the resonance of charge-transfer states is critical to stabilizing 

the excimer. The monomer localized excited and charge-transfer states are variationally optimized, 

forming a minimal active space for nonorthogonal state interaction (NOSI) calculations in 

multistate density functional theory to yield the intermediate states for energy analysis. The present 

MS-EDA method focuses on properties unique to excited states, providing insights into exciton 

coupling, super-exchange and delocalization energies. MS-EDA is illustrated on the acetone and 

pentacene excimer systems; three configurations of the latter case are examined, including the 

optimized excimer, a stacked configuration of two pentacene molecules and the fishbone 

orientation. It is found that excited-state energy splitting is strongly dependent on the relative 

energies of the monomer excited states and the phase-matching of the monomer wave functions. 
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Energy decomposition analysis (EDA) is a useful tool for understanding intermolecular 

interactions.1-3 Although methods for molecular complexes in the ground state have been 

thoroughly developed,4-55 few approaches are currently available for analyzing energy terms of 

excimers and exciplexes – molecular aggregates formed in the electronic excited states. One 

exception is a study by Ge et al.,56, 57 who used the same energy terms in ground-state EDA,2, 49 

including frozen (frz), polarization (pol) and charge transfer (CT) terms to describe intermolecular 

interactions in the excited states Δ𝐸𝐸int∗ = Δ𝐸𝐸frz∗ + Δ𝐸𝐸pol∗ + Δ𝐸𝐸CT∗ . The method was introduced on 

the basis of configuration interaction with singly excitations (CIS), in principle, extendable to time-

dependent density functional theory (TDDFT) for excited-state calculations. In particular, the 

frozen excitation energy was obtained with the use of fixed orbitals of each isolated fragment along 

with its excitation amplitudes, and frozen interactions were modeled through the merged Fock 

matrix. Similarly, polarization contribution was determined with the relaxed, fragment block-

localized molecular orbitals (BLMO) also called absolutely localized MOs.24, 25, 27, 28, 58 The CT 

term was simply the difference between the excitation energy of the full complex and the other 

two terms. That work was extended to excimers with the addition of an exciton splitting term 

between the frozen excited states.59 That work provided an analysis of excited state interactions 

from a ground-state analogy. On the other hand, it is of interest to define variationally optimizable 

diabatic states,60-62 such as the local excitations of individual chromophores in the presence of 

other molecules in the ground stat. Electronic coupling interaction among local states can be used 

to determine the rates of excited-state energy transfer such as light-harvesting in photosynthesis 

and perception,63-66 photoexcitation-induced oxidation-reduction reactions and processes in 

photovoltaic devices and fuel cells.67 In this Letter, we introduce an alternative, multistate energy-

decomposition analysis (MS-EDA) for the interaction energy of an excimer complex – excited-
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state complex formed between the same chemical species. We focus on energy terms unique to 

excited states, including local excitation, exciton excitation Δ𝐸𝐸𝐸𝐸𝐸𝐸, resonance stabilization due to 

super-exchange ΔE𝑆𝑆𝐸𝐸, and orbital and configuration-state delocalization Δ𝐸𝐸𝑂𝑂𝑂𝑂𝑂𝑂. The method is 

illustrated on the acetone and pentacene excimers, relevant to chemiluminescence and singlet 

fission in materials for solar cells.67, 68  

Considering the following photochemical process of excimer formation,   

  𝑋𝑋  +   𝑌𝑌  
     ℎ𝑣𝑣    
�⎯⎯⎯�    𝑋𝑋  +   𝑌𝑌∗    

    Δ𝐸𝐸𝑏𝑏
𝐾𝐾   

�⎯⎯⎯�    (𝑋𝑋𝑌𝑌)∗         (1) 

we define the total formation energy, or binding energy, of the excimer (𝑋𝑋𝑌𝑌)∗ in its Kth excited 

state relative to that of two separate molecules in the ground state (eq 1) as follows: 

Δ𝐸𝐸𝑏𝑏𝐾𝐾 = 𝐸𝐸(𝑋𝑋𝑌𝑌)∗
𝐾𝐾 �Ψ(𝑋𝑋𝑌𝑌)∗

𝐾𝐾 � − 𝐸𝐸𝑋𝑋𝑜𝑜[Ψ𝑋𝑋𝑜𝑜] − 𝐸𝐸𝑌𝑌𝑜𝑜[Ψ𝑌𝑌𝑜𝑜] − ℎ𝜈𝜈        (2) 

where the superscript “o” denotes the energy and wave function of a molecule in the ground state, 

𝐸𝐸(𝑋𝑋𝑌𝑌)∗
𝐾𝐾  is the energy of the Kth excited state of the excimer(𝑋𝑋𝑌𝑌)∗, characterized by the wave 

functionΨ(𝑋𝑋𝑌𝑌∗)
𝐾𝐾 , and ℎ𝜈𝜈 is the external photoenergy of chromophore excitation. Although the 

main goal of this study is concerned with excimers, we nevertheless use different symbols X and 

Y to denote the two interacting molecules for convenience of discussion. Thus, the theory is 

generally applicable to exciplexes in which 𝑋𝑋 ≠ 𝑌𝑌. Also, the method can easily be generalized to 

any number of molecules, suitable for the treatment of delocalized, exciton-resonance excitation 

of extended materials and biological light-harvesting systems. 

Multistate energy-decomposition analysis (MS-EDA). We partition the total binding 

interaction energy of an excimer complex (eq 2) in its Kth excited state into the following terms: 

 Δ𝐸𝐸𝑏𝑏𝐾𝐾 = Δ𝐸𝐸Lint[(𝑋𝑋 • 𝑌𝑌)] − ℎ𝜈𝜈 + Δ𝐸𝐸Ex𝐾𝐾 [(𝑋𝑋 • 𝑌𝑌)∗] + Δ𝐸𝐸SE𝐾𝐾 ��𝑋𝑋± • 𝑌𝑌∓�
∗
� + Δ𝐸𝐸OCD𝐾𝐾 [(𝑋𝑋𝑌𝑌)∗]   (3) 

where Δ𝐸𝐸Lint[(𝑋𝑋 • 𝑌𝑌)] denotes the local interaction energy between monomers X and Y in the 

ground state, Δ𝐸𝐸Ex𝐾𝐾 [(𝑋𝑋 • 𝑌𝑌)∗]  is the excitation energy of the Kth exciton state (Ex) due to 
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resonance delocalization of local, monomer excitations, Δ𝐸𝐸SE𝐾𝐾 ��𝑋𝑋± • 𝑌𝑌∓�
∗
� specifies the effect of 

inter-fragment charge-transfer configurations called super-exchange (SE), and Δ𝐸𝐸OCD𝐾𝐾 [(𝑋𝑋𝑌𝑌)∗] 

represents the energy change due to orbital and configuration-state delocalization (OCD) by 

expansion from monomer BLMOs to the full molecular space. The progressive sequence of 

intermediate states depicted in Scheme 1 have well-defined wave functions (or Kohn-Sham states) 

which can be variationally optimized, and the decomposed energy terms sum up exactly to the 

definition of eq 2.   

Local interaction energy in the ground state. For analysis of excited-state energies in MS-

EDA, we focus on the energy terms that are directly related to the excimer complex. Therefore, all 

 
Scheme 1. Multistate energy decomposition analysis (MS-EDA) of the excimer binding energy 
Δ𝐸𝐸𝑏𝑏 . The top row corresponds to the physical process of excimer formation (eq 2). The 
remaining illustration highlights each energy terms defined by eq 3 and their progressive 
change in MS-EDA. The shapes of objects represent molecular geometries, while different 
colors depict the corresponding wave functions with boundaries shown for block-localization. 
All wave functions can be variationally optimized. The local excited in pink (Lex) and charge 
transfer diabatic states in light yellow background denote the minimum active space (MAS) 
for the exciton and super-exchange states. The energy changes are defined by eq 4 for the local 
interaction energy Δ𝐸𝐸Lint, eq 6 for the exciton excitation energy Δ𝐸𝐸Ex, eq 9 for the super-
exchange stabilization energy Δ𝐸𝐸SE, and eq 10 for the orbital and configuration delocalization 
effects Δ𝐸𝐸OCD . The definition of the respective wave functions can also be found in these 
equations. 
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energy contributions that can be associated with intermolecular interactions between monomers X 

and Y in the ground state are grouped into a single term called local interaction (Lint) energy.  

Δ𝐸𝐸Lint[(𝑋𝑋 • 𝑌𝑌)] = 𝐸𝐸(𝑋𝑋•𝑌𝑌)�Ψ(𝑋𝑋•𝑌𝑌)� − 𝐸𝐸𝑋𝑋𝑜𝑜[Ψ𝑋𝑋𝑜𝑜] − 𝐸𝐸𝑌𝑌𝑜𝑜[Ψ𝑌𝑌𝑜𝑜]       (4) 

where the notation (𝑋𝑋 • 𝑌𝑌) separating monomers X and Y by the symbol “  ” represents a block-

localized bimolecular complex, and the parentheses indicate that the product wave function of the 

monomers (ground or excited states) is antisymmetrized, e.g., Ψ(𝑋𝑋•𝑌𝑌) = �̂�𝐴{Ψ𝑋𝑋Ψ𝑌𝑌} . This 

convention is used throughout this Letter. We note that the molecular geometry used to determine 

𝐸𝐸(𝑋𝑋•𝑌𝑌)�Ψ(𝑋𝑋•𝑌𝑌)� is that of the excimer complex, not the structure optimized for the ground state. 

The term “block-local” refers to the strict localization of molecular orbitals (BLMO)28 in 

WFT or Kohn-Sham orbitals in DFT (BLKS) in the complex (𝑋𝑋 • 𝑌𝑌).69 They are strictly localized 

within the two individual molecular fragments because BLMOs are expanded over basis orbitals 

on the atoms in each monomer.28 Δ𝐸𝐸Lint[(𝑋𝑋 • 𝑌𝑌)]  includes classical Coulomb interaction, 

quantum-mechanical exchange-repulsion and polarization energies, plus the energy change from 

the equilibrium geometries of isolated monomers to that in the excimer. This classification follows 

exactly the convention used in the BLW-ED analysis, similar to other ground-state EDA models.2, 

28, 49 It is identical to the total binding energy of the complex (XY), at the given geometry, without 

the charge-transfer term.2 Since these are ground-state properties which have been thoroughly 

explored in the past,2, 3, 18, 24 we do not further separate and discuss them in this work. Specific 

details may be found in references 2, 28, 49. 

Exciton excitation energy. According to Frenkel exciton model,70 the resonance excitation 

(exciton) of an extended system (excimer in this work) results from the interaction of locally 

(monomer) excited states. The wave function for this intermediate state, or simply an exciton state, 
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denoted as (𝑋𝑋 • 𝑌𝑌)∗, is determined by nonorthogonal state interaction (NOSI)71, 72 in multistate 

density functional theory (MSDFT):73, 74 

Ψ(𝑋𝑋•𝑌𝑌)∗
𝐾𝐾 = 𝑎𝑎1Ψ(𝑋𝑋∗•𝑌𝑌)

𝐾𝐾𝑋𝑋 + 𝑎𝑎2Ψ(𝑋𝑋•𝑌𝑌∗)
𝐾𝐾𝑌𝑌             (5) 

where the superscript specifies the Kth excited state of the exciton, Ψ(𝑋𝑋∗•𝑌𝑌)
𝐾𝐾𝑋𝑋  and Ψ(𝑋𝑋•𝑌𝑌∗)

𝐾𝐾𝑌𝑌  

represent, respectively, the wave functions of the two locally excited monomers in the presence of 

the other species in the ground state (Ψ(𝑋𝑋∗•𝑌𝑌)
𝐾𝐾𝑋𝑋 = |Φ𝑋𝑋

∗Θ𝑌𝑌 > and Ψ(𝑋𝑋•𝑌𝑌∗)
𝐾𝐾𝑌𝑌 = |ΦXΘ𝑌𝑌∗ >), and a1 and 

a2 are the state coefficients. The states XK  and YK  of Ψ(𝑋𝑋∗•𝑌𝑌)
𝐾𝐾𝑋𝑋  and Ψ(𝑋𝑋•𝑌𝑌∗)

𝐾𝐾𝑌𝑌  correspond to 

those that contribute to the exciton state K. Note that Ψ(𝑋𝑋∗•𝑌𝑌)
𝐾𝐾𝑋𝑋  and Ψ(𝑋𝑋•𝑌𝑌∗)

𝐾𝐾𝑌𝑌  themselves, in fact, 

are generally multiconfigurational wave functions, and more than one state from each monomer 

may contribute. 

The energy difference between the exciton state and the block-localized molecular complex, 

i.e., the exciton-excitation energy Δ𝐸𝐸Ex𝐾𝐾 , corresponds to the transition from the ground state of the 

monomer complex (𝑋𝑋 • 𝑌𝑌) to the exciton resonance state (𝑋𝑋 • 𝑌𝑌)∗: 

  Δ𝐸𝐸Ex𝐾𝐾 = 𝐸𝐸(𝑋𝑋•𝑌𝑌)∗
𝐾𝐾 − 𝐸𝐸(𝑋𝑋•𝑌𝑌)              (6) 

where 𝐸𝐸(𝑋𝑋•𝑌𝑌)∗
𝐾𝐾  and 𝐸𝐸(𝑋𝑋•𝑌𝑌) are, respectively, the energies of the exciton state ΨExK ≡ Ψ(𝑋𝑋•𝑌𝑌)∗

𝐾𝐾  and 

the ground state Ψ(𝑋𝑋•𝑌𝑌)  

 The wave function for the exciton state (eq 5) can be variationally optimized by using a 

multiconfiguration self-consistent-field (MC-SCF) approach or configuration interaction such as 

CIS and nonorthogonal configuration interaction (NOCI), also called mixed molecular orbital and 

valence bond (MOVB) in WFT.75, 76 Alternatively, they can be obtained from multistate SCF (MS-

SCF)77 and NOSI methods in MSDFT. NOSI is used in the present study, in which we first 

determine the locally excited states for monomer X* in the presence of Y in its ground state, and 

monomer Y* in X, respectively, using the block-localized excitation (BLE) method to variationally 

optimize Ψ(𝑋𝑋∗•𝑌𝑌)
𝐾𝐾𝑋𝑋  and Ψ(𝑋𝑋•𝑌𝑌∗)

𝐾𝐾𝑌𝑌  along with the M06-2X functional.78-80 Then, we construct the 



9 
 

Hamiltonian matrix functional, and the state coefficients a1 and a2 in eq 5 are obtained by 

diagonalizing the NOSI Hamiltonian matrix.69  

Importantly, the structure weight for each of the locally excited states in the resonance 

exciton state can be evaluated according to the Chirgwin-Coulson scheme:81 

  𝑊𝑊𝑋𝑋∗
𝐾𝐾 = 𝑎𝑎12 + 𝑎𝑎1𝑎𝑎2𝑆𝑆12               (7a) 

  𝑊𝑊𝑌𝑌∗
𝐾𝐾 = 𝑎𝑎12 + 𝑎𝑎1𝑎𝑎2𝑆𝑆12               (7b) 

where 12S  is the overlap integral between the two locally excited states, 𝑆𝑆12 = 𝑆𝑆21 =

∫ 𝑑𝑑𝑑𝑑�Ψ(𝑋𝑋∗•𝑌𝑌)
𝐾𝐾𝑋𝑋 �

∗
Ψ(𝑋𝑋•𝑌𝑌∗)
𝐾𝐾𝑌𝑌 . 

Charge transfer states and super-exchange energy. The exciton states above from state 

interactions among locally excited monomers do not explicitly account for charge-transfer (CT) 

delocalization in the full system. Often, the energies of CT states between monomers X and Y are 

relatively high relative to valent excitations, but they, nevertheless, play an important role in 

stabilizing the excited complex. If the two monomers are symmetrically equivalent in an excimer, 

there is no net charge transfer, but the stabilization energy due to the resonance between CT 

configurations can still be significant. Such a resonance effect is also called super-exchange (SE) 

interaction in electron transfer theory,82 which is adopted here. The charge-resonance SE states are 

given by ΨSE = 𝑏𝑏2′ |𝑋𝑋+ • 𝑌𝑌− >  ±𝑏𝑏3′  |𝑋𝑋− • 𝑌𝑌+ > , or simply denoted by ΨSE = 𝑏𝑏2′ΨFCT  ±

 𝑏𝑏3′ΨBCT between the 𝑋𝑋 → 𝑌𝑌 forward (FCT) and 𝑌𝑌 → 𝑋𝑋 backward (BCT) CT states.  

Here, we define the SE-stabilized intermediate state by the wave function  

ΨSE𝐾𝐾 = 𝑏𝑏1Ψ(𝑋𝑋•𝑌𝑌)∗
𝐾𝐾 + 𝑏𝑏2ΨFCT  ±  b3ΨBCT           (8) 

where different coefficients for the two CT states have been used in case 𝑋𝑋 ≠ 𝑌𝑌, in which a single, 

directional CT state may dominate in an exciplex complex. In this regard, it is of interest to 

distinguish the term charge transfer, representing a specific, directional CT diabatic state, from 
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super-exchange which describes a physical property, a resonance-stabilization interaction of the 

intermediate state. In eq 8, we have assumed that the order of excited states has not changed due 

to mixing with the CT states. This assumption is purposely for the convenience of expression; in 

practice, the correct state must be matched at different decomposition steps. 

The net stabilization energy due to the admixture between the exciton and SE states is 

called the super-exchange energy Δ𝐸𝐸SE𝐾𝐾 : 

 Δ𝐸𝐸SE𝐾𝐾 = 𝐸𝐸SE𝐾𝐾 [ΨSE𝐾𝐾 ] − 𝐸𝐸Ex𝐾𝐾 [Ψ(𝑋𝑋•𝑌𝑌)∗
𝐾𝐾 ]           (9) 

Analogous to the exciton intermediate state, ΨEx𝐾𝐾  can be obtained from NOCI in WFT and NOSI 

in MSDFT.73, 77 In principle, TDDFT and an MCSCF method could be used in both exciton and 

super-exchange steps, but it can be rather complicated with nonorthogonal orbitals between 

different fragment blocks. This is easily accomplished in MSDFT employing NOSI.78, 79  

Orbital delocalization. So far, the wave functions (or Kohn-Sham determinants) for the 

intermediate states have been constructed on the basis of fragmental BLMOs. Although 

incorporation of the SE effects introduces charge delocalization, the charge density is generally 

not sufficiently relaxed. Furthermore, the intermediate states decomposed at this point may have 

not included all configurational state functions used to determine the energies of the adiabatic 

excimer complex (𝑋𝑋𝑌𝑌)∗. Therefore, in the final step of the MS-EDA method, we release the 

monomeric block-localization constraints and use the fully delocalized molecular orbitals to obtain 

the energies of the excited states for the excimer complex. These states are denoted as Ψ(𝑋𝑋𝑌𝑌)∗
𝐾𝐾  

without the dot “•” separating monomers X and Y. The energy change in this step is called orbital 

and configuration-state delocalization (OCD) energy, analogous to, but different from the CT 

energy term in ground-state EDA models since additional configurational state functions may also 

be included in the final step.   
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   Δ𝐸𝐸OCD𝐾𝐾 = 𝐸𝐸(𝑋𝑋𝑌𝑌)∗
𝐾𝐾 �Ψ(𝑋𝑋𝑌𝑌)∗

𝐾𝐾 � − 𝐸𝐸SE𝐾𝐾 [ΨSE𝐾𝐾 ]          (10) 

The present MS-EDA method includes three computational steps: (1) the calculation of 

excitation energies of monomers, (2) the determination of the reference states for energy analysis 

for block-localized intermediate states, and (3) the evaluation of excitation energies of the fully 

delocalized dimer complex. The results from both steps (1) and (3) can be validated by comparison 

with results from TDDFT or MCSCF calculations as well as experimental data. TDDFT is adopted 

in this work to determine the excitation energies of the excimers. Thus, MS-EDA may be regarded 

as an analytical tool to interpret the numerical results from TDDFT calculations. 

The adiabatic ground and excited states as well as all intermediate states for energy analysis 

are obtained from NOSI in multistate density functional theory. NOSI differs from nonorthogonal 

CI (NOCI) in that dynamic correlation is included in the basis states in the first place. Lu and Gao 

proved that the Hamiltonian in the subspace spanned by the lowest N eigenstates is a matrix 

functional 𝓗𝓗[𝑫𝑫(𝒓𝒓)] of the multistate density 𝑫𝑫(𝒓𝒓),73 extending Hohenberg-Kohn theorems for 

the ground state to any number of N states in MSDFT. Significantly, it was proven that 𝑫𝑫(𝒓𝒓) can 

be represented by no more than 𝑁𝑁2 determinants, defining an upper bound for the number of 

determinants in an active space,73 i.e., a minimal active space (MAS),71, 72, 77 in excited-state DFT 

calculations. 𝑫𝑫(𝒓𝒓) can be variationally optimized by minimizing the trace of 𝓗𝓗[𝑫𝑫(𝒓𝒓)]. Then, 

Diagonalization of 𝓗𝓗 yields the exact energies for all 𝑁𝑁 adiabatic ground and excited states, 

provided that the exact correlation matrix functional is known (the Lu-Gao theorems established 

its existence).73 As in Kohn-Sham DFT, approximate correlation matrix functionals must be used 

in MSDFT calculations. The accuracy of the present MSDFT-NOSI method can be validated by 

comparison with results from TDDFT on systems that it is adequate as in the present case, 

employing the same correlation density functional.71, 72  
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We focus on the lowest excited states of a monomer species and their interactions in the 

excimer complex. For the monomers and block-localized excitations in dimers in this work, we 

found that it is sufficient to just include 5 spin-adapted configurations in the MAS, consisting of 

the reference (ground) state from KS-DFT and four singly excited configurations from the two 

highest occupied KS orbitals (HOMO) to the two lowest unoccupied KS orbitals (LUMO). Each 

of the singly excited KS-determinants is optimized using the BLE technique, a form of ΔSCF 

method capable of block-localized constraints on the orbitals in the dimer case.78, 79  

Before presenting the MS-EDA results, we outline the procedure for determining the 

elements of the Hamiltonian matrix functional 𝓗𝓗[𝑫𝑫(𝒓𝒓)]. In particular, the diagonal elements 

ℋ𝐴𝐴𝐴𝐴[𝑫𝑫(𝒓𝒓)] are given by the KS-DFT energies of the corresponding determinants for the block-

localized, excited configurations as well as that of the Kohn-Sham ground state.  

 ℋ𝐴𝐴𝐴𝐴 = 𝐸𝐸𝐴𝐴𝐾𝐾𝑆𝑆(Ξ𝐴𝐴)                 (11) 

where Ξ𝐴𝐴 is a determinant constrained to a given orbital occupation, including both the ground 

state and excited configuration. Specifically, the constrained BLKS-determinant wave function for 

the block-localized dimeric configuration (𝑋𝑋 • 𝑌𝑌) is written as follows: 

 Ξ(𝑋𝑋•𝑌𝑌)
𝐾𝐾𝑆𝑆 =  �̂�𝐴{�𝜒𝜒1𝑋𝑋 ⋯𝜒𝜒𝑁𝑁𝑋𝑋

𝑋𝑋 � • �𝜒𝜒1𝑌𝑌 ⋯𝜒𝜒𝑁𝑁𝑌𝑌
𝑌𝑌 �}          (12) 

where �̂�𝐴 is the antisymmetrizer, and 𝜒𝜒𝑗𝑗𝑈𝑈 is the jth block-localized spinorbital of fragment U (𝑈𝑈 =

𝑋𝑋,𝑌𝑌), and 𝑁𝑁𝑈𝑈 is the number of electrons. For the four singly excited states in the MAS, one of the 

two highest occupied orbitals is replaced by one of the two lowest unoccupied orbitals, and Ξ𝐴𝐴 is 

optimized individually using the BLE method for the non-aufbau configurations.78 Note that “state” 

in this Letter refers to a spin-adapted wave function representing the exact density by incorporating 

dynamic correlation with BLKS-DFT; it is different from a determinant configuration. 
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The transition density functional (TDF),83 i.e., the correlation energies for the off-diagonal 

matrix elements of 𝓗𝓗[𝑫𝑫(𝒓𝒓)] , can be determined rigorously among spin-complement 

configurations to yield the spin-adapted states. For example, the TDF correlation energy for the 

spin-adapted singlet state is obtained in an NOSI calculation with the constraint that the energy of 

the triplet state |1,0 > is identical to that of the |1,1 > state.71, 84, 85 Notice that the latter can be 

adequately represented by a single determinant, exact in KS-DFT if the KS exchange-correlation 

functional is exact. Thus, given an approximate density functional approximation used for 

ℋ𝐴𝐴𝐴𝐴�Ξ𝐴𝐴↑↓�  and ℋ𝐵𝐵𝐵𝐵�Ξ𝐵𝐵↓↑�  where the arrows indicate the spin of the coupled electrons, the 

electronic coupling ℋ𝐴𝐴𝐵𝐵[𝜌𝜌𝐴𝐴𝐵𝐵] to yield the singlet spin-adapted state is uniquely determined by  

  ℋ𝐴𝐴𝐵𝐵[𝜌𝜌𝐴𝐴𝐵𝐵] = < Ξ𝐴𝐴↑↓�𝐻𝐻��Ξ𝐵𝐵↓↑ >  + 1
2

{𝐸𝐸𝑐𝑐𝐾𝐾𝑆𝑆�𝜌𝜌𝑇𝑇�Ξ𝑇𝑇↑↑�� − 𝐸𝐸𝑐𝑐𝐾𝐾𝑆𝑆�𝜌𝜌𝐴𝐴(Ξ𝐴𝐴↑↓)�}    (13) 

where 𝐸𝐸𝑐𝑐𝐾𝐾𝑆𝑆�𝜌𝜌𝑇𝑇(Ξ𝑇𝑇↑↑)� and 𝐸𝐸𝑐𝑐𝐾𝐾𝑆𝑆�𝜌𝜌𝐴𝐴(Ξ𝐴𝐴↑↓)� are the correlation energies from KS-DFT using the spin-

up triplet determinant Ξ𝑇𝑇↑↑, and the spin-mixed determinant Ξ𝐴𝐴↑↓ (equivalent with Ξ𝐵𝐵↓↑ here). 

For the remaining off-diagonal matrix elements, an approximate TDF is needed to account 

for the dynamic correlation in the electronic coupling between two interacting states. Unlike KS-

DFT, an approximate TDF is currently not yet available. In this study, we use an overlap-weighted 

average correlation energy from KS-DFT for the two individual states Ξ𝐴𝐴 and Ξ𝐵𝐵 to approximate 

the TDF correlation term:69 

 ℋ𝐴𝐴𝐵𝐵[𝑫𝑫(𝒓𝒓)] = < Ξ𝐴𝐴𝐾𝐾𝑆𝑆�𝐻𝐻��Ξ𝐵𝐵𝐾𝐾𝑆𝑆 >  + 1
2
𝑆𝑆𝐴𝐴𝐵𝐵𝐾𝐾𝑆𝑆{𝐸𝐸𝑐𝑐𝐴𝐴[𝜌𝜌𝐴𝐴(Ξ𝐴𝐴𝐾𝐾𝑆𝑆)] + 𝐸𝐸𝑐𝑐𝐵𝐵[𝜌𝜌𝐵𝐵(Ξ𝐵𝐵𝐾𝐾𝑆𝑆)]}   (14) 

where < Ξ𝐴𝐴𝐾𝐾𝑆𝑆�𝐻𝐻��Ξ𝐵𝐵𝐾𝐾𝑆𝑆 > is obtained using the two BLKS determinant wave functions,75, 76, 86 Ξ𝐴𝐴𝐾𝐾𝑆𝑆 

and Ξ𝐵𝐵𝐾𝐾𝑆𝑆, for configurations A and B, 𝑆𝑆𝐴𝐴𝐵𝐵𝐾𝐾𝑆𝑆 is their overlap integral, and 𝐸𝐸𝑐𝑐𝐴𝐴[𝜌𝜌𝐴𝐴] and 𝐸𝐸𝑐𝑐𝐵𝐵[𝜌𝜌𝐵𝐵] are 

the corresponding correlation energies from the KS approximate density functional. The 

approximation of eq 14 is the main source of error in MS-EDA. 
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 The MS-EDA method has been implemented in the Qbics program in our laboratories,87 

and a separate BLW-ED program2 interfaced with the GAMESS-US package.88 The method and 

energy terms are illustrated by two excimer complexes: the asymmetric excimer complex of two 

acetone molecules (Figure 1A), and the pentacene dimer in three different geometry arrangements, 

including the optimized 𝑆𝑆1  excimer, the stacked configuration of two pentacene monomers 

separated by 3.3 Å, each in the ground state geometry, and the fishbone configuration in the crystal 

used in an application to singlet fission (Figure 1B).67 MSDFT-NOSI and TDDFT calculations 

were carried out using the Minnesota M06-2X density functional80 along with the cc-pVDZ basis 

set for the pentacene excimer and cc-pVTZ for the acetone dimer.89 Geometries were optimized 

using Gaussian16.90 Throughout this Letter, we use electron volts (eV) as the energy unit to relate 

with electronic spectroscopy. 

 Table 1 lists the energies of the ground state and the 𝑛𝑛 → 𝜋𝜋 excited state from MSDFT-

NOSI and TDDFT calculations relative to that from KS-DFT for acetone. The results for the 

 
 
Figure 1. Structures and orbital of excimer complexes. (A). Shown are the optimized structure 
and the highest singly occupied orbital for the acetone 𝑆𝑆1 excimer. (B). Three configurations 
of pentacene dimer are used in the study, corresponding to the optimized 𝑆𝑆1 excimer structure, 
the on-top stacked configuration of two ground-state pentacene molecules, and a fishbone 
relative orientation from a pentacene crystal structure. 
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𝐿𝐿𝑎𝑎(𝑆𝑆1) and 𝐿𝐿𝑏𝑏(𝑆𝑆2) states of pentacene are given in Table 2. The performance of NOSI and 

possible double counting of electron correlation in a multistate DFT can be validated by 

comparison of the ground state energies with that from KS-DFT calculations.83 We find that the 

difference in ground-state energy between MSDFT and KS-DFT is generally small, with the 

largest deviation being just -0.02 eV for acetone. Note that the KS-DFT state is included in the 

active space in all NOSI calculations. This observation indicates that there is little double-counting 

of correlation in NOSI for the present systems using the M06-2X functional. Importantly, the 

inclusion of the Kohn-Sham ground-state ensures orthogonality of the computed excited states to 

the ground state. Listed in Tables 1 and 2 are relative energies for the ground and excited states 

from NOSI and TDDFT calculations employing monomer geometries optimized for 𝑆𝑆0 and 𝑆𝑆1 

states and monomers in the optimized monomer structure. In addition, we included the computed 

excitation energies of the excimer complexes. The agreement between NOSI and the linear-

response theory is good with a root-mean-square deviation (RMSD) of 0.22 eV, which is largely 

due to the somewhat greater differences between NOSI and TDDFT for the 𝐿𝐿𝑏𝑏 state of pentacene 

using M06-2X. If only 𝐿𝐿𝑎𝑎 states of pentacene are included the RMSD error is less than 0.01 eV. 

Experimental absorption and fluorescence energies for acetone are 4.5 and 2.8 eV in the gas 

phase,91 and a acetone excimer fluorescence energy of 3.06 eV has been reported;92 these results 

are in good accord with NOSI and TDDFT results in Table 1. The results in Table 1 demonstrate 

that the MAS used in NOSI for these chromophores is sufficient to represent these states, 

demonstrating that MS-EDA can be applied to analyze interaction energies of excited-state 

complexes.  

 

Table 1. Computed energies (eV) for the ground state and the 𝑛𝑛 → 𝜋𝜋∗ excited state of an acetone 
molecule. Geometries used include the monomer structure in the ground state (𝑆𝑆0) and the first 
excited state (𝑆𝑆1), along with the monomers in the optimized dimeric excimer (DM), resembling 
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the ground and excited state. Energies are determined using nonorthogonal state interaction (NOSI) 
and time-dependent density functional theory (TDDFT). The Minnesota M06-2X density 
functional along with the cc-pVTZ basis set is used. 

 

Geometrya 

NOSI TDDFT 

Δ𝐸𝐸(𝑆𝑆0) Δ𝐸𝐸(𝑆𝑆1) Δ𝐸𝐸(𝑆𝑆1) 

𝑆𝑆0 -0.02 4.43 4.28 

𝑆𝑆1 0.84 3.78 3.79 

(𝑆𝑆0)𝑂𝑂𝐷𝐷 -0.02 4.39 4.25 

(𝑆𝑆1)𝑂𝑂𝐷𝐷 0.75 3.80 3.79 

Excimerb 0.0 2.93, 4.16 2.91, 3.98 

a. Acetone monomer geometries in different states used in energy calculations. Monomer energies 
are relative to that determined using M06-2X/cc-pVTZ. 
b. Excimer excitation energies relative to the ground state energy using the excimer structure.  
 

Table 2. Computed ground-state and excitation energies (eV) for pentacene using NOSI and 
TDDFT. Optimized geometries for the ground state (𝑆𝑆0) and the first excited state (𝑆𝑆1 also labeled 
as 𝐿𝐿𝑎𝑎), and the monomer geometry in the optimized excimer (𝑆𝑆1)𝑂𝑂𝐷𝐷𝑚𝑚𝑜𝑜𝑚𝑚𝑜𝑜 are used. The Minnesota 
M06-2X density functional along with the cc-pVDZ basis set is used. 
 

 

Geometrya 

NOSI TDDFT 

𝑆𝑆0 𝐿𝐿𝑎𝑎(𝑆𝑆1) 𝐿𝐿𝑏𝑏(𝑆𝑆2) 𝐿𝐿𝑎𝑎(𝑆𝑆1) 𝐿𝐿𝑏𝑏(𝑆𝑆2) 

𝑆𝑆0 0.0 2.39 3.35 2.35 3.63 

𝑆𝑆1 0.21 2.06 3.11 2.10 3.54 

(𝑆𝑆1)𝑂𝑂𝐷𝐷𝑚𝑚𝑜𝑜𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 0.09 2.10 3.14 2.06 3.44 

Excimerb 0.0 0.88, 1.87 2.33, 2.49 0.87, 2.04 2.14, 2.42 

a. Acetone monomer geometries in different states used in energy calculations. Monomer energies 
are relative to that determined using M06-2X/cc-pVDZ. 
b. Excimer excitation energies relative to the ground state energy using the excimer structure. 

 

 For MS-EDA, we first consider the asymmetric acetone excimer, which was optimized 

for the 𝑆𝑆1 state of the complex using TDDFT with the M06-2X functional. We obtained a structure 

that is best characterized as the local excitation of one monomer that is distorted at the carbonyl 

carbon from sp2 hybridization (Figure 1A), forming a tail-to-tail dimer with an in-phase 
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combination of the distorted 𝜋𝜋∗  orbital of the two acetone molecules as the highest singly 

occupied orbital. The vastly different monomer structures here turn out to be equivalent to a 

general exciplex complex if the two compounds were different. Interestingly, the distorted acetone 

monomer in the excimer complex, (𝐴𝐴𝐴𝐴)𝑆𝑆1 , is somewhat less deformed by about 0.1 eV (2.4 

kcal/mol) than the optimized geometry, (𝐴𝐴)𝑆𝑆1, in isolation, but the adiabatic excitation energies 

(3.8 eV) are essentially the same (Table 1). The agreement between NOSI and TDDFT calculations 

is good for the four geometries considered (Table 1). 

Figure 2 shows the progressive change of energies for the ground state and excited states 

for the terms defined by eq 3. First, there is a weak binding interaction in the ground state with a 

Δ𝐸𝐸Lint value of -0.24 eV (-5.5 kcal/mol), giving rise to local excitation energies of 3.00 and 4.39 

eV in the bimolecular complex, essentially the same as the isolated monomers in the equilibrium 

 
 
Figure 2. Computed ground and excited state energies (eV) for acetone monomer (𝑨𝑨) and the 
excimer complex  ( 𝑨𝑨𝑨𝑨 ), and the intermediate energy terms from multistate energy-
decomposition analysis (MS-EDA). The energies for the fully delocalized excimer are 
determined using TDDFT/M06-2X. States shown in the light-yellow background are 
determined using nonorthogonal state interaction (NOSI) with the excimer geometry, and the 
excited species are indicated in red. The notations (𝐴𝐴)0  and (𝐴𝐴)1  denote the optimized 
structures for the ground and first excited state of acetone. Energies are given relative to that of 
acetone in the ground state. 
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𝑆𝑆1 and 𝑆𝑆0 geometries at 2.95 and 4.45 eV, respectively (Table 1). Excitation energies for the 

monomer-in-excimer geometries are also similar (3.05 and 4.41 eV). Thus, there is a small 

polarization effect of less than 0.05 eV that stabilizes the excited states due to local excitation. 

Interestingly, state interaction among the locally excited states have little effects on the exciton 

states, with identical first and second excitation energies as the two locally excited states. For this 

excimer structure, the net exciton resonance energy is zero. Super-exchange due to mutual charge 

transfer does contribute to state stabilization, lowering the first and the second excited state energy 

by 0.06 and 0.12 eV, respectively. The magnitudes of SE stabilization in these two states are 

mirrored by the corresponding structural weights for the non-equivalent CT directions, amounting 

to 2.56% and 0.06% for the BCT (monomer 2 → monomer 1) and FCT states in the first excited 

state, and 0.02% and 7.54% in the second excited state. Notice the different directions of CT 

contributions for the two states. Finally, we found that orbital delocalization and configuration-

space expansion in TDDFT calculations have little effects on the ground state (not surprisingly) 

and the first excited state; however, a noticeable stabilization to the second excited state of the 

excimer, by 0.19 eV, is obtained (Figure 2). Overall, a net binding energy of -0.23 eV (-5.3 

kcal/mol) for the acetone excimer is obtained both from NOSI and TDDFT calculations. 

 

Table 3. Computed excitation energies (eV) and energy components from multistate energy 
decomposition analysis (MS-EDA) for pentacene dimers in the excimer, stacked and fishbone 
geometries. Excitation energies are relative to that of the adiabatic ground state of isolated 
pentacene(s). The M06-2X density functional is used. See caption of Table 2. 
 

Energy term 

Excimer Stacked Fishboneb 

𝐿𝐿𝑎𝑎 𝐿𝐿𝑏𝑏 𝐿𝐿𝑎𝑎 𝐿𝐿𝑏𝑏 𝐿𝐿𝑎𝑎 𝐿𝐿𝑏𝑏 

Δ𝐸𝐸Lint�Ψ(𝑋𝑋•𝑌𝑌)�
𝑎𝑎
 0.03  0.05  -0.33  

Δ𝐸𝐸Lex[Ψ(𝑋𝑋∗•𝑌𝑌)
𝐾𝐾𝑋𝑋 ] 1.89 3.04 2.10 3.28 2.00 2.92 

Δ𝐸𝐸Lex[Ψ(𝑋𝑋•𝑌𝑌∗)
𝐾𝐾𝑌𝑌 ] 1.89 3.04 2.10 3.28 1.98 2.92 
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Δ𝐸𝐸Ex[Ψ(𝑋𝑋•𝑌𝑌)∗
𝐾𝐾 ] 1.33 2.70 1.74 2.80 1.97 2.92 

Δ𝐸𝐸Ex[Ψ(𝑋𝑋•𝑌𝑌)∗
𝐾𝐾′ ] 2.46 3.38 2.58 3.47 2.02 2.93 

Δ𝐸𝐸SE[Ψ(𝑋𝑋•𝑌𝑌)±
∗

𝐾𝐾 ] 0.62 2.70 1.02 2.80 1.88 2.92 

Δ𝐸𝐸SE[Ψ(𝑋𝑋•𝑌𝑌)±
∗

𝐾𝐾′ ] 2.30 3.38 2.54 3.47 1.97 2.93 

Δ𝐸𝐸OCD𝐾𝐾  0.87 2.42 1.24 2.58 2.03 2.98 

Δ𝐸𝐸OCD𝐾𝐾′  2.04 2.80 2.35 3.02 2.24 NAb 

a.  The ground-state binding energy for the delocalized dimers are -0.05, +0.03, and -0.47 eV for 
the excimer, stacked and fishbone geometries, respectively. Binding energies for the first excited-
state complexes are -1.52, -1.15, and -0.36 eV in the three corresponding geometries. Much of the 
excited state binding energy for the fishbone configuration originate from ground-state binding. 
b. The HOMO-1→LUMO+1 configuration was not included in NOSI calculations. 
c. Several mixed states have close energies, not assigned to the 𝐿𝐿𝑏𝑏 state. 
 

 We now turn to the case of pentacene excimer, which exhibits different behaviors in 

comparison with that in the asymmetric acetone excimer. Listed in Table 3 are the computed 

energy terms, including local excitation Δ𝐸𝐸Lex, exciton excitation states Δ𝐸𝐸Ex, super-exchange 

stabilization Δ𝐸𝐸SE , and the orbital and configuration delocalization energies Δ𝐸𝐸OCD  for the 

excimer complex, associated with the excimer states of pentacene in three different geometrical 

arrangements. The first geometry corresponds to a fully optimized structure of the 𝑆𝑆1 excimer 

(D2h symmetry) with the shortest inter-fragment separation at 3.15 Å, the second configuration is 

an on-top stacked construction with the ground-state monomer geometry at 3.3 Å, and the third is 

derived from the pentacene crystal in a fishbone relationship used previously (Figure 1B).67 These 

structures are of interest by their own rights, but the fishbone relationship is directly relevant to 

pentacene monolayer materials used in solar cell research.67 However, we shall not address the 

mechanism of singlet fission in the present MS-EDA study; interested readers may find 

conclusions in an early study using MSDFT.67  
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Table 4. Computed exciton coupling (energy-splitting) |Δ𝑉𝑉𝐸𝐸𝐸𝐸|, and resonance energies associated 

with super-exchange stabilization Δ𝐸𝐸𝑆𝑆𝐸𝐸𝑚𝑚𝑚𝑚𝑟𝑟  and orbital and configuration delocalization Δ𝐸𝐸𝑂𝑂𝑂𝑂𝑂𝑂𝑎𝑎𝑎𝑎 . 

Energies are given in electron volts (eV).  

 
Relative 
energy 

Excimer Stacked Fishbone 

𝐿𝐿𝑎𝑎 𝐿𝐿𝑏𝑏 𝐿𝐿𝑎𝑎 𝐿𝐿𝑏𝑏 𝐿𝐿𝑎𝑎 𝐿𝐿𝑏𝑏 

|2Δ𝑉𝑉Ex| 1.13 0.52 0.84 0.67 0.05 0.01 

ΔΔ𝐸𝐸SE
𝑚𝑚𝑚𝑚𝑟𝑟,± -0.71 0.00 -0.72 0.00 -0.09 0.00 

ΔΔ𝐸𝐸SE
𝑚𝑚𝑚𝑚𝑟𝑟,∓ -0.16 0.00 -0.04 0.00 -0.05 0.00 

ΔΔ𝐸𝐸OCD
𝑎𝑎𝑎𝑎,± +0.15 -0.28 +0.22 -0.22 +0.15 0.06 

ΔΔ𝐸𝐸OCD
𝑎𝑎𝑎𝑎,∓ +0.26 -0.58 -0.19 -0.45 +0.27 NA 

 

First, mutual polarization induced by local excitation of one monomer introduces modest 

effects relative to the adiabatic energies of an isolated monomer, stabilizing the 𝐿𝐿𝑎𝑎 and 𝐿𝐿𝑏𝑏 states 

of the excimer by 0.17 (2.06 vs. 1.89 ) and 0.07 (3.11 vs. 3.04) eV (Tables 2 and 3), respectively. 

This is significant in view of the non-polar nature of the hydrogen carbon system, although there 

is also a slight change from structural variations from the monomer to the excimer. The most 

striking finding from Table 3 and also in Figure 3 is the large exciton coupling energies and the 

resulting energy splitting both for the 𝐿𝐿𝑎𝑎  and 𝐿𝐿𝑏𝑏  states in the excimer and stacked structures, 

giving rise to exciton splitting energies |2Δ𝑉𝑉Ex| of 1.13 and 0.84 eV for the 𝐿𝐿𝑎𝑎 states, and 0.68 

and 0.67 eV for the 𝐿𝐿𝑏𝑏 states (Table 4). Interestingly, the computed exciton coupling (energy 

splitting) between locally excited states is fortuitously nearly identical to that determined as the 

energy difference between the two adiabatic states (Table 2, Figure 3). In comparison with the 

“solar-cell relevant” fishbone structure, the computed exciton coupling is only 0.05eV for the 𝐿𝐿𝑎𝑎 

state and 0.01 eV for the 𝐿𝐿𝑏𝑏 state. Phase matching of the two chromophore wave functions in the 

dimer (excimer) complex is critical for the strength of their interaction and can have a major impact 
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on the energy levels.72 This effect is clearly reflected in the tilted monomers in the fishbone 

complex. Thus, a small adjustment to better align the overlap of monomer wave functions may 

significantly enhance electronic coupling for energy and charge transfer.  

 A major stabilizing factor of the excimer energies comes from super-exchange. Formally, 

super-exchange originates from the mutual charge transfer, |Ψ𝑋𝑋+ • Ψ𝑌𝑌− >  and |Ψ𝑋𝑋− • Ψ𝑌𝑌+ > , 

between two monomers. However, there is no net charge transfer in the excimer complex of 

pentacene nor in the stacked configuration of pentacene dimer because of symmetry. Super-

exchange refers to the resonance stabilization of these two CT states by mixing with the exciton 

states. This necessarily lowers the excimer energy relative to the corresponding exciton state 

because of the variational principle, which is clearly confirmed by the numerical results in Table 

3. In the pentacene dimers, super-exchange stabilizes the 𝐿𝐿𝑎𝑎 state significantly by -0.7 eV in the 

 
 

Figure 3. Computed ground and excited state energies for pentacene excimer from multistate 
energy-decomposition analysis (MS-EDA). States shown in light-yellow background are 
determined using nonorthogonal state interaction (NOSI) in MS-EDA analysis with the 
excimer geometry, in which excited species are indicated in red. The M06-2X density 
functional is used in all calculations. 
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excimer and stacked dimer configurations, but to a much smaller extent (-0.09 eV) in the fishbone 

arrangement (Table 4). Thus, phase matching of the wave functions favoring strong overlap is 

important to resonance mixing of inter-fragment charge transfer. In all cases, super-exchange 

produced no effect on the stability of the 𝐿𝐿𝑏𝑏 state, but it does stabilize the ground state to a much 

smaller extent than the 𝐿𝐿𝑎𝑎 excited states. 

Finally, we comment on the effects of orbital delocalization and expansion of the 

configuration space in excited state calculations to yield the adiabatic ground and excited states.  

Unlike ground-state EDA, where orbital delocalization necessarily stabilizes the ground-state 

energy, the energies of the excited energies also depend on the “active space” used, which could 

increase or decrease the energies of a particular excited state. In principle, Hohenberg-Kohn-Sham 

DFT gives the exact energy of the ground state, but linear response theory introduces additional 

approximations. The Lu-Gao theorems of MSDFT establishes a foundation for exact excited state 

calculations as that of Hohenberg-Kohn theorems for the ground state.73, 93 As in Kohn-Sham 

theory,94 an approximate matrix correlation functional is needed. In a range of studies, we have 

found that the approximations used in the present MS-EDA analysis yield good results for excited 

state calculations. The computed excitation energies for the present system are within 0.2 eV of 

the TDDFT values (see Tables 1 and 2), and it is not clear which is more accurate without a 

thorough analysis. In view of the wide-spread use of the linear response theory, we have adopted 

the TDDFT values for the final adiabatic energies to determine the Δ𝐸𝐸OCD term in MS-EDA. For 

the pentacene excimer, the OCD contribution raises the energy of the first excited state, but lowers 

those for the higher states. Currently, we have not separated the effects from orbital and 

configuration expansions, which would be of interest in future studies. 



23 
 

An anonymous referee noted the abnormal energy increase in the Δ𝐸𝐸𝑂𝑂𝑂𝑂𝑂𝑂  term for the 

𝑆𝑆1 (𝐿𝐿𝑎𝑎−) state. We attribute this observation to over-stabilization by super-exchange in the present 

analysis, leading to an energy too low for the SE state. This issue originates from the approximate 

TDF energy using eq 14. MSDFT-NOSI calculations of the delocalized excimer complex show an 

energy splitting of 1.0 eV, in fact, slightly smaller than the value from TDDFT (1.2 eV) in Table 

2 (Figure 3). In view of the Δ𝐸𝐸SE[Ψ(𝑋𝑋•𝑌𝑌)±
∗

𝐾𝐾 ] energy term (0.62 eV) in Table 3, it is likely that the 

SE effect is over-estimated at least by 0.2 eV. This highlights the need to systematically develop 

a matrix correlation functional both for the ground and excited states. 

In summary, a multistate energy decomposition analysis (MS-EDA) method is introduced 

to dissect the energy components in excimer complexes. Ground-state EDA, which has been 

extensively explored in the past, remains an active area of research. However, the development of 

methods for analysis of intermolecular interactions in the excited states has lagged partially 

because it is difficult to introduce well-defined intermediate states at higher energy levels, not to 

mention that the computation of excited state energies itself is challenging. Akin to an energy 

decomposition analysis for the ground state, the present MS-EDA provides a clear separation of 

energy terms that can be variationally optimized for excited-state complexes. MSDFT based on 

the Lu-Gao theorems provides a straightforward classification of exciton coupling, super-

exchange resonance and orbital-configuration expansion. Critical to this analysis is to account for 

state interaction. As demonstrated in the present study, state interaction provides key insights into 

an understanding of excitonic coupling and super-exchange stabilization. These quantities, directly 

computed from the basis states of the MAS for MSDFT, rather than a post priori transformation, 

are of fundamental importance to determining the rates of electron transfer and excited state energy 

transfer and in applications to designing light-emitting materials. The examples highlight the roles 
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of state energy-matching and wave function phase-matching to the magnitude of exciton coupling 

and super-exchange stabilization from a perspective of well-defined diabatic states. Further, MS-

EDA provides a useful tool for interpreting excited-state energies from delocalized calculations. 

 

Supporting Information: Optimized structures used in this work (8 pages in PDF).  The 
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