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Catalytic processing remains the most energy 

intensive manufacturing sector in the world, 

consuming power to drive chemical 

transformations for production of materials, 

chemicals, and fuels.[1] The synthesis of ammonia 

from fossil-fuel-derived hydrogen alone consumes 

1-2% of global energy, making it a major source of 

CO2 emissions, particularly from the hydrocarbon-

derived H2 consumed in the process.[2] Other major 

chemicals including ethylene, propylene, methanol, 

and a mixture of aromatics comprised of benzene, 

toluene, and xylenes (BTX), annually consume 

multiple exajoules of energy in their manufacture.[1] 

These massive processes, in addition to their 

substantial energy requirements, emit a 

concomitant amount of carbon dioxide, making 

them key targets for efficiency improvement to 

meet global sustainability goals. 

New opportunities exist with alternative 

feedstocks such as water, CO2, or lignocellulosic 

biomass, but improvements in chemical 

manufacturing can also derive from the philosophy 

of chemical process design. The energy 

consumption associated with chemical 

manufacturing is directly related to the pathways of 

energy flows throughout a catalytic reaction. 

Traditionally, the progression of catalytic turnover 

on adjacent individual sites is not synchronized, 

with distinct elementary steps of a catalytic 

turnover (adsorption, reaction, desorption) 

occurring at different moments in time. Energy 

released in one reaction step can be absorbed in 

other steps, either in the same catalytic reaction or 

in a neighboring reaction. Energy via heat, current, 

or light is applied continuously at a fixed rate to 

maintain constant conditions required for 

exothermic or endothermic elementary reactions. 

An alternative approach would synchronize all 

reactions to proceed through the same steps in the 

catalytic cycle at the same time across a catalytic 

surface; energy could then be provided only when 

required in the catalytic cycle, potentially leading to 

reduced energy consumption and overall improved 

catalytic rates and/or selectivity beyond 

conventional static methods. 

The traditional fixed-condition approach to 

chemical manufacturing operates reactors at 

thermodynamically favorable conditions by 

applying mechanical and thermal energy inputs to 

control temperature and pressure. As depicted in 

Figure 1A, energy provided to compressors, 

heaters, or chillers can manipulate reaction 

conditions and overall reaction thermodynamics. 

Abstract. Programmable catalysts that change on the time scale of a catalytic cycle provide a new opportunity to 

control the flow of energy to reactants and products to promote faster and more selective chemistry. While 

traditional chemical manufacturing processes consume energy to achieve favorable reaction conditions, 

programmable catalysts aim to dynamically add or remove energy to catalytic cycles through perturbations of the 

catalytic surface via strain, charge, or light. These surface energy flows are quantified by the changes in adsorbate 

binding energy with time, and the overall efficiency relating energy inputs to catalytic performance are defined by 

the characteristics of the undulating catalytic surface. Understanding and quantification of energy flows in 

programmable catalysts provides baseline definitions and metrics for comparing dynamic conditions and 

identifying optimal catalytic performance for more efficient chemical manufacturing. 
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New conditions can make reactions more 

exergonic, which may also reduce the activation 

free energy of the slowest, rate-limiting catalytic 

step. But this approach to process design has an 

important limitation; it binds the selection of 

reaction conditions to the thermodynamic limits of 

a reaction, thereby requiring intensive process 

components for particular chemistries that impose 

extreme process conditions. 

This sequence of design, first identifying 

exergonic operating conditions and then a catalyst, 

has resulted in processes to manufacture large 

volume basic chemicals that are characterized by 

extreme reaction conditions arising from reaction 

thermodynamics. Steam reforming of methane to 

make synthesis gas (H2 and CO) operates at high 

temperature above 800 ⁰C to drive the endothermic 

reaction with favorable entropy generation.[1] 

Ammonia is synthesized at pressures above 150 

atm to achieve even moderate equilibrium yields 

(<30%), requiring significant energy input to 

compress small permanent gases,[2] and ethane is 

thermally cracked above 800 ⁰C to produce 

ethylene and hydrogen.[3] More efficient, scalable, 

and cost effective processes would operate at lower 

temperatures and pressures, but this would require 

a new approach to catalytic reactor design that 

decouples process conditions and thermodynamic 

limits. 

The other major limitation of the conventional 

approach to catalytic process design is its non-

specificity in energy utilization. Consider the 

reaction of Figure 1a; the available thermal energy, 

RT, might be comparable to the activation energy 

of the rate-limiting catalytic step, Ea,rds, but it far 

exceeds the activation energies required for the 

other faster catalytic steps in the sequence. Reaction 

conditions are applied simultaneously to all 

elementary reaction steps on a catalyst, often 

providing more energy than needed for low-barrier 

reaction steps. Thermal energy is delivered equally 

to all elementary reaction steps, regardless of need. 

This is particularly problematic in electrocatalytic 

reactions as depicted in Figure 1b: applied voltage 

decreases the overall Gibbs free energy of reaction 

but increases power consumption associated with 

each faradaic elementary reaction. A more 

exergonic electrocatalytic reaction condition will 

accelerate the rate-limiting step, but  it also suffers 

the penalty of consuming excess power for other 

catalytic steps that are already sufficiently fast. This 

extra use of power to drive reactions that are 

already fast is inefficient but cannot be avoided 

when the applied potential is the same during each 

elementary step. 

One of the most important examples of non-

specificity in energy utilization is the oxygen 

evolution reaction (OER) for water splitting.  Water 

is converted to oxygen (O2) and protons (H+) within 

a two-part electrochemical cell, the other half of 

which converts H+ to hydrogen (H2) via the 

hydrogen evolution reaction (HER). The oxygen 

B*

Over-

potential

Coordinate

G
ib

b
s
 F

re
e
 E

n
e
rg

y

Coordinate

Thermocatalysis
(T1,P1 → T2,P2)

A
A*

B* C*
C

A

A*

B*

C*
C

ΔT,ΔP

Energy

ΔGrxn

Coordinate

Electrocatalysis
(V1 → V2 → V3)

A

A*

B*

C*

C

Thermo-

dynamic 

Voltage

A*

Programmable Catalysis
(State 1 → State 2 → State 1)

A C

C*

B*
A*

A*
B*

C*

Perturbation

A B C

C*

C

Figure 1. Mechanisms of Catalytic Pathway Control via Energy Inputs. (A) Thermocatalytic reactions are 

modulated via variation of temperature, T, and pressure, P, to change the overall reaction thermodynamics and 

intermediate energies. (B) Electrocatalytic reactions are modulated via variation of applied potential, V, to change the 

overall reaction thermodynamics and intermediate energies. Overpotential is the additional applied potential required 

to make a reaction overall exergonic. (C) Programmable catalytic reactions exhibit fixed overall reaction 

thermodynamics but modulate intermediate energies via energy input between multiple states. 
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evolution reaction is energetically uphill, consistent 

with the formation of a fuel (H2) from water, by the 

transfer of four electrons per molecule of generated 

O2. At zero applied potential, the reaction is 

thermodynamically uphill, and no reaction occurs. 

At an applied potential of 1.23 V, the modulated 

electron energy alters the overall reaction 

thermodynamics to a net zero change in Gibbs free 

energy; higher potentials are thereafter referred to 

as overpotential and accelerate the reactions by 

decreasing the energy level of reaction transition 

states, consistent with linear scaling relationships of 

elementary reactions. State of the art oxygen 

evolution catalysts like iridium oxide require an 

overpotential of ~0.5 V to drive the electrochemical 

reaction at a viable exchange current density (i.e., 

rate of reaction).[4] This extra potential of ~0.5V, 

required to drive the reaction at reasonable catalytic 

rates, significantly increases the operating cost of 

water electrolysis for hydrogen gas.[5,6] As depicted 

in Figure 1B, the solution to unfavorable or slow 

reactions has been to use excessive power in the 

form of overpotential to accelerate the surface 

chemistry. Similar to faradaic chemistries 

accelerated in electrocatalytic reactors, non-

faradaic chemistries consume thermal power 

beyond the minimum thermodynamic requirement, 

in order to proceed at reasonable catalytic rate. 

Thus, it would be more efficient to only provide 

excess power for the single rate-limiting step. 

While conventional chemical production is 

limited by thermodynamics and non-specific use of 

energy, nature has found through evolution an 

alternative method of controlling energy flows to 

promote chemistry and motion. In warm blooded 

animals, temperatures and compositions are 

precisely controlled to targeted values despite the 

myriad of chemical processes occurring to maintain 

life. For example, cells must control internal ion 

concentrations of potassium (K+) and sodium (Na+), 

independent of the equilibrium compositions 

between the inside and outside of cells.[7] Chemical 

reactions must proceed to maintain life, such as the 

initial breakdown of six-carbon glucose to smaller 

molecules[8,9,10]. Rather than alter local conditions 

and equilibrium for every individual process in the 

body, natural systems instead release energy, 

independently promoting each chemical process. 

Energy transfer to chemical processes in living 

systems occurs via a unique reaction that releases 

energy to drive a catalyst, molecular pump, or 

motor.[11] For example, part of the lipid bilayer of a 

cell is comprised of a protein designed to actively 

move ions between the inside and outside of the 

cell. The protein structure is described as having a 

channel with two ‘gates’ comprised of folded 

protein.[12] Once an ion is bound to the binding site, 

the entire protein pump receives energy from 

dephosphorylation of ATP (adenosine 

triphosphate) to ADP (adenosine diphosphate), 

taking on a new structure that closes one ‘gate’ and 

opens another, allowing diffusion of the ion through 

the transmembrane domain, followed by a reset of 

the protein pump via binding of a different counter 

ion.[7] The entire sequence relies on the switching 

of the protein into different conformations and 

associated energy profiles that ratchet ions from 

inside to outside the cell. 

Energy release to drive molecular events via the 

ratchet mechanism preferentially directs biological 

events, with dynamic energy profiles that restrict 

backwards progression of reactions or molecular 

motion. In addition to cell wall protein pumps, 

living systems are full of molecular machinery that 

contracts muscles, drives reactions, and delivers 

payloads within the cell. Along microtubule 

molecular tracks within a cell drive molecular 

motors called kinesins, which are proteins that 

move unidirectionally via a ratchet mechanism.[13] 

As depicted in Figure 2A, a molecular tail connects 

cargo such as vesicles to a protein molecular motor 

attached to the microtubule track, where the ATP-

to-ADP hydrolysis reaction drives the entire 

machine preferentially in one direction.[14,15] While 

a random walking molecular motor would 

experience back-and-forth motion, kinesin uses 

ATP energy combined with a ratchet mechanism 

for unidirectional net motion as fast as 400 nm s-

1.[16] 

The energy associated with dephosphorylation 

of ATP is liberated via hydrolysis to form ADP 

yielding 4.6•10-20 to 5.8•10-20 joules (0.29 to 0.36 

eV), depending on the local conditions.[11,17] This 

substantial energy release is sufficient to progress 

proteins through an ordered sequence of states 

throughout living organisms.[18] The precise 

mechanism of the biological ratchet as a Brownian 

ratchet versus a power stroke has been extensively 

discussed.[19,20] In the case of kinesin, each ATP-to-

ADP reaction releases sufficient energy to advance 

the molecular motor forward; as shown in Figure 
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2B, a series of  ATP reactions continue releasing 

energy to advance the kinesin motor 

unidirectionally down the microtubule track.  

Enzymatic reactions have evolved to also use (and 

make) ATP, including glycolysis of glucose via 

hexokinase and other enzymes.[21,22] Biological N2 

reduction for ammonia synthesis from air via 

nitrogenase enzymes are particularly energy 

intensive, using up to 16 molecules of ATP to 

reduce one N2 molecule.[23] The energy liberated by 

the formation of ADP drives these steps forward 

and when combined with the ratchet mechanism 

can control the specific sequencing of chemical 

processes. 

Yet natural approaches to release energy via 

biology’s energy transfer agent of ATP have 

significant drawbacks for chemical and fuel 

manufacturing. ATP as an energy source used in 

combination with protein-based biomachinery has 

a narrow range of temperature, pressure, 

composition, pH, and applied voltage conditions 

for which they can operate before denaturation. 

More robust dynamic surfaces would allow for a 

broader range of operating conditions favorable for 

a diverse set of chemistries and conditions. It is also 

desirable from a design perspective to apply more 

variable quantities of energy (different from the 

0.29-0.36 eV of ATP hydrolysis), including the 

ability to remove energy from reactions in any 

amount. As shown in Figure 2B, biological motors 

have evolved using specific amounts of energy, but 

more advanced programmable motors, pumps, and 

catalysts could be designed to allow for any 

possible energy input or output (positive or 

negative).  

Consider the reaction of methanol 

decomposition on a metal surface in Figure 2C, 

where three bond types (C-H, C-O, and O-H) can 

decompose through multiple elementary steps in 

different orders, via unique reaction pathways. 

With the ability to add or remove energy to a 

catalyst surface, it becomes possible to imagine a 

complex program of energy inputs and outputs that 

change on the time scale of the reaction with 

favorable conditions for each elementary step. As 

the example of one possible energy program 

depicted in Figure 2D, these energetic changes can 

occur in any amount and sequence, ultimately 

Figure 2. Energy flows in chemical systems.  (A) Kinesin progresses unidirectionally along a microtubule within a 

cell via its molecular motor (blue) tethered to cargo such as a vesicle within a cell. (B) Unidirectional progression 

occurs instead of random back-and-forth movement due to regular energy release of ~0.36 eV from the ATP-to-ADP 

reaction, which drives the molecular motor in only one direction via a ratchet mechanism.  (C) Catalytic reactions 

such as methanol decomposition on a metal occur via multiple sequential elementary steps. (D) The catalytic 

mechanism can be tuned via programmed inputs and outputs of energy that are pre-selected to optimize the rate of 

each elementary action, provided it is possible to precisely control energy flows into and out of a catalyst surface. The 

blue net energy profile is one example of many possible applied energy programs to control methanol decomposition 

chemistry. 
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optimized to accelerate the reaction of interest, 

thereby allowing for less intense reaction 

conditions. 

Finally, energy modulation of catalytic 

reactions would provide the most benefit if they 

could be applied with temporal control. Biological 

systems proceed as molecules, ions, or energy 

carriers like ATP diffuse to the active sites of 

motors, pumps, or catalysts.  But programmable 

materials can be externally controlled with a preset 

sequence of energy input/outputs with temporal 

complexity. A surface reaction such as methanol 

decomposition on a metal is comprised of multiple 

time constants associated with each of the 

elementary reaction steps, and an optimal sequence 

of energy changes should be sufficiently complex 

to match the complexity of the multi-step kinetics, 

thereby controlling catalytic rates and pathway 

selectivity.[24] 

The methods to deliver energy directly to 

catalytic surfaces have already been developed via 

a host of methods that allow for precise control of 

reactant energies with time.[24] Of the many possible 

mechanisms, the energetics of reactions on 

inorganic surfaces can be continuously modulated 

via applied light, manipulation of electron density, 

or physical perturbation (e.g., strain).[24,25,26] As 

depicted in Figure 3A-3B, one possible method 

involves the strain of surface catalytic sites. Energy 

input to a surface can stress or strain the atomic 

structure, leading to electronic modulation of the 

exposed surface where molecules can bind or react. 

Shifting of the d-band of metals under stress has 

been shown to substantially shift the binding energy 

of adsorbates,[27,28] providing a mechanism to input 

energy to the catalytic surface that can be 

modulated in extent (more or less strain) and 

frequency. 

Alternatively, the electron density of a solid 

catalyst can be directly modulated by stabilizing 

more electrons or holes in the active exposed 

surface. One recent method to stabilize charge in 

metals and metal oxides is the ‘catalytic condenser’ 

depicted in Figure 3C-3D. This device consists of 

a conductive electrode below an insulating high-k 

dielectric layer such as SiO2, HfO2, or TiO2; on top 

of this is placed a continuous sheet of graphene, on 

top of which is place the catalytic active surface 

(such as a metal or metal oxide).[26] With an active 

layer of ~4 nm of amorphous alumina on graphene, 

condensation of holes at the surface increased the 

binding energy of isopropanol by ~20 kJ/mole.[26] 

Alternatively, when ~4 nm Pt nanoparticles on 

graphene were the active layer atop a catalytic 

condenser, variable application of -6V to +6V 

altered the binding of carbon monoxide by ~20 

kJ/mole.[29] The catalytic condenser can be 

oscillated as fast as ~3,000 Hz, switching between 

+/-6V without any loss in maximum accumulated 

charge in the catalyst layer.[29] By this platform 

approach, energy flowing to the active layer 

through current can be tuned in voltage to rapidly 
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change the binding behavior of molecules over a 

broad range of materials and large changes in the 

heat of adsorption. 

A third method of inputting energy into catalyst 

surfaces occurs via the application of light.  As 

shown in Figure 3E-3F, photoexcitation of a 

catalytic surface yields non-thermal energy 

exchange between the adsorbate and the metal 

catalyst. Transient charge perturbation to or from 

the adsorbate can then promote surface reactions, 

including desorption, dissociation, or bond 

formation.[30,31] Photon illumination provides 

unique capability for applying energy to a catalytic 

reaction; variation in applied wavelength yields 

varying extent of charge manipulation, depending 

on the adsorbate, binding site, and metal catalyst 

structure, suggesting the potential to control the 

energetics of individual steps in a catalytic cycle.[32] 

Since photoexcited metals rapidly equilibrate (100s 

of ps) back to the ground state, a large range of 

possible application frequencies can be evaluated 

for controlling surface chemistry.[33] 

With multiple methods to deliver energy to a 

catalyst surface, the catalytic design process aims to 

understand the flows of energy into and out of the 

catalyst and optimize them for maximum catalytic 

performance or efficiency. A combination of 

reaction steps consume and release energy, but the 

net combination of these steps comprise the overall 

energy requirement of the catalytic reaction. As 

such, energy consumption in reactors with static 

catalysts is provided by the unit operations of the 

process. Ammonia synthesis requires electrical 

power to compress reactant gases, and steam 

reforming of methane requires heat transfer through 

a tube wall; both of these can be quantified by 

measuring current or flow of reactant gases. For the 

past century, reactors and processes have been 

optimized in part by minimizing these energy 

flows, using more complex reactor, separation, and 

heat transfer innovations.[34,35,36] 

In contrast to the energy transfer in unit 

operations required to achieve viable conditions for 

static catalysts, energy transfer with a 

programmable catalyst is a molecular phenomenon, 

where tracking and quantifying energy flows 

requires understanding of atomistic behavior on 

surfaces. The energy of the catalyst surface changes 

with the absorption of light or the rearrangement of 

adsorbates with variable electron density. By one of 

the programmable catalyst mechanisms (strain, 

charge, or light), energy is directed to the catalyst 

which then alters the binding strength and transition 

state energies of surface molecules. The ‘program’ 

is the sequence of energy inputs and outputs that are 

selected to modulate the catalyst throughout the 

catalytic cycle.  Characterization of the efficiency 

of these systems can be divided into two categories: 

(i) efficiency for delivering energy to the catalyst 

surface, and (ii) efficiency of the ideal ratchet 

mechanism. These efficiencies combine to 

determine the overall energy efficiency of the 

programmable catalyst under operation, as will now 

be described. 

As depicted in the simple catalytic ratchet 

mechanism of Figure 4A, surface reactants and 

products cycle between states with stronger or 

weaker binding to surfaces with external 

perturbation, either absorbing or releasing energy, 

respectively. For this example, switching between 

two states (1 and 2) alters the heat of adsorption of 

A* and B*, with the net enthalpy changes defined 

as ΔΔHA and ΔΔHB, respectively. The relative 

magnitude of these changes is determined by the 

mechanism of perturbation (e.g., strain or light) and 

the extent of perturbation (e.g., extent of strain, 

imposed light wavelength). The amount of energy 

input required to transition between states of 

differing enthalpy of surface adsorbates (e.g., input 

energy: 1 → 2) for the catalytic system is then 

defined as, 

 

𝛥𝐻𝑡𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛 = 𝑁𝑠 ∑ 𝜃𝑖𝛥𝛥𝐻𝑖

𝑖

= 

(𝜃𝐴𝛥𝛥𝐻𝐴 + 𝜃𝐵𝛥𝛥𝐻𝐵)𝑁𝑠 (1) 

 

where the surface coverage of molecule i is θi, and 

the total number of surface sites is Ns. Unlike the 

ATP-to-ADP reaction which provides 0.29-0.36 eV 

per reacting ATP molecule, programmable 

catalytic systems can input a continuum range 

determined by the energy delivery mechanism. For 

example, larger changes in voltage applied to a 

catalytic condenser yields larger changes in surface 

binding energy.[29] A significant advantage of 

inorganic programmable devices is the ability to 

precisely apply energy inputs or outputs with 

broader range and more temporal specificity. 

The destination of energy put into a 

programmable catalyst is determined by both the 

mechanism of energy transfer and the energetics of 
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the entire programmable catalyst cycle (states 2 → 

1 → 2). As depicted in one possible example of 

Figure 4A, molecule A adsorbs to the catalyst in 

state 2, ultimately covering the entire catalyst 

surface (θA ~ 1, Figure 4B). In state 2, the transition 

state energy for the surface reaction of A* to B* is 

too high to proceed. The catalyst is then 

instantaneously shifted to state 1 with an energy 

difference, ΔBEA, after which the surface reaction 

of A* to B* proceeds as dictated by the transition 

state energy of state 1, eventually fully populating 

the catalyst surface with B* (θB ~ 1). The catalyst 

then instantaneously transitions back to state 2, with 

energy difference, ΔBEB, after which B* desorbs 

and the programmable cycle begins again. A key 

observation is that B* will not react back to A* in 

state 2, since the transition state energy is too large, 

thereby forming the ratchet mechanism that 

preferentially converts A(g) to B(g). 

The differences in energy inputs and outputs 

are determined by the linear scaling adsorption 

relationships of molecules A* and B*. The relative 

difference binding energy changes is defined by the 

γ(B/A) parameter, defined as, 

 

 𝛾𝐵/𝐴  =  
𝛥𝐵𝐸𝐵

𝛥𝐵𝐸𝐴
   (2) 

 

For the example of Figure 4A, the heat of 

adsorption of B* changes twice as much as that for 

A*, with γ(B/A) of ~2. For the forward reaction of 

A-to-B, twice as much energy is delivered to 

transition B* from state 1 to state 2 as is released to 

transition A* from state 2 to state 1. This difference 

becomes larger with even larger γ(B/A).  

The fate of energy released in state-to-state 

programmed transitions depends on the nature of 

the catalytic system. For the case of programmable 

photocatalysis, light imposed on a catalytic surface 

can excite a molecule to a higher energy level, but 

relaxation occurs via heat generation (light is not re-

released). It is possible that other perturbation 

methods can be designed reversibly, such that 

energy put into the catalyst is partially or wholly 

recovered for state changes that result in a net 

increase in surface binding energies of all 

adsorbates. Energy recovery would result in a 

significantly reduced net energy input; as depicted 

in Figure 4A, the difference in magnitude of ΔBEA 

and ΔBEB is substantial. Energy output from the 

catalyst could offset about half of the energy input 

in this example (Figure 4B). This difference in 

change in binding energy remains until γ(B/A) 

approaches ~1, a unique condition at which there no 

longer exists a kinetic benefit to programmable 

catalysts, since the activation energy does not 

change between possible catalyst states by the rules 

of linear scaling of the surface heat of reaction.[37] 

The dissipation of energy as heat as part of a 

full cycle in the programmable catalytic mechanism 
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highlights the need to relate the rate of reaction to 

the amount of energy consumed per programmable 

cycle. Catalysts oscillating between two or more 

states can be operated in a variety of conditions 

with key design parameters of frequency and 

amplitude, in addition to more complex oscillation 

waveform shapes (e.g., sinusoid). Model kinetic 

systems have already demonstrated that there exist 

unique ranges of dynamic parameters with 

dramatically different catalytic rates. For one 

simulated example, extremely low (hertz) or high 

(megahertz) applied frequencies yielded negligible 

benefit for acceleration of catalytic rates; in these 

ranges of applied frequencies, increasing the 

oscillation of the catalyst between state 1 and state 

2 consumed energy but did not further increase the 

rate of reaction.[38] Alternatively, there existed a 

range of frequencies (~100 Hz) with a linear 

relationship between applied catalyst oscillation 

and catalytic turnover; the reaction accelerated as 

the catalyst oscillation increased. This desirable 

operation of a programmable catalyst also yields 

the best energetic efficiency, with additional energy 

input leading to additional enhancement of catalytic 

rate. 

One key aspect of the programmable catalyst 

performance is the relationship between the speed 

of catalyst oscillation and the speed of surface 

reaction. The catalytic efficiency of programmable 

catalysts can be determined by the metric of 

turnover efficiency, ηTOF, defined as,[24] 

 

𝜂𝑇𝑂𝐹  =  
𝑇𝑂𝐹𝑑𝑦𝑛𝑎𝑚𝑖𝑐 − 𝑇𝑂𝐹𝑠𝑡𝑎𝑡𝑖𝑐

𝑓𝑎𝑝𝑝
   (3) 

 

where fapp is the applied frequency, TOFdynamic is the 

time-averaged turnover frequency of the oscillating 

programmable catalyst, and TOFstatic is the averaged 

turnover frequency of the catalyst at static 

conditions of its different states. By this metric, 

turnover efficiency of 100% indicates that every 

oscillation of a catalyst active site between two or 

more states yields one catalytic turnover. 

Alternatively, low turnover efficiency indicates that 

the catalyst is using energy to oscillate between 

states without accelerating the catalytic rate. 

Conditions leading to high turnover efficiency have 

already been identified as applied programmable 

frequencies leading up to catalytic resonance.[37] 

The other design issue for programmable 

catalysts is the efficiency with which energy is 

delivered to the catalyst active site. In 

photochemistry, not all light applied to the surface 

leads to catalytic reaction, and many photons are 

absorbed but only generate heat, rather than 

photochemically inducing reactions. The quantum 

efficiency (or quantum yield) is defined as the 

fraction of photons resulting in a catalytic 

turnover.[39] Similarly, not all electrons delivered to 

a catalytic condenser surface occupy states that 

affect the catalyst active site. In the demonstrated 

Pt/graphene/HfO2/Si catalytic condensers, about 

10% of applied electrons or holes occupy states in 

graphene, and calculation of Bader charges in Pt 

films and nanoparticles indicate that much of the 

charge exists within the Pt overlayer away from the 

exposed catalytic surface where chemistry occurs. 

Design of photocatalysts and catalytic condensers 

to optimally use light and charge for maximum 

catalytic benefit remains an engineering design 

challenge. 

The fates of unused photon absorption in 

photocatalysis and unused electrons in catalytic 

condensers are different; electron hole pairs 

generated by light will ultimately generate heat, 

which can be useful in maintaining the catalyst 

surface temperature (this energy would otherwise 

be put into the system through external heating). 

Alternatively, the catalytic condenser acts like a 

capacitor when exposed to an oscillating applied 

voltage; opposing charges remain separated on 

either side of an insulating layer like SiO2 or HfO2. 

While an ideal capacitor does not consume energy, 

real capacitors exhibit electronic inefficiencies 

associated with the flow of electrons. Contact 

resistance and electrical resistance across the 

catalytic condenser device consume electrical 

power and generate heat. In addition, leakage 

current through the device also acts as resistance 

that generates heat. While these can contribute 

negligibly to a well-designed device catalytic 

condenser operating dynamically, loss of power by 

these mechanisms must be quantified and 

minimized. 

The principles of programmable catalysts 

provide the potential to design new catalyst devices 

that uniquely use energy to drive chemistry, 

possibly through more efficient means. But the 

mechanism by which energy is applied to catalytic 

reactors has more impact than overall efficiency; by 

delivering energy to catalytic reactions through a 

surface rather than a separate unit operation (e.g., a 
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compressor), we are changing the design 

requirements of entire chemical processes. 

Reactors with programmable catalysts that operate 

at milder conditions could be implemented in 

smaller applications in distributed form. Temporal 

utilization of energy only for specific elementary 

reactions with substantial kinetic barriers can 

operate more efficiently with less overall energy 

input. These new approaches will require a 

rethinking of the design, operation, and 

implementation of programmable catalysts, but the 

benefits for chemical reaction control can 

potentially break the traditional approaches of 

chemical manufacturing. 

 

Acknowledgements.  This work was supported as 

part of the Center for Programmable Energy 

Catalysis, an Energy Frontier Research Center 

funded by the U.S. Department of Energy, Office 

of Science, Basic Energy Sciences at the University 

of Minnesota under award #DE-SC0023464. We 

thank Phil Christopher and Dean Astumian for 

useful discussion. 

 

Keywords.  Energy, Catalysis, Dynamics, 

Programmable 

 

References 
(1)  Lutz, A. E.; Bradshaw, R. W.; Keller, J. O.; 

Witmer, D. E. Thermodynamic Analysis of 

Hydrogen Production by Steam Reforming. Int. 

J. Hydrogen Energy 2003, 28 (2), 159–167. 

https://doi.org/10.1016/S0360-3199(02)00053-

8. 

(2)  Demirhan, C. D.; Tso, W. W.; Powell, J. B.; 

Pistikopoulos, E. N. Sustainable Ammonia 

Production through Process Synthesis and 

Global Optimization. AIChE J. 2019, 65 (7). 

https://doi.org/10.1002/aic.16498. 

(3)  Rosli, M. N.; Aziz, N. Simulation of Ethane 

Steam Cracking with Severity Evaluation. IOP 

Conf. Ser. Mater. Sci. Eng. 2016, 162 (1). 

https://doi.org/10.1088/1757-

899X/162/1/012017. 

(4)  Niu, S.; Li, S.; Du, Y.; Han, X.; Xu, P. How to 

Reliably Report the Overpotential of an 

Electrocatalyst. ACS Energy Lett. 2020, 5 (4), 

1083–1087. 

https://doi.org/10.1021/acsenergylett.0c00321. 

(5)  Mayyas, A.; Ruth, M.; Pivovar, B.; Bender, G.; 

Wipke, K.; Mayyas, A.; Ruth, M.; Pivovar, B.; 

Bender, G.; Wipke, K. Manufacturing Cost 

Analysis for Proton Exchange Membrane 

Water Electrolyzers; 2019. 

(6)  Abu Dhabi. Green Hydrogen Cost Reduction: 

Scaling up Electrolysers to Meet the 1.50C 

Climate Goal, International Renewable Energy 

Agency; 2020. 

(7)  Gadsby, D. C. Ion Channels versus Ion Pumps: 

The Principal Difference, in Principle. Nat. Rev. 

Mol. Cell Biol. 2009, 10 (5), 344–352. 

https://doi.org/10.1038/nrm2668. 

(8)  Buttgereit, F.; Brand, M. D. A Hierarchy of 

ATP-Consuming Processes in Mammalian 

Cells. Biochem. J. 1995, 312 (1), 163–167. 

https://doi.org/10.1042/bj3120163. 

(9)  Taillefer, M.; Sparling, R. Glycolysis as the 

Central Core of Fermentation BT  - Anaerobes 

in Biotechnology; Hatti-Kaul, R., Mamo, G., 

Mattiasson, B., Eds.; Springer International 

Publishing: Cham, 2016; pp 55–77. 

https://doi.org/10.1007/10_2015_5003. 

(10)  Causey, T. B.; Shanmugam, K. T.; Yomano, L. 

P.; Ingram, L. O. Engineering Escherichia Coli 

for Efficient Conversion of Glucose to 

Pyruvate. Proc. Natl. Acad. Sci. U. S. A. 2004, 

101 (8), 2235–2240. 

https://doi.org/10.1073/pnas.0308171100. 

(11)  Pelcé, P. 1 - Constituents; Pelcé, P. B. T.-A. P. 

T. of T. G., Ed.; Elsevier, 2019; pp 1–24. 

https://doi.org/10.1016/B978-1-78548-316-

5.50001-4. 

(12)  Pelcé, P. 2 - Simple Laws; Pelcé, P. B. T.-A. P. 

T. of T. G., Ed.; Elsevier, 2019; pp 25–46. 

https://doi.org/10.1016/B978-1-78548-316-

5.50002-6. 

(13)  Marx, A.; Hoenger, A.; Mandelkow, E. 

Structures of Kinesin Motor Proteins. Cell 

Motil. 2009, 66 (11), 958–966. 

https://doi.org/10.1002/cm.20392. 

(14)  Verhey, K. J.; Hammond, J. W. Traffic Control: 

Regulation of Kinesin Motors. Nat. Rev. Mol. 

Cell Biol. 2009, 10 (11), 765–777. 

https://doi.org/10.1038/nrm2782. 

(15)  Siddiqui, N.; Straube, A. Intracellular Cargo 

Transport by Kinesin-3 Motors. Biochem. 2017, 

82 (7), 803–815. 

https://doi.org/10.1134/S0006297917070057. 

(16)  Shao, Q.; Gao, Y. Q. On the Hand-over-Hand 

Mechanism of Kinesin. Proc. Natl. Acad. Sci. 

U. S. A. 2006, 103 (21), 8072–8077. 

https://doi.org/10.1073/pnas.0602828103. 

(17)  Rosing, J.; Slater, E. C. The Value of ΔG° for 

the Hydrolysis of ATP. BBA - Bioenerg. 1972, 

267 (2), 275–290. https://doi.org/10.1016/0005-

2728(72)90116-8. 

(18)  Hoffmann, P. M. Life’s Ratchet. How 

Molecular Machines Extract Order from 

Chaos.; Basic Books, 2012; Vol. 52. 



 

____________________________________________________________________________ 
 
Abdelrahman & Dauenhauer   Page 10 

https://doi.org/10.1002/anie.201304031. 

(19)  Amano, S.; Esposito, M.; Kreidt, E.; Leigh, D. 

A.; Penocchio, E.; Roberts, B. M. W. Using 

Catalysis to Drive Chemistry Away from 

Equilibrium: Relating Kinetic Asymmetry, 

Power Strokes, and the Curtin-Hammett 

Principle in Brownian Ratchets. J. Am. Chem. 

Soc. 2022, 144 (44), 20153–20164. 

https://doi.org/10.1021/jacs.2c08723. 

(20)  Astumian, R. D.; Mukherjee, S.; Warshel, A. 

The Physics and Physical Chemistry of 

Molecular Machines. ChemPhysChem 2016, 

1719–1741. 

https://doi.org/10.1002/cphc.201600184. 

(21)  Harris, R. A.; Johnson, J. S. B. T.-R. M. in B. 

S. Glycolysis Overview☆; Elsevier, 2019. 

https://doi.org/10.1016/B978-0-12-801238-

3.11342-X. 

(22)  Kumari, A. Chapter 1 - Glycolysis; Kumari, A. 

B. T.-S. B., Ed.; Academic Press, 2018; pp 1–5. 

https://doi.org/10.1016/B978-0-12-814453-

4.00001-7. 

(23)  Berges, J. A.; Mulholland, M. R. Enzymes and 

Nitrogen Cycling. Nitrogen Mar. Environ. 

2008, 1385–1444. 

https://doi.org/10.1016/B978-0-12-372522-

6.00032-3. 

(24)  Shetty, M.; Walton, A.; Gathmann, S. R.; 

Ardagh, M. A.; Gopeesingh, J.; Resasco, J.; 

Birol, T.; Zhang, Q.; Tsapatsis, M.; Vlachos, D. 

G.; Christopher, P.; Frisbie, C. D.; 

Abdelrahman, O. A.; Dauenhauer, P. J. The 

Catalytic Mechanics of Dynamic Surfaces: 

Stimulating Methods for Promoting Catalytic 

Resonance. ACS Catal. 2020, 12666–12695. 

https://doi.org/10.1021/acscatal.0c03336. 

(25)  Qi, J.; Resasco, J.; Robatjazi, H.; Alvarez, I. B.; 

Abdelrahman, O.; Dauenhauer, P.; Christopher, 

P. Dynamic Control of Elementary Step 

Energetics via Pulsed Illumination Enhances 

Photocatalysis on Metal Nanoparticles. ACS 

Energy Lett. 2020, 5 (11), 3518–3525. 

https://doi.org/10.1021/acsenergylett.0c01978. 

(26)  Onn, T. M.; Gathmann, S. R.; Wang, Y.; Patel, 

R.; Guo, S.; Chen, H.; Soeherman, J. K.; 

Christopher, P.; Rojas, G.; Mkhoyan, K. A.; 

Neurock, M.; Abdelrahman, O. A.; Frisbie, C. 

D.; Dauenhauer, P. J. Alumina Graphene 

Catalytic Condenser for Programmable Solid 

Acids. JACS Au 2022. 

https://doi.org/10.1021/jacsau.2c00114. 

(27)  Mavrikakis, M.; Hammer, B.; Nørskov, J. K. 

Effect of Strain on the Reactivity of Metal 

Surfaces. Phys. Rev. Lett. 1998, 81 (13), 2819–

2822. 

https://doi.org/10.1103/PhysRevLett.81.2819. 

(28)  Khorshidi, A.; Violet, J.; Hashemi, J.; Peterson, 

A. A. How Strain Can Break the Scaling 

Relations of Catalysis. Nat. Catal. 2018, 1 (4), 

263–268. https://doi.org/10.1038/s41929-018-

0054-0. 

(29)  Onn, T. M.; Gathmann, S.; Guo, S.; Solanki, S. 

P. S.; Walton, A.; Page, B.; Rojas, G.; Neurock, 

M.; Grabow, L. C.; Mkhoyan, K. A.; 

Abdelrahman, O. A.; Frisbie, C. D.; 

Dauenhauer, P. J. Platinum Graphene Catalytic 

Condenser for Millisecond Programmable 

Metal Surfaces. ChemRxiv 2022. 

https://doi.org/10.26434/chemrxiv-2022-ll557. 

(30)  Zhou, X. L.; Zhu, X. Y.; White, J. M. 

Photochemistry at Adsorbate/Metal Interfaces. 

Surf. Sci. Rep. 1991, 13 (3–6), 73–220. 

https://doi.org/10.1016/0167-5729(91)90009-

M. 

(31)  Zimmermann, F. M.; Ho, W. State Resolved 

Studies of Photochemical Dynamics at 

Surfaces. Surf. Sci. Rep. 1995, 22 (4–6), 127–

247. https://doi.org/10.1016/0167-

5729(96)80001-X. 

(32)  Gorte, R. J.; Schmidt, L. D. Interactions 

between NO and CO on Pt(111). Surf. Sci. 

1981, 111 (2), 260–278. 

https://doi.org/10.1016/0039-6028(80)90708-6. 

(33)  Hohlfeld, J.; Wellershoff, S. S.; Güdde, J.; 

Conrad, U.; Jähnke, V.; Matthias, E. Electron 

and Lattice Dynamics Following Optical 

Excitation of Metals. Chem. Phys. 2000, 251 

(1–3), 237–258. https://doi.org/10.1016/S0301-

0104(99)00330-4. 

(34)  Halemane, K. P.; Grossmann, I. E. Optimal 

Process Design under Uncertainty. AIChE J. 

1983, 29 (3), 425–433. 

https://doi.org/10.1002/aic.690290312. 

(35)  Burgess, A. A.; Brennan, D. J. Application of 

Life Cycle Assessment to Chemical Processes. 

Chem. Eng. Sci. 2001, 56 (8), 2589–2604. 

https://doi.org/10.1016/S0009-2509(00)00511-

X. 

(36)  Daoutidis, P.; Kelloway, A.; Marvin, W. A.; 

Rangarajan, S.; Torres, A. I. Process Systems 

Engineering for Biorefineries: New Research 

Vistas. Curr. Opin. Chem. Eng. 2013, 2 (4), 

442–447. 

https://doi.org/10.1016/j.coche.2013.09.006. 

(37)  Ardagh, M. A.; Birol, T.; Zhang, Q.; 

Abdelrahman, O. A.; Dauenhauer, P. J. 

Catalytic Resonance Theory: SuperVolcanoes, 

Catalytic Molecular Pumps, and Oscillatory 

Steady State. Catal. Sci. Technol. 2019, 9 (18), 

5058–5076. 

https://doi.org/10.1039/c9cy01543d. 

(38)  Ardagh, M. A.; Abdelrahman, O. A.; 



 

____________________________________________________________________________ 
 
Abdelrahman & Dauenhauer   Page 11 

Dauenhauer, P. J. Principles of Dynamic 

Heterogeneous Catalysis: Surface Resonance 

and Turnover Frequency Response. ACS Catal. 

2019, 9 (8), 6929–6937. 

https://doi.org/10.1021/acscatal.9b01606. 

(39)  Bahruji, H.; Maarof, H.; Abdul Rahman, N. 

Quantum Efficiency of Pd/TiO2 Catalyst for 

Photocatalytic Reforming of Methanol in Ultra 

Violet Region. Chem. Pap. 2019, 73 (11), 

2707–2714. https://doi.org/10.1007/s11696-

019-00822-w. 

 

 

 


