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Abstract

The formation of ice, which plays an important role in diverse contexts, ranging

from cryopreservation to atmospheric science, is often mediated by solid surfaces. Al-

though surfaces that interact favorably with ice (relative to liquid water) can facilitate

ice formation by lowering nucleation barriers, the molecular characteristics that confer

a surface with “ice-philicity” are complex and incompletely understood. To address this

challenge, here we introduce a robust and computationally efficient method for char-

acterizing surface ice-philicity, which combines molecular simulations and enhanced

sampling techniques to quantify the free energetic cost of increasing surface-ice contact

at the expense of surface-water contact. Using this method to characterize the ice-

philicity of a family of model surfaces that are latticed matched with ice but vary in

their polarity, we find that the non-polar surfaces are moderately ice-phobic, whereas

the polar surfaces are highly ice-philic. In contrast, for surfaces that display no comple-

mentarity to the ice lattice, we find that ice-philicity is independent of surface polarity

and that both non-polar and polar surfaces are moderately ice-phobic. Our work thus

provides a prescription for quantitatively characterizing surface ice-philicity and sheds

light on how ice-philicity is influenced by lattice matching and polarity.

Introduction

The freezing of water into ice is a ubiquitous process that is important in diverse fields, rang-

ing from cryobiology to atmospheric science.1,2 Although large nucleation barriers impede

the formation of ice at low to moderate supercooling, solid surfaces that interact favorably

with ice can lower those barriers. Surfaces of various organic or inorganic materials, such as

graphite or clay minerals, which utilize different chemical and topological features to interact

with ice,3–5 can facilitate the heterogeneous nucleation of ice to an extent that depends on

their preference for ice over liquid water, i.e. on the ice-philicity of the surface. Conversely,

a surface that is ice-phobic resists the formation of ice, and could serve as the basis for
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designing ice-repellant surface coatings.6–9 Thus, being able to characterize and understand

surface ice-philicity/phobicity is the key to both facilitating and inhibiting ice formation.

To this end, a variety of experimental techniques, based on scattering, spectroscopy and

microscopy, have been used to estimate the rates of heterogeneous ice nucleation;10–18 the

molecular characteristics of surface that enable it to promote or inhibit ice formation remain

poorly understood.

Computational studies are well-suited to uncovering the molecular underpinnings of sur-

face ice-philicity, but the typical timescales that are accessible to molecular simulations are

roughly six orders of magnitude smaller than those in the experiments. Consequently, sim-

ulation studies have focused on the deep supercooling regime or highly ice-philic surfaces,

which are expected to result in relatively small heterogeneous nucleation barriers. For ex-

ample, Michaelides and co-workers19–21 used long molecular dynamics (MD) simulations to

study heterogeneous ice nucleation at temperatures well below the melting point. Corre-

spondingly, to interrogate whether certain surfaces are excellent ice nucleators, Fraux and

Doye22 as well as Glatz and Sarupria23 performed simulations near the melting temperature

(low supercooling), and observed whether the surfaces were able to nucleate ice. These ap-

proaches have provided valuable insights into how the molecular characteristics of a surface

influence their ability to nucleate ice;24,25 however, their classification of surfaces as good or

bad ice nucleators can depend on certain choices, such as simulation temperature and time.

To provide a more quantitative measure of surface ice-philicity, Molinero and co-workers26–28

systematically cooled water below its melting temperature and obtained the non-equilibrium

freezing temperature at which a surface nucleates ice. The forward flux sampling (FFS) tech-

nique, which provides quantitative estimates of ice nucleation rates,29–34 but is much more

computationally expensive than the above approaches, has also been used to characterize

the propensity of select surfaces to nucleate ice. Finally, Espinosa et al.35 and Pedevilla et

al.36 introduced a seeding method, wherein the growth rate of a pre-formed ice nucleus (or

seed) of a particular size and shape, which is in contact with the surface, is used to study
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heterogeneous nucleation.

In this paper, we introduce a computationally efficient technique for robustly and un-

ambiguously characterizing the thermodynamic preference of a surface for ice over liquid

water, i.e., surface ice-philicity. The technique involves biasing the number of ice-like wa-

ters adjacent to the surface of interest to systematically increase surface-ice contact at the

expense of surface-water contact, and computing the corresponding free energy. To demon-

strate this technique, we characterize the ice-philicity of a family of model surfaces with

varying polarities and perfect lattice-match with ice. We find that ice-philicity increases

with surface polarity, with non-polar surfaces being moderately ice-phobic and polar ones

being highly ice-philic. We also study surfaces that display no particular complementarity

with the structure of ice and find their ice-philicity does not depend on polarity; both polar

and non-polar surfaces are moderately ice-phobic. Our work thus provides a prescription

for quantifying surface ice-philicity, and highlights the importance of both lattice-matching

and polarity in conferring surfaces with ice-philicity; it also suggests different strategies for

designing ice-phobic surfaces.

Methods

Theory

To characterize the ice-philicity of a surface, i.e. its preference for ice over liquid water, here

we generalize the “Surface Wetting and Interfacial Properties using Enhanced Sampling”

(SWIPES) method, which was introduced in ref. 37 for characterizing surface hydrophobicity.

To this end, we employ the process, shown in Fig. 1, at a fixed temperature, T , which is

not necessarily equal to the melting temperature, Tm, of ice. As the system goes from state

A to state B, a certain number of water molecules, ∆λ, transform from liquid water to

ice. Correspondingly, the ice-water interface advances by a distance ∆H, while retaining its

shape, as predicted by interfacial thermodynamics and shown in ref. 37. The system also
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Figure 1: Schematic illustrating SWIPES. The solid surface of interest is shown in yellow,
ice in light blue, and liquid water in dark blue. The location of the ice-water interface, H,
is shown at the midpoint between the solid surfaces. In going from state A to state B, the
ice-liquid interface advances by a distance, ∆H, and the system free energy changes by ∆F .

exchanges a certain amount of surface-water contact area, ∆AS, for an equivalent amount

of surface-ice contact area. During this process, the free energy of the system changes by:

∆F = (γSI − γSL) ∆AS + µfr∆λ = (−kγIL)(2∆HL) + µfr∆λ (1)

where γSI and γSL are the surface tensions associated with the surface-ice and surface-liquid

interfaces, respectively; µfr is the chemical potential difference between ice and liquid water;

k ≡ (γSL − γSI) /γIL is the wetting coefficient that characterizes the relative preference of the

surface for ice over water; γIL is the ice-water surface tension; and L is the length of the

system into the page.

The wetting coefficient, k, is the thermodynamic measure of surface ice-philicity we wish

to obtain; for ice-philic surfaces, k > 0, whereas for ice-phobic surfaces, k < 0. Moreover,

the magnitude of k must be less than unity, i.e., −1 ≤ k ≤ 1, and according to Young’s

equation, k = cos θ, where θ is the contact angle that an ice nucleus, which is surrounded by

liquid water, adopts when it is in contact with the surface.38 Rearranging Eqn. 1, we obtain:

kγIL = − 1

2L

∆F − µfr∆λ

∆H
. (2)
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Eqn. 2 highlights that by estimating ∆F , ∆H, and ∆λ for a surface of interest, we can

obtaining a quantitative measure of its ice-philicity (assuming that the surface-independent

quantities µfr and γIL are known). Conversely, by employing a surface with a known value of

k, this approach can also be used to estimate the ice-water surface tension, γIL. Moreover,

because the above process can be performed at any temperature, T (and not just Tm), γIL

and k can be readily obtained under supercooled (or superheated) conditions.

Model Surfaces

Figure 2: Model surfaces for exploring ice-philicity. (a) The pseudo-ice family of
surfaces is created by restraining the oxygens of ice Ih to their lattice sites, and
scaling the surface polarity by a constant factor, α, yielding surfaces with perfect
lattice match to ice. (b) The pseudo-water family of surfaces is similarly constructed
by position restraining a slab of liquid water to yield surfaces with varying polarity
but no particular complementarity with the lattice of ice.

To understand how the molecular characteristics of a surface influence its ice-philicity, we

designed two families of model surfaces. The “pseudo-ice” family of surfaces are comprised

of a 2 nm slab of hexagonal ice (ice Ih) with its water oxygens restrained to their lattice

sites (Fig. 2a); the spring constant for the harmonic restraining potentials is chosen to be

40000 kJ/mol/nm2 so that the variance of surface atom positions is roughly an order of

magnitude smaller than that in bulk hexagonal ice. Thus, all the pseudo-ice surfaces are

perfectly lattice-matched with ice. However, the surfaces differ in their polarity, which

is varied by scaling the partial charges of the surface atoms by a factor, α, between 0

and 1. Our pseudo-ice surfaces are constructed to interact with their hydration waters
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through their basal planes. However, given the similarity in the surface tensions of the

basal and prism planes,35 we expect pseudo-ice surfaces constructed using other crystal

planes to behave in similar ways. To investigate the influence of lattice matching (or lack

thereof) on ice-philicity, we designed a complementary family of “pseudo-water” surfaces by

similarly position-restraining the oxygen atoms in a 2 nm slab of liquid water (drawn from

a configuration at 298 K and 1 bar, Fig. 2b). The resulting surfaces resemble liquid water

in their local ordering and lack the long-range order found in ice. Once again, the family

of pseudo-water surfaces with a range of polarities is obtained by systematically scaling the

partial charges of the surface atoms by 0 ≤ α ≤ 1.

Simulation Setup

Figure 3: Illustrating boundary surfaces and end-caps in the SWIPES simulation setup. The
simulation setup features a pseudo-ice boundary wall with α = 1 (cyan) and a pseudo-water
boundary wall with α = 1 (purple) to ensure that ice grows from left to right in the region,
v (red dashed box), between the surfaces of interest (yellow). Pseudo-water end-caps with
α = 1 (purple) are also used to prevent ice-philic surfaces from structuring the waters at the
(right) ends of the surfaces.

Fig. 3 illustrates the SWIPES simulation setup used for characterizing the ice-philicity

of the pseudo-ice and pseudo-water surfaces. We place a 1 nm thick slab of pseudo-ice with

α = 1 at the left end of the solid surfaces of interest to break translational symmetry and

facilitate ice growth in v from left to right. We similarly place a 1 nm thick slab of pseudo-

water (α = 1) to ensure that the right side of v is occupied by liquid water. Finally, to

prevent our surfaces of interest from structuring or freezing water outside v, we placed two

pseudo-water end-caps to their right. The simulation box dimensions were approximately
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12.1 nm, 5.9 nm, and 3.636 nm in the x, y, and z directions, respectively. Apart from the

molecules comprising the surfaces of interest, the boundary slabs and the end-caps described

above, the simulation box contained 4840 mobile water molecules that are free to be in the

liquid water or ice phases.

Simulation Details

Molecular dynamics simulations were performed using a version of GROMACS 2016.3 that

was suitably modified to exercise control over the number of ice-like waters in an observation

volume of interest. Simulations were performed using the leapfrog integrator with a time-

step of 2 fs. The mobile water molecules were constrained using the SETTLE algorithm,39

whereas waters belonging to the pseudo-water and pseudo-ice surfaces were constrained

using LINCS.40 Pseudo-ice surfaces were generated using the GenIce package,41 and the

surfaces were solvated using the Packmol package42 to generate initial configurations, which

were then subject to energy minimization. The stochastic velocity rescale thermostat43

with a time constant of 0.5 ps was used for temperature coupling, and the majority of our

simulations were performed at 298 K to avoid slower dynamics and longer correlation times

at lower temperatures. The Berendsen barostat44 was used for equilibration and to obtain

the initial configuration used in the SWIPES simulations, whereas the Parrinello-Rahman

barostat45 was used for production runs. Anisotropic pressure coupling was used in the x

and y directions to allow the system to respond to changes in density as parts the system

freeze/melt and to prevent the build-up of stress on the ice lattice. A cutoff distance of

1 nm was used for Lennard-Jones and short-ranged electrostatic interactions. Long-ranged

electrostatic interactions were treated using the particle-mesh Ewald (PME) method.46 The

TIP4P/Ice water model was chosen because it captures several properties of ice and liquid

water, such as density, freezing temperature, enthalpy of fusion and surface tension.47
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Exercising control over ice formation

To control the extent to which ice wets the solid surface in our simulations, we bias an order

parameter, qv that acts in the region, v, between the surfaces of interest; qv must be capable

of distinguishing liquid-like and ice-like water within v. In particular, we apply a harmonic

biasing potential U (κ,q∗)
b (qv) = 1

2
κ(qv − q∗)2. The value q∗ defines a set-point for the desired

amount of ice in the system and the magnitude of κ controls how tightly bound qv is to q∗.

A schematic of how increasing q∗, and thereby the value of qv sampled, affects the extent to

which the surface is wet by ice is shown in Fig. 4.

Figure 4: To control the extent to which ice wets the surfaces (yellow), we apply a harmonic
biasing potential, κ

2
(qv − q∗)2, that acts on an order parameter, qv, which is capable of

discriminating between liquid-like and ice-like waters in v (red dotted line). Waters are
shown in blue.

Assuming that the two states shown in Fig.1 correspond to biasing parameters q∗ and

q∗ + dq∗, respectively (with κ fixed), the free energy difference between these states is

dFκ,q∗ = Fκ,q∗+dq∗ − Fκ,q∗ . Correspondingly, the ice-liquid interface advances by d〈H〉κ,q∗ ≡

〈H〉κ,q∗+dq∗−〈H〉κ,q∗ , and the volume v contains d〈λv〉κ,q∗ ≡ 〈λv〉κ,q∗+dq∗−〈λv〉κ,q∗ additional

ice-like waters, where 〈A〉κ,q∗ denotes the average value of observable A in the biased ensem-

ble with fixed κ and q∗. Defining fq ≡
dFκ,q∗

dq∗
, hq ≡

d〈H〉κ,q∗
dq∗

, and sq ≡
d〈λv〉κ,q∗

dq∗
, eqn. 2 can

then be written as:

kγIL = − 1

2L

fq − sqµfr

hq
. (3)
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Importantly, as discussed in ref. 37, sq, hq, and fq are expected to be independent of q∗. In

particular, for a judiciously chosen order parameter, the number of ice-like waters should

grow linearly with q∗, resulting in a constant sq. Moreover, because the interface position

varies linearly with the ice-like waters in the system, hq should also be a constant. Finally,

according to eq. 3, if sq and hq are independent of q∗, then fq must also be constant.

Estimating fq

The free energy slope, fq, can by readily obtained by estimating the average, 〈qv〉κ,q∗ , in

the biased ensemble. In particular, using the thermodynamic integration formula,37,48 we

obtain:

fq =
dFκ,q∗

dq∗
=

〈
dU (κ,q∗)

b

dq∗

〉
κ,q∗

= −κ (〈qv〉κ,q∗ − q∗) (4)

Because fq is expected to be independent of q∗, we expect 〈qv〉κ,q∗ to be a linear function

of q∗ with unit slope and an intercept that is equal to −fq/κ. We thus use the intercept

obtained from a linear fit of 〈qv〉κ,q∗ vs. q∗ to estimate fq.

Estimating hq

To determine how the ice-liquid interface moves with increasing q∗, we estimate the position

of the interface, H, for every configuration in our biased simulations. To this end, we first

classify each water i as being ice-like or liquid-like by using an indicator function, h̃ice(i),

which relies on the order parameter, q̄6(i), proposed by Lechner and Dellago;49 the functional

form of h̃ice(i) is described in detail in sec. S1 of the SI. We then compute the one-dimensional

ice density profile along the x-direction as:

ρ̃ice(x) =
1

LyLz

Nw∑
i=1

h̃ice(i)φ(x− xi), (5)

where φ(x) is a coarse-graining function that “smears out” the location of particle i,50 and

it is chosen to be a Gaussian that has a width of 0.3 nm, and is truncated and shifted down
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at 0.6 nm.51 For every simulation snapshot, we then obtain the location of the ice-water

interface, H, by fitting ρ̃ice(x) to the sigmoidal function, a · tanh [b · (x−H)] + c, with H, a,

b, and c being the fit parameters. The slope of 〈H〉κ,q∗ as a function of q∗ then provides hq.

Estimating sq

To quantify the increase in the average number of ice-like waters, 〈λv〉κ,q∗ , with q∗, we recog-

nize that 〈λv〉κ,q∗ increases proportionally with 〈H〉κ,q∗ . Correspondingly, sq is proportional

to hq with the proportionality constant being approximately equal to LzWρice, where W is

the separation between the surfaces and ρice is the bulk density of ice. The proportionality

constant can also be estimated more precisely by averaging the number of ice-like waters in

a slab of unit thickness, as described in detail in sec. S2 of the SI.

Estimating µfr

To compute µfr, we use the interface pinning method,52 which employs a simulation setup

that is quite similar to SWIPES, with the primary distinction being the absence of a surface

(as well as any boundary slabs or end-caps). As shown in sec. S3 of the SI, we obtain the

value of µfr at 298 K to be 0.54± 0.1 kJ/mol.

Choosing the Order Parameter, qv

To perform the SWIPES calculations proposed above, we must bias an order parameter that

is capable of discriminating between liquid water and ice. Although several such order pa-

rameters have been proposed49,53 most of them are either discontinuous or non-differentiable

functions of particle positions, making them challenging to bias in conjunction with molecular

dynamic simulations. Here, we circumvent this challenge through the use of coarse-grained

indicator functions .51,54 In particular, as our primary order parameter of choice, we choose
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the approximate number of ice-like molecules, M̃v, in v, which is defined as:

M̃v =
Nw∑
i=1

h̃ice(i) h̃v(i), (6)

where h̃ice(i) and h̃v(i) are coarse-grained indicator functions that classify waters are ice-like

(or liquid-like) and inside v (or outside v), but vary continuously and smoothly from 0 to

1, as described in detail in sec. S1 of the SI. A harmonic biasing potential, κ
2
(M̃v −M∗)2,

with a spring constant of κ = 0.0029 kJ/mol, was utilized in the biased simulations, and

to facilitate the defect-free growth of ice, M∗ was varied linearly from its initial value to

its target value over a ramping time of 1.7 ns. To prepare the initial configuration for the

SWIPES simulations, a biased simulation was run with a target value of M∗ = 1350. For

subsequent biased simulations, M∗ was varied from an initial value of 1350 to its target

value; approximately 10 different target M∗-values were used, and each simulation was run

for 20 ns with the first 7 ns being discarded as equilibration. In addition to M̃v, we explore

the use of two other order parameters, q̄6,v and Q6,v, for characterizing surface ice-philicity

using SWIPES.49,55 These order parameters are discussed in further detail in Sec. S1 of the

SI.

Results and discussion

Characterizing surface ice-philicity using SWIPES

We illustrate our generalization of the SWIPES method for quantifying surface ice-philicity,

by estimating the wetting coefficient, k, of the pseudo-ice surface with α = 0.75. We apply

a harmonic biasing potential, κ
2
(M̃v −M∗)2, which determines the fraction of ice-like waters

in v, and the location of the ice-water interface, as shown in Fig. 5a. Fig. 5b illustrates

how we determine the interface position, H (vertical dashed line), by fitting the ice density

profile (symbols), defined in Eqn. 5, to a sigmoidal function (red). In Fig. 5c, we plot the
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Figure 5: Characterizing the ice-philicity of a pseudo-ice surface with α = 0.75 using
SWIPES. (a) A representative simulation snapshot illustrating the surface of interest (yel-
low), the volume, v, between the surfaces (black dashed line), the pseudo-ice (cyan) and
pseudo-water (purple) boundary surfaces, as well as the pseudo-water (purple) end-caps. A
harmonic potential, κ

2
(M̃v −M∗)2, is used to bias the number of ice-like waters in v, (blue);

waters bridging the surface and ice are shown in magenta and liquid waters are hidden for
clarity. (b) The one-dimensional ice density profile, ρice(x) (black circles), is fit to a sigmoidal
function (red line) whose inflection point corresponds to the position, H, of the ice-water in-
terface (black dotted line). (c) The average value of the order parameter, 〈M̃v〉κ,M∗ , increases
linearly with M∗; the intercept of the fitted line with unit slope (red) enables estimation of
fM . (d) The average location of the interface, 〈H〉κ,M∗ , also increases linearly with M∗; the
slope of the fitted line (red) yields hM .
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variation of 〈M̃v〉κ,M∗ with M∗, and find that it is well-described by a straight line with

unit slope, as predicted by Eqn. 4; the intercept of this plot yields fM = 0.36(3) kJ/mol.

In Fig. 5d, we show that the average interface location, 〈H〉κ,M∗ , also increases linearly

with M∗, with the slope of the plot enabling us to estimate hM = 2.8(3) × 10−3 nm, and

correspondingly, sM = 1.1(5), as shown in the SI. By plugging these estimates of fM , hM

and sM into eqn. 3, we obtain kγIL = 21 mJ/m2. The positive sign of kγIL indicates that

the α = 0.75 pseudo-ice surface is ice-philic. Moreover, by combining our estimate of kγIL

with that of γIL (computed below), we can obtain k = 0.57, which provides a normalized

quantification of surface ice-philicity. We note that 9 simulations were run for 20 ns each to

obtain an estimate kγIL; however, because the averages shown in Fig. 5 converge over a few

nanoseconds, an approximate estimate could be obtained using just two 10 ns simulations,

requiring a total simulation time of only 20 ns.

SWIPES using different order parameters

To interrogate the robustness of the SWIPES method with respect to the choice of the

order parameter that is used to distinguish ice and liquid water, we repeat the calculations

for α = 0.75 pseudo-ice surface using two additional order parameters, Q6,v or q̄6,v. Table 1

highlights that regardless of the order parameter being biased, SWIPES is able to characterize

ice-philicity and provide consistent estimates of kγIL. We hope that this flexibility in the

choice of order parameter will be a particularly useful feature of the SWIPES method.

Table 1: Comparing SWIPES across different order parameters, q.

q fq (kJ/mol) hq (nm) sq kγIL (mJ/m2)

M̃ 3.6(3)×10−1 2.8(3)×10−3 1.1(5)×100 21.3± 2.4
Q6 2.0(9)×103 1.7(5)×101 7.0(4)×103 22.8± 3.0
q̄6 3.6(3)×103 2.8(8)×101 1.1(7)×104 21.6± 3.4
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Figure 6: Computing ice-liquid surface tension, γIL, using the pseudo-ice surface with α = 1.
(a) Snapshot of the simulation setup (with the same color scheme as Figure 5). (b) The
average value of the order parameter, 〈M̃v〉κ,M∗ , increases linearly with M∗ with the intercept
informing fM . (c) The slope of the average interface location, 〈H〉κ,M∗ , vs M∗ yields hM .

Estimating the ice-water surface tension, γIL

To obtain the wetting coefficient, k, using Eqn. 3, an estimate of γIL at the corresponding

temperature and pressure is needed. Conversely, if the value of k is known for a surface, then

SWIPES enables estimation of γIL. To compute γIL at T = 298 K, we posit that a pseudo-ice

surface with α = 1 ought to be a fully-wetting ice-philic surface with k → 1. Our hypothesis

is supported by the fact that when the α = 1 pseudo-ice surface comes into contact with

liquid water, a monolayer of ice mediates the highly unfavorable interactions between the

surface and liquid water, as shown in sec. S4 of the SI. Using the data shown in Fig. 6, we

estimate fM = 0.15(7) kJ/mol and hM = 2.8(9)× 10−3 nm. Combining these estimates with

sM = 1.1(7) (as shown in the SI), we obtain γIL = 39 mJ/m2 at T = 298 K. Our estimate

is consistent with the previously-reported estimate of 27.2 mJ/m2 for the TIP4P/Ice water

model56 and the well-known increase of γIL with increasing temperature.57

How the polarity of lattice-matched surfaces influences their ice-

philicity

To explore the interplay between surface polarity and ice-philicity, we characterize the wet-

ting coefficients, k, of the family of pseudo-ice surfaces. We find that as polarity, α, is
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Figure 7: (a) The ice-philicity, k, of the pseudo-ice family of surfaces increases as surface
polarity, α, is increased; however, the variation of k with α is much more pronounced for
α > 0.5 than for α < 0.5. The α = 0 non-polar surface is moderately ice-phobic (k ≈ −0.5),
whereas the α = 1 polar surface is highly ice-philic (k → 1). (b) Simulation snapshots are
shown for surfaces with select values of α using the color scheme introduced in Figure 5. As α
is increased, the curvature of the ice-water interface changes from being convex (ice-phobic)
to concave (ice-philic), as expected from interfacial thermodynamics. (c) The bridging wa-
ters (magenta), which mediate the interactions between the surface (yellow) and ice, are in
registry with the ice lattice (anchored) for pseudo-ice surfaces with α > 0.5, whereas they
are situated between the lattice sites (shifted) for surfaces with α < 0.5.

increased, the lattice-matched surfaces become more ice-philic (Fig. 7a); we also observe a

corresponding decrease in the contact angle between the ice-water interface and the surface

(Fig. 7b), as expected from Young’s equation. Importantly, surface ice-philicity, k, does not

increase uniformly with polarity, α, but displays two distinct regimes. For polar surfaces

(α > 0.5), ice-philicity is sensitive to polarity with k ranging from roughly 0 (neutral) to 1

(highly ice-philic) as α is increased from 0.5 to 1. In contrast, the ice-philicity of non-polar

surfaces (α < 0.5) is relatively insensitive to surface polarity, and k varies from roughly

-0.5 (moderately ice-phobic) to 0 (neutral) as α is increased from 0 to 0.5. Interestingly,

this crossover in the variation of k with α is also accompanied by a structural transition in

the bridging waters (magenta), which mediate the interactions between the surface and ice

(Fig. 7c). For the polar surfaces (α > 0.5), the bridging waters follow the template dictated

by the pseudo-ice surface and are “anchored” to the corresponding lattice sites. In contrast,

for non-polar surfaces (α < 0.5), which are unable to provide hydrogen bonding sites, the

bridging waters are located between the hexagons of the pseudo-ice slab in a “shifted” con-
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figuration, presumably to optimize Van der Waals attractions with the surface. We note that

the bridging waters in the shifted configuration closely resemble those at a stacking fault

between hexagonal and cubic ice.58

Ice-philicity of surfaces with no lattice matching to ice

α = 0.0 α = 1.0

Figure 8: (a) Wetting coefficients, k, as a function of surface polarity, α, for both the lattice-
matched family of pseudo-ice surfaces (blue) and the non-matched family of pseudo-water
surfaces (red). In contrast to pseudo-ice surfaces, the polarity of pseudo-water surfaces does
not influence their ice-philicity; all pseudo-water surfaces are moderately ice-phobic with
their wetting coefficient, k = −0.5, being similar to that of the non-polar pseudo-ice surface.
(b, c) Correspondingly, ice-water interfaces make similar contact angles with both the (b)
non-polar (α = 0) and (c) polar (α = 1) pseudo-water surfaces.

To understand the influence of polarity on the ice-philicity of disordered surfaces with no

particular complementarity to ice, we characterize the wetting coefficients, k, for the family

of pseudo-water surfaces (Fig. 8). In contrast with the pseudo-ice family of surfaces, pseudo-

water surfaces are decidedly ice-phobic, displaying a singular wetting coefficient, k ≈ −0.5

across the entire range of surface polarities, as shown in Fig. 8a (red). This invariance of k

with α for the pseudo-water surfaces suggests that surface dipoles that are incompatible with

the structure of ice do not confer ice-philicity to the surface. Conversely, surface dipoles that

are commensurate with the ice structure contribute substantially to surface ice-philicity,

as evidenced by the strong dependence of k on α for the more polar pseudo-ice surfaces.

Interestingly, the non-polar surfaces (α = 0) from both the pseudo-ice and pseudo-water
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families display similar values of k ≈ −0.5, suggesting that all non-polar surfaces ought to

be moderately ice-phobic. In contrast, the ice-philicity of polar surfaces (α = 1) spans a

wide range from moderately ice-phobic (k = −0.5) to fully ice-philic (k = 1) depending on

the extent to which the surface dipoles are lattice matched to those of ice. Our observations

on the ice-philicity of polar surfaces agree qualitatively with the findings of Qiu et al., who

found the freezing efficiency of hydroxylated organic surfaces to vary strongly with the degree

of lattice (mis)match between the surface and ice.28

Conclusions

In this study, we introduce a robust and computationally efficient technique for characterizing

the ice-philicity of a solid surface. In particular, we generalize the “Surface Wetting and

Interfacial Properties using Enhanced Sampling” (SWIPES) method37 to enable estimation

of the wetting coefficient, k, which quantifies the thermodynamic preference of a surface for

ice over liquid water, as well as the ice-water surface tension, γIL, at temperatures near and

far from coexistence. We use the generalized SWIPES method to interrogate the influence of

lattice matching and polarity on surface ice-philicity. We find that as the polarity of lattice

matched surfaces is increased, they become more ice-philic, with non-polar surfaces being

moderately ice-phobic and polar surfaces being highly ice-philic. In contrast, surfaces with

no particular complementarity to ice tend to be moderately ice-phobic regardless of their

polarity.

A growing body of computational work has highlighted that the propensity of a surface

to nucleate ice is sensitive to subtle changes in the chemical and structural motifs on the

surface.22,24,59–65 Because the ability of a surface to nucleate ice depends primarily on its

ice-philicity, we hope that our generalization of the SWIPES method will shed light on the

molecular underpinnings of heterogeneous ice nucleation. For example, SWIPES could be

used to quantify the ice-philicity of realistic surfaces, such as AgI, whose crystal planes have
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shown differing abilities to nucleate ice,22–24,66–68 or clay minerals, such as K-feldspar, mica

or kaolinite, which are of interest due to their role in cloud formation,2,4,17,65 and could also

be used to interrogate the role of dissolved ions in influencing surface ice-philicity.69–71

Because SWIPES can be used to quantify the ice-phobicity of extremely poor ice nu-

cleators, we believe that this method could also inform the design of materials or surface

coatings for mitigating the formation of ice or frost.72 Our findings highlight that while ice-

philic surfaces must be hydrophilic (i.e., polar), ice-phobic surfaces need not be hydrophobic

(i.e., non-polar); indeed, our results suggest that hydrophilic surfaces that display no lattice

match with ice can be just as ice-phobic as hydrophobic surfaces. It will be particularly

interesting to explore the role of surface texture in further amplifying surface ice-phobicity

akin to that observed in superhydrophobic surfaces.6,68,73–75

We note that SWIPES is not limited to characterizing surface ice-philicity, and the un-

derlying methodological framework could also be used to characterize the preference of a

surface for a generic crystal relative to its melt. For example, surfaces play an important

role in nucleating clathrates,76–78 and the discovery of surfaces capable of inhibiting the

nucleation of gas hydrates could have important implications for the oil and natural gas

industry. Similarly by biasing the appropriate order parameters that are capable to discrim-

inating between the crystal and the melt, SWIPES could be generically used to quantify

surface crystal-philicity for crystal formers, such as silicon79 or hard spheres.80,81

Finally, our findings on non-matched surfaces may also shed light on structure-function

relationships in antifreeze proteins (AFPs), which bind to ice crystals and suppress their

growth. To function, AFPs must adsorb to ice through their ice binding side (IBS), and use

their non-binding side (NBS) to resist engulfment by ice.82–88 Our finding that surfaces with

poor lattice match to ice are moderately ice-phobic, regardless of their polarity, then suggests

that the thermodynamics of AFP engulfment may not be sensitive to the chemistry of the

protein NBS. By suggesting that the ability of an AFP to resist engulfment is insensitive

to mutations on its NBS, our results also lend support to experimental mutagenesis studies,
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which seek to identify the IBS of an AFP by uncovering mutations that suppress its thermal

hysteresis activity.89–91
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