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Abstract 

Frequency dependent dielectric relaxation in the three deep eutectic solvents (DESs), 

(acetamide+LiClO4/NO3/Br), was investigated in the temperature range, 329 ≤ T/K ≤ 358, 

via molecular dynamics (MD) simulations. Subsequently, decomposition of the real and the 

imaginary components of the simulated dielectric spectra was carried out to separate the 

rotational (dipole-dipole), translational (ion-ion) and ro-translational (dipole-ion) 

contributions. The dipolar contribution, as expected, was found to dominate all the frequency 

dependent dielectric spectra over the entire frequency regime, while the other two components 

together made tiny contributions only. The translational (ion-ion) and the cross ro-translational 

contributions appeared in the THz regime in contrast to the viscosity dependent dipolar 

relaxations that dominated the MHz-GHz frequency window. Our simulations predicted, in 

agreement with experiments,    anion dependent decrement of the static dielectric constant 

(𝜀𝑠 ~ 20 - 30) for acetamide (𝜀𝑠 ~66) in these ionic DESs. Simulated dipole-correlations 

(Kirkwood g factor) indicated significant orientational frustrations.  The frustrated 

orientational structure  was found to be associated with the anion dependent damage of the 

acetamide H-bond network. Single dipole reorientation time distributions suggested slowed 

down acetamide rotations but did not indicate presence of any ‘rotationally frozen’ molecules. 

The dielectric decrement is, therefore,  largely static in origin. This provides a new insight into 

the ion dependence of the dielectric behaviour of these ionic DESs.  A good agreement between 

the simulated and the experimental timescales was also noticed.  
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I. INTRODUCTION     

Deep eutectic solvents (DESs) constitute a unique class of liquid systems possessing immense 

potential as less hazardous alternatives to conventional organic solvents for a variety of 

applications in chemical industries.1–4 DESs are multicomponent mixtures in molten phase of 

solid compounds mixed at particular compositions where the liquid phase is accessed through 

heating at higher temperatures, followed by normal cooling to room temperature or near room 

temperature. By definition, the liquid phase temperature must be significantly lower than the 

individual melting temperatures of the mixture components and as a result, is distinctly 

different from the prediction based on depression of freezing point via colligative effects.5 

Often, the term DESs is used somewhat loosely to encompass the molten phase of the 

multicomponent mixtures at temperatures and compositions that are away from those 

corresponding to the  eutectic points.6–12 Several outstanding solvent features, such as, viscosity 

and polarity turnabilities, relatively lesser environmental footprints, easy to prepare and handle, 

low vapor pressure, wider thermal  and electrochemical windows, etc. have made DESs as 

popular solvents as reaction media not only for targeted chemical synthesis but also for 

engineering materials related to technological applications.  Naturally therefore, DESs are 

finding applications in extraction of natural compounds13, gas absorption14, synthesis of 

targeted biopolymers15 and organic compounds. 16 Recently, ionic DESs have been emerged as 

potential non-flammable electrolytes for lithium-ion batteries.17,18 

 

Ionic deep eutectic solvents act as a bridge between ionic liquids (ILs) and electrolyte solutions. 

Ionic DESs are comprised of hydrogen bond donors (HBD) and ions generated from the 

dissociation of the added electrolytes. Substantial charge delocalization induced by the 

extensive interspecies (ion-amide) H-bond interactions causing frustrations in the ionic lattices 

provides the enthalpic support for formation of DESs.19–22  The entropy gains for being in the 

liquid phase then completes the driving force behind the stable liquidous regime in DESs, 

although theoretical/computational investigation for the composition and temperature 

dependent entropy gain (both rotational and translational) are still unavailable. Different 

experiments, such as, time-resolved fluorescence experiments,6,8,9,23–25 dielectric relaxation and 

conductivity measurements,11,12,26 and femtosecond Raman induced Kerr effect spectroscopic 

(fs-RIKES) measurements27 have been carried out in the last several years and each of these 

measurements indicated micro heterogeneous relaxation dynamics for the studied ionic DESs.  

Computer simulations have been carried out in recent times 7,28–30 to generate microscopic 
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understanding of the experimentally measured relaxation dynamics. Fluorescence based 

measurements among these studies have revealed fractional viscosity dependence for the 

measured solute rotational and translational timescales, and for the solvation energy relaxation 

timescales. Average dielectric relaxation times too showed fractional viscosity dependence, 

while the fs-RIKES experiments detected spectral signatures that were caused by the ion 

dependent microheterogeneity of these ionic DESs. Anomalous particle motions, such as, 

orientational29 and translational31 jumps have been detected in computer simulations and these 

might be recognised as heterogeneity markers for these media.  Interestingly, these relatively 

more recent studies have essentially reconfirmed the micro heterogeneous nature of ionic DESs 

suggested already in several previous studies that reported ultrasonic and other 

measurements.32–34 

           

Recent dielectric relaxation data accessed via measurements in a frequency window 0.2≤

𝜈 GHz ≤⁄  50,11,12 however, indicates a drastic difference between what has been registered now 

as electrolyte effects on the static dielectric constant (𝜀𝑠) of neat molten acetamide and what 

was concluded from earlier experiments carried out employing a frequency window, 0.1 Hz – 

100 MHz.34–38 More specifically, recent DR measurements in MHz-GHz frequency window  

have revealed  𝜀𝑠 ~20 – 30 for  several ionic acetamide DESs. Considering 𝜀𝑠 ~ 70 for neat 

molten acetamide,11 these values reflect substantial electrolyte-induced dielectric decrement of 

acetamide in these ionic DESs. This is in sharp contrast to the previous finding in Hz-MHz 

measurements which reported a colossal increase of  the static dielectric constant (𝜀𝑠 ~ 106) for 

ionic acetamide DESs that contained either NaSCN or CF3COONa as an electrolyte. This 

mega-value of  𝜀𝑠 was then explained34–36 in terms of ‘charged locally ordered aggregates’ 

formed by the host acetamide molecules and the electrolyte ions.  These two conflicting DR 

data sets   therefore trigger a debate on the true impact of electrolyte ions on the 𝜀𝑠 of the host 

acetamide, motivating further theoretical and/or experimental investigation employing 

different techniques for providing a resolution to this controversial issue. This forms the basis 

of the present work where we have used molecular dynamics simulations coupled with 

classical, coarse-grained model interaction potentials to monitor the time dependent 

fluctuations of the collective dipole moment of these ionic DESs.  Our previous simulation 

study39 of DR in neat molten acetamide employing the same model interaction potential acts 

as a supporting work to understand, at least, qualitatively the effects of ion on the rotational, 

translational and ro-translational contributions to the complex dielectric relaxation spectra 
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recorded in experiments. In this context we would like to mention that DR measurements of 

conducting media such as these ionic DESs in the low frequency wing is severely limited by 

one-over-frequency (1 𝜔⁄ ) divergence. Consequently, estimation of 𝜀𝑠 becomes tricky and 

often associates large error because of a large conductivity contribution in this frequency 

regime, inducing a rise in the real part of the complex dielectric spectrum and removing the 

usual plateau generated by the pure dipolar response alone.  There exists indeed such a 

possibility for the previous Hz-MHz measurements,34–36 whereas the more recent MHz-GHz 

experiments might have missed a certain portion of the low frequency response because of the 

limited coverage of the low frequency wing. Theoretical/computational studies do not suffer 

from these complexities and can successfully separate the dipolar and ionic components of the 

total frequency dependent DR spectrum.40–42 Although this separation involves certain 

approximation, it offers the necessary framework that can deal with the ongoing controversy 

and provide a plausible resolution.  

 

Dielectric relaxation spectroscopy (DRS) measures the collective polarization fluctuations of 

a given medium in the presence of a time dependent electric field.43–46 The coupling between 

the frequency dependent electric field and the solvent polarization mode is assumed to be weak 

and linearly dependent on the fluctuating orientational density. Addition of electrolyte in pure 

dipolar solvent is known to increase or decrease the 𝜀𝑠 of neat solvents.43,44,47–50 Formation of 

ion pair and other complex ionic species in weakly dipolar solvents, for example, lithium 

perchlorate in ethyl acetate is known to significantly increase the 𝜀𝑠 of the medium.51–54 For 

uni-univalent electrolytes in strongly polar solvents, on the other hand, dielectric decrement 

can occur via static and kinetic routes. Static dielectric decrement occurs through a partial 

damage of the orientational order of the dipolar solvent molecules, while the kinetic decrement 

associates with the cross correlation between the dipole and ion density fluctuations55,56 

Fortunately, the underlying theoretical framework for computer simulations  of the frequency 

dependent dielectric response of ionic media is available in the literature.57,58 Dielectric 

response of aqueous solutions of uni-univalent electrolytes has been studied extensively via 

molecular dynamics simulations and these studies have provided important insights about the 

ion-induced impact on the frequency dependent dielectric response of aqueous media.55,56,59–61 

Frequency dependent dielectric spectra and conductivities of pure and aqueous solutions of 

ionic liquids have been investigated and ionic contributions to the total response have been 

separated.40,62–67 These works have made important contributions to understand the interaction 
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and dynamics of ionic liquids revealed by dielectric relaxation experiments,68–70 ultrafast 

fluorescence measurements71–73 and theoretical calculations.74–79  

 

In the present study, temperature-dependent simulations been performed in order to understand 

the effects of the ions on the DR of (CH3CONH2 + LiClO4/ NO3/ Br) DESs with a focus to 

generate a qualitatively correct description of electrolyte effects on the dielectric properties of 

the host acetamide which may help remove the ongoing debate initiated by the two different 

sets of DR measurements.   Structural aspects have been explored by calculating the Kirkwood 

g factor and average number of H-bonds per acetamide molecule in these DESs. Dipolar and 

ionic components of the temperature dependent simulated dielectric relaxation spectra of these 

conducting media have been separated and the contributions of rotation-translation coupling to 

the total DR have been estimated. As expected, the dipolar contribution has been found to 

dominate the total DR spectrum. Anion dependent distribution of single dipole reorientation 

times do not indicate the presence of any unusually long timescale in these systems, whereas 

the average number of H-bonds per acetamide molecule shows a clear correlation with the 𝜀𝑠 

estimated from the MHz-GHz DR measurements and from the present simulations. 

                       

II. SIMULATION DETAILS AND VALIDATION 

Classical molecular dynamics simulations were performed using the GROMACS-2018.3 

package80 at four different temperatures, T(K) = 329, 336, 343, and 358. Acetamide molecules, 

cations and anions were taken in a ratio that mimicked the compositions employed in the MHz-

GHz experiments. For each of the DESs considered, a total of 1000 particles (acetamide + 

cation + anion) were considered and the overall electroneutrality ensured. Composition of each 

system is given in Table S1 (supplementary material). OPLS (optimized potentials for liquid 

simulations) type model force field were used81. Since the functional forms and notations 

associated with different pieces of the OPLS model potential were discussed earlier39, these are 

provided in the Appendix A1 (supplementary material). Interaction parameters developed82  

for correctly reproducing the experimental83 𝜀𝑠 of neat molten acetamide were employed to 

represent the acetamide molecules.  The force-field parameters for Br-, NO3
-, and ClO4

- were 

used as those available in the relevant literature84. Non-bonding parameters of Li+ were taken 

from another work. 85 The cationic charge was scaled as 0.8e in order to be consistent with the 

anionic charges. Atomic representations of acetamide, cation and anions are shown in Fig. S1 

(supplementary material). 
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Initial cubic simulation boxes were constructed using the Packmol.86 Leapfrog algorithm87 

along with a time-step of 2 fs was used for integrating the equation of motion. All bonds were 

kept constrained using the LINCS algorithm.88 Non-bonded interactions were truncated at a 

cut-off distance of 1.1 nm. Temperature and pressure were coupled respectively to Nose-

Hoover thermostat89,90 and Parrinello-Rahman barostat 91,92  with coupling constants of 0.2 and 

0.5 ps.  

After energy minimization, each system was equilibrated in the NVT (10 ns) ensemble, 

followed by NPT equilibration for a period of another 10 ns. The equilibrated structure of the 

system thus obtained was further equilibrated in the NPT ensemble for another 60 ns. 

Subsequently, two production runs (NVT#1 and NVT#2) were performed. Among the three 

ionic deep eutectic systems, LiBr-DES is the most viscous one.12 Therefore, comparatively 

longer simulation runs were performed for this DES. For the first NVT run (NVT#1), 

trajectories were saved in every 0.2 ps. This trajectory was used to calculate the rotational part 

of the dielectric relaxation spectra. For LiClO4-DES, and LiNO3-DES, these run spans were of 

80 ns duration, while it was 130 ns for LiBr-DES.  For each of these systems, 20 ns trajectories 

were saved at 0.02 ps time step (NVT#2) in order to better capture the short time dynamics.  

Subsequently, the validity of the force field parameters was checked by comparing the 

simulated densities against those from experiments.7,93 This comparison is shown in Fig. S2 

(supplementary material), while the numerical values are summarized in Table S2 

(supplementary material). Clearly, the deviation is <1% for LiClO4-DES and LiNO3-DES. For 

LiBr-DES, however, the agreement is poorer than this.  

III. FREQUENCY-DEPENDENT DIELCTRIC FUNCTION: Connection 

to Experiments and Comparison 

 

(a)  Necessary Equations: A Brief Discussion 

 

Dielectric relaxation spectroscopy is an important tool to investigate collective polarization 

fluctuation dynamics of a wide variety of complex systems.45,46,94–97 Moreover, data from 

broadband DR measurements can explain  the non-Markovian character of solvation response 

in complex systems that contain intermolecular H-bonding and ions.98 The intimate 

relationship between DR and solvation response then identifies the molecular motions  that 

dictates the progress of a chemical reaction and unravels the associated nature of the underlying 

microscopic friction. 99,100         
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DR experiments, however, monitor the long wavelength (𝑘𝜎 → 0, 𝑘 and 𝜎 being the 

wavenumber and particle diameter respectively) polarization fluctuations and therefore 

microscopic lengthscale information on dynamics involving a few to several molecules is 

missing.  Often a wide frequency range, covering several orders of magnitude, is required to 

measure the full dynamics and the measured response is then assigned rather qualitatively to 

collective solvent rotation and translation coupled rotation.40,101  This is because DR 

experiments cannot separately measure the rotational and the translational solvent 

contributions and a measured relaxation time constant cannot be attributed cleanly to a 

particular type of molecular dynamics. This is where appropriate theoretical formalism and 

computations can contribute to separate the relative contributions from the total response.  

Fortunately, such a formalism for ionic systems is already available41,57,58,65,102 and we discuss 

here the main equations. 

 

           The generalized expression for the frequency-dependent dielectric function can be 

written in terms of the Fourier–Laplace transform of the equilibrium total dipole moment of 

the system, 𝑴𝑡𝑜𝑡, as follows41  

 

Σ(𝜔) =
1

3𝜖0𝑉𝑘𝐵𝑇
ℒ [−

𝑑

𝑑𝑡
𝜙𝑡𝑜𝑡(𝑡)] ,                          (1) 

 

where 𝜙𝑡𝑜𝑡(𝑡) = 〈𝑴𝑡𝑜𝑡(0) ∙ 𝑴𝑡𝑜𝑡(𝑡)〉. Note the time dependent collective dipole moment, 

𝑴𝑡𝑜𝑡(𝑡), can be approximated as a sum of two independently fluctuating contributions, 

namely, the rotational (𝑴𝐷) and the translational (𝑴𝐽) components: 𝑴𝑡𝑜𝑡(𝑡) = 𝑴𝐷(𝑡) +

𝑴𝐽(𝑡). 

 

The total collective dipole moment correlation function then takes the following form 

 

 〈𝑴𝑡𝑜𝑡(0). 𝑴𝑡𝑜𝑡(𝑡)〉 = 𝜙𝐷𝐷(𝑡) + 𝜙𝐽𝐽(𝑡) + 𝜙𝐷𝐽(𝑡),      (2) 

 

where 𝜙𝐷𝐷(𝑡) = ⟨𝑴𝐷(0). 𝑴𝐷(𝑡)⟩, 𝜙𝐽𝐽(𝑡) = ⟨𝑴𝐽(0). 𝑴𝐽(𝑡)⟩ and 𝜙𝐷𝐽(𝑡) =

⟨𝑴𝐷(0). 𝑴𝐽(𝑡)⟩ +  ⟨𝑴𝐽(0). 𝑴𝐷(𝑡)⟩  represent respectively the rotational, the translational and 

the ro-translational contributions. Laplace-Fourier transform of these separated out correlation 
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functions then provides the individual contributions to total frequency dependent dielectric 

function. They are defined as follows: 

(i) rotational part, ℒ [−
𝑑

𝑑𝑡
𝜙𝐷𝐷(𝑡)]  = 〈𝑴𝐷

2 〉 + 𝑖𝜔ℒ𝐷𝐷(𝜔),                                    (6)    

                                                                       

(ii) translational part, ℒ [−
𝑑

𝑑𝑡
𝜙𝐽𝐽(𝑡)] =

𝑖

𝜔
ℒ𝐽𝐽(𝜔),                                                   (7) 

 

(iii) ro-translational part, ℒ [−
𝑑

𝑑𝑡
𝜙𝐷𝐽(𝑡)] = −2ℒ𝐷𝐽(𝜔).                                          (8) 

 

In the above equations, ℒ𝐷𝐷(𝜔) = ℒ[〈𝑴𝐷(0). 𝑴𝐷(𝑡)〉], ℒ𝐽𝐽(𝜔) = ℒ[〈𝑱(0). 𝑱(𝑡)〉] and 

ℒ𝐷𝐽(𝜔) = ℒ[〈𝑴𝑫(0). 𝑱(𝑡)〉] where 𝑱(𝑡) =
𝑑𝑴𝐽(𝑡)

𝑑𝑡
. 

 

The well-known 1 𝜔⁄  divergence problem for conducting solutions at the low-frequency 

regime can be tackled in the present theoretical formalism by subtracting the zero-frequency 

contribution, ℒ𝐽𝐽(𝜔 = 0), from the frequency dependent translational component, ℒ𝐽𝐽(𝜔).41 

This can be done by Laplace-Fourier transforming the equation required to fit the simulated 

〈𝑱(0). 𝑱(𝑡)〉. Therefore, the calculated translational contribution is modified as (ℒ𝐽𝐽(𝜔) −

ℒ𝐽𝐽(0)). 

 

The individual contributions can then be obtained from the following relations, 

(i) rotational spectra, 𝜀𝐷𝐷(𝜔) =
1

3𝜖0𝑉𝑘𝐵𝑇
(⟨𝑴𝐷

2 ⟩ + 𝑖𝜔ℒ𝐷𝐷(𝜔)),                            (9) 

(ii) translational spectra, 𝜀𝐽𝐽(𝜔) =
1

3𝜖0𝑉𝑘𝐵𝑇

𝑖

𝜔
(ℒ𝐽𝐽(𝜔) − ℒ𝐽𝐽(0)),                         (10) 

(iii) ro-translational spectra, 𝜀𝐷𝐽(𝜔) =
1

3𝜖0𝑉𝑘𝐵𝑇
ℒ𝐷𝐽(𝜔).                                         (11) 

 

The conductivity-corrected generalized frequency dependent dielectric function, 𝛴0(𝜔), is then 

expressed as follows41 

 

𝛴0(𝜔) = (𝜀𝐷𝐷(𝜔) + 𝜀𝐽𝐽(𝜔) − 2𝜀𝐷𝐽(𝜔)) .                                                                         (12) 
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Subsequently, the static dielectric constant is calculated as follows: 𝜀𝑠 = lim
𝜔→0

(𝜀𝐷𝐷(𝜔) +

𝜀𝐽𝐽(𝜔) − 2𝜀𝐷𝐽(𝜔)) + 1, while the dielectric constant at 𝜔 → ∞ is approximated as unity 

(𝜀∞ = 1). 

 

The detailed descriptions of the expressions for 𝜀𝐷𝐷(𝜔), 𝜀𝐽𝐽(𝜔) and 𝜀𝐷𝐽(𝜔) are provided in the 

Appendix A2 (supplementary material). 

 

(b) Simulation Results: Decomposition of the DR Spectra 

 

Fig. 1 presents the simulated normalised decays of the pure rotational component of the 

collective total dipole moment autocorrelation function, 𝜙𝐷𝐷
𝑁 (𝑡) =

⟨𝑴𝐷(0). 𝑴𝐷(𝑡)⟩ ⟨𝑴𝐷(0). 𝑴𝐷(0)⟩⁄ , along with their multi-exponential fits for these three ionic 

DESs. Notice that data at four different temperatures are shown in this figure, while the 

corresponding fit parameters are summarised in Table S3 (supplementary material). 

Temperature-induced faster dynamics reflected in Fig. 1 arises from the temperature 

dependence of the medium viscosity. 𝜙𝐷𝐷
𝑁 (𝑡) tracks the collective dipole reorientation 

dynamics and therefore these decays represent the rotational relaxation of the acetamide 

molecules in these three DESs.  
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FIG. 1. Temperature-dependent decays of the normalised collective dipole moment 

autocorrelation function, 𝜙𝐷𝐷
𝑁 (𝑡),  simulated for the three ionic DESs considered in the present 

study. Open symbols represent the simulated data while the lines going through them denote 

the corresponding multi-exponential fits.               

Fig. 2 displays the decay of the simulated current autocorrelation function, ⟨𝑱(0). 𝑱(𝑡)⟩ arising 

from ion translation, and relates to ⟨𝑴𝐽(0). 𝑴𝐽(𝑡)⟩ as follows.  Because Laplace transform of 

the time derivative of ⟨𝑴𝐽(0). 𝑴𝐽(𝑡)⟩ enters into 𝛴0(𝜔), we directly calculate 𝑱(𝑡) =

 
𝑑

𝑑𝑡
[𝑴𝐽(𝑡)] = 𝑞.

𝑑

𝑑𝑡
[𝒓(𝑡)].  Numerical fits through the data have also been presented in this 

figure, while fit functions and the associated fit parameters are provided in Table S4 

(supplementary material). The oscillatory behaviour with a dip at ~50 fs and a peak at ~100 fs 

arises from the decay behaviour of the underlying centre-of-mass velocity autocorrelation 
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function (VACF).103 A very weak temperature dependence for these decays is registered. This 

is because the effects of temperature on VACF decay enter indirectly through the curvature of 

the potential energy surface generated by the nearest neighbour particles. For harmonic 

potential, force constant defines the curvature which does not depend on temperature explicitly.   

 

 

FIG. 2. Temperature-dependent decays of the current-current autocorrelation function for ions 

(cations and anions) in these three DESs. Closed symbols represent simulation data and solid 

lines going through them denote the corresponding fits. Note that an offset of 50 unit was used 

for a clear presentation of the temperature dependent curves. 

 

We next present in Fig. 3 the simulated dipole moment-current cross correlation functions for 

ions in these three DESs. These correlation functions are fitted numerically and the fit 
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parameters are shown in Table S5 (supplementary material). This cross term is important 

because it embodies ‘translation-rotation coupling’ and   contributes to both the frequency 

dependent permittivity and the conductivity. Note the nonmonotonic behaviour of this cross-

correlation function with a peak at ~100 fs. This behaviour can be understood as follows. 

At 𝑡 = 0, 
𝑑𝑟

𝑑𝑡
= 𝑣 = 0, and remembering that 𝑱(𝑡) = ∑ 𝑞𝑖𝐯𝑖(𝑡)𝑖(𝑖𝑜𝑛) ,   the numerical value of 

the cross-correlation function becomes zero. With time, the position vector of the particle 

(𝒓(𝑡)) changes as well as its direction because of its interaction with the neighbouring particles. 

After a certain time, the direction vector assumes an orientation that might be parallel or near 

parallel to the projection of the collective dipole moment vector, 𝑴D(𝑡 = 0). This leads to the 

peak value of the cross-correlation function, 〈𝑴𝐷(𝑡 = 0) ∙ 𝑱(𝑡)〉. Subsequently, further 

interaction with the neighbours randomizes their relative orientation, leading to the decay of 

the correlation function. The temperature effect is negligible, although the cross-correlation 

contribution shows anion identity dependence and is the minimum for the LiBr containing DES 

which is the most viscous among the three systems considered. This highlights the important 

role played by the medium viscosity to facilitate translation-rotation decoupling.104   
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FIG. 3. Temperature-dependent dipole moment-current cross-correlation function for the three 

ionic acetamide DESs studied in this work. Closed symbols represent simulation data and solid 

lines going through them denote corresponding fits.  Note that an offset of 0.2 unit was used 

for a clear presentation of the temperature dependent curves.        

Laplace-Fourier transform of these three correlation functions generate rotational (𝜀𝐷𝐷), 

translational (𝜀𝐽𝐽), and ro-translational (𝜀𝐷𝐽) contributions of the total dielectric spectra (Σ0(𝜔)) 

described by Eq. 12.  
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FIG. 4. Temperature-dependent real part of the dielectric spectra of the LiClO4-DES (left), 

LiNO3-DES (middle), and LiBr-DES (right): rotational spectra (upper), translational spectra 

(middle), ro-translational spectra (lower). Translational and ro-translational components are 

quite small compared to the rotational component. 

 

Real and imaginary components of the rotational (𝜀𝐷𝐷), translational (𝜀𝐽𝐽), and ro-translational 

(𝜀𝐷𝐽) contributions are presented in Fig. 4 and Fig. 5, respectively. Numerical values of the 

real components of  𝜀𝐷𝐷, 𝜀𝐽𝐽, and 𝜀𝐷𝐽 in the limit of zero frequency (𝜔 → 0) are summarized 

in the last columns of Tables S3-S5 of supplementary material.  
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FIG. 5. Temperature-dependent imaginary part of the dielectric spectra of the LiClO4-DES 

(left), LiNO3-DES (middle), and LiBr-DES (right): rotational spectra (upper), translational 

spectra (middle), ro-translational spectra (lower). Notice the rotational relaxation occurs at the 

lower frequency wing while the translational and the ro-translational processes occur at the 

higher frequencies. 

It is quite evident that 𝜀𝐷𝐷 dominates the zero frequency values in all these ionic DESs, and the 

ro-translation contribution (cross term), found to be small magnitude and negative, reduces the 

overall value. In addition, these pieces reflect anion identity dependence. Subsequently, the 

real and the imaginary components of the frequency-dependent generalized dielectric function 

(Σ0(𝜔)), simulated at four different temperatures for these ionic DESs, are presented below in 

Fig. 6. As observed in experiments,11,12 multi-Debye relaxation functions were found to 

adequately describe the simulated dielectric spectra. Moreover, temperature and anion identity 

dependencies are evident in simulations and parallel to those reported already in experimental 

studies.11,12  
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FIG. 6. Temperature-dependent real (left panel) and imaginary (right panel) components of the 

generalized frequency dependent dielectric function,  Σ0(𝜔), obtained from simulations via Eq. 

12 of the text. Note that the peak of the imaginary component (lower panel) shifts to higher 

frequency (LiBr system being somewhat irregular) with temperature, whereas the zero-

frequency value of the real component (left panel) modulates with anion identity. Effects of 

both temperature and electrolyte are quite evident in these figures. 

 

The temperature dependent real and imaginary components of the simulated DR Spectra shown 

in Fig. 6 required four Debye (4D) relaxation functions for simultaneous fits to describe  
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the DR processes in LiNO3- and LiBr-DESs, whereas the LiClO4-DES required three Debye 

(3D) relaxation functions.  Numerical values of the temperature dependent relaxation time 

constants and amplitudes are summarized in Table S3 (supplementary material). As we have 

already noticed the overwhelming dominance of the 𝜀𝐷𝐷(𝜔) over the other two contributions 

(𝜀𝐽𝐽(𝜔), and 𝜀𝐷𝐽(𝜔)) in determining Σ0(𝜔), we consider the relaxation time constants from 

fits as arising from the medium dipolar response to the frequency dependent electric field. The 

temperature dependence of these multiple relaxation times is shown in Fig. 7.  As expected, 

the temperature dependence is more pronounced for the relatively slower time constants (𝜏1 

and 𝜏2)  and for systems with larger viscosities.105 
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FIG. 7. Temperature-dependent DR time constants for the three DESs studied. The broken 

lines through the symbols are only guide to eyes. Viscosity (𝜂) trend of these DESs are as 

follows: 𝜂𝐿𝑖𝐵𝑟−𝐷𝐸𝑆 > 𝜂𝐿𝑖𝑁𝑂3−𝐷𝐸𝑆 > 𝜂𝐿𝑖𝐶𝑙𝑂4−𝐷𝐸𝑆. 

Notice in Fig. 7 the anion-dependence of the simulated DR time constants, particularly that of 

the relatively slower ones, 𝜏1 and 𝜏2. The slowest of the predicted DR time constants  in these 

DESs follows the order, 𝜏𝐿𝑖𝐶𝑙𝑂4
< 𝜏𝐿𝑖𝑁𝑂3

< 𝜏𝐿𝑖𝐵𝑟, and dictates the average DR time constant 

(〈𝜏𝐷𝑅〉 = ∑ 𝑎𝑖𝜏𝑖𝑖 , with  ∑ 𝑎𝑖𝑖 =1) to follow the same trend. The origin and the dependencies 

(temperature and anion) of the experimentally measured DR time constants  have already  been 

discussed in terms of  the structural hydrogen bond relaxation (𝐶𝐻𝐵(𝑡)) and rank dependent  

single-particle reorientation dynamics (𝐶ℓ(𝑡)).12 In Table S6 (supplementary material) we have 

compared the simulated  DR timescales with those from the structural hydrogen bond 

relaxation (𝐶𝐻𝐵(𝑡)) and the first rank (ℓ =1) single-particle reorientation dynamics (𝐶1(𝑡)).12 

This comparison re-establishes  the already known  interconnection  among the DR dynamics, 

the structural H-bond fluctuations and the single particle reorientational relaxation.28 

 

FIG. 8. Arrhenius type plot (ln (〈𝜏𝐷𝑅〉) 𝑣𝑠 1
𝑇⁄ ) for three ionic DESs. Estimated activation 

energies are compared with those obtained from other dynamical processes. The values of  
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𝐸𝑠𝑖𝑚
𝜂

 are taken from Ref. 105, and 𝐸𝑒𝑥𝑝
𝜂

 and 𝐸𝑒𝑥𝑝
𝐷𝑅  are from Ref. 12. Note that all values are 

rounded off to the nearest digit and in kJ/mol unit.       

       

The effects of temperature on the simulated average DR times, 〈𝜏𝐷𝑅〉, is depicted in Fig. 8. A 

comparison among activation energies associated with DR times and viscosities obtained from 

simulations and experiments are also shown in the inset. Clearly, the anion dependent DR 

activation energies from simulations, 𝐸𝑠𝑖𝑚
𝐷𝑅 , follow the trend of viscosity activation energies 

from simulations and experiments, 𝐸𝑠𝑖𝑚
𝜂

 and 𝐸𝑒𝑥𝑝
𝜂

, respectively. Interestingly, 𝐸𝑠𝑖𝑚
𝐷𝑅  does not 

follow the trend found in the experimental DR activation energies, 𝐸𝑒𝑥𝑝
𝐷𝑅 , although the simulated 

and experimental DR activation energies agree well for the lowest viscosity system, that is, 

perchlorate DES. The reason probably lies in the model interaction potential82 employed that 

primarily focussed on optimizing the interaction parameters to reproduce the experimental 

static dielectric constant of the neat molten acetamide. This interaction potential has been found 

to overestimate the experimental DR times by a factor of ~2.39 The simulated slower than 

experimental relaxation times fails to correctly describe the viscosity coupling of the diffusive 

dynamics, and as a result, the simulated DR activation energies show an anion dependence 

reverse of that found in measurements. An additional support to this view comes from a 

previous simulation study105 which reported a much weaker decoupling between the centre-of-

mass diffusion and viscosity than reported in experiments.  

              

(c)  Comparison with Experiments 

We now compare our simulation results with those from DR measurements12 performed 

employing the frequency window, 0.2 ≤ 𝜈/𝐺𝐻𝑧 ≤ 50. Note that such a narrow frequency 

window can reliably measure DR dynamics with timescales ranging from a couple of 

picoseconds to a nanosecond only and therefore, faster and slower relaxations than these 

timescales will remain largely undetected. The present simulations do not suffer from such 

limitations. However, computer simulations are often sensitive to the accuracy of the model 

force field employed to mimic the interactions that govern the structure and dynamics of real 

systems and thus inherently limited to quantitatively reproduce experimental results.   Here we 

have used a pair-wise additive classical force field which did not consider explicit description 

of polarizability.82 The explicit description of polarizability and its systematic inclusion in 
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describing condensed phase systems, such as the present DESs where extensive inter-species 

H-bonding assumes a significant role, may become critically important. This is already 

reflected in the comparison between the simulated and the experimental DR activation energies 

presented in Fig. 8. This caveat notwithstanding, we persisted with this model interaction 

potential because the present study focuses on qualitatively correctly predicting electrolyte 

effects on the static dielectric constant of acetamide hosting these ionic DESs. 

Fig. 9 compares the simulated and experimental static dielectric constants of these three DESs 

at two different temperatures. Clearly, the simulated dielectric constants agree well with those 

from the more recent MHz-GHz measurements12 and sharply contrast the colossal increase 

found earlier in KHz-MHz experiments.36–38  Also note in this figure that the agreement is 

better for systems with lower viscosities and follows the viscosity trend of these DESs. 

Numerical values of the DR parameters tabulated in Tables S7-S9 (supplementary material) 

makes this comparison more quantitative.  

 

FIG. 9. Comparison of static dielectric constant values obtained from simulation and 

experiment for three ionic DESs at two temperatures.  

Fig. 10 shows a comparison between the simulated and the experimental DR spectra for these 

three DESs at two different temperatures, 329 K and 336 K.  Simulated and experimental 
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spectra (both the real and imaginary components) are presented after appropriate normalisation 

as follows: (𝑅𝑒[Σ0(𝜔)] − 𝜀∞)/(𝜀𝑠 − 𝜀∞) and 𝐼𝑚[Σ0(𝜔)]/(𝜀𝑠 − 𝜀∞). Reflecting the limitation 

of the model force field parameter, simulations predict relaxations slower than those recorded 

in experiments. The multi-Debye or non-Debye nature of the experimental dielectric relaxation 

is, however, correctly predicted in the present simulations. 

 

FIG. 10. Comparison between simulated and experimental dielectric spectra LiClO4-DES 

(upper), LiNO3-DES (middle), and LiBr-DES (lower). Real and imaginary components are 

indicated by red and blue, respectively. Results from simulations and experiments are denoted 
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by solid, and dashed lines, respectively. Experimental spectra are reproduced by using the fit 

parameters listed in Table 1 of Ref. 12.  

 

The non-Debye (or multi-Debye) nature of DR can be confirmed via the Cole-Cole plot which, 

for a liquid with single Debye relaxation, describes a perfect semi-circle when the imaginary 

component is shown as a function of the real component of the frequency dependent DR 

spectrum.  Fig. 11 presents the Cole-Cole plots by using the real and imaginary components of 

the simulated DR spectra for these three DESs at two different temperatures.  The non-Debye 

feature of the simulated spectra is clearly visible and more prominent for the bromide system. 

Notice in this figure that the non-Debye feature is not as prominent in the measured spectra as 

found in the simulations, and this may be partly due to the model force field parameters and 

partly due to the narrow frequency window employed in the relevant experiments. The non-

Debye features however, subtle or prominent, justifies the requirement of multi-Debye fit 

functions for describing both the simulated and experimental DR spectra of these ionic DESs. 
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FIG. 11. Cole-Cole plots showing the non-Debye features in the DR spectra of the three DESs 

studied here. Simulated and measured spectra are represented respectively by the solid and the 

dashed lines.  
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IV. Dielectric Constant (𝜺𝒔) Decrement: Probable Reasons 

Experiments carried out in recent times employing MHz-GHz frequency window have 

repeatedly shown substantial decrease in the value of the static dielectric constant (𝜀𝑠) of neat 

molten acetamide in DESs made of acetamide and uni-univalent electrolytes.12 This 

electrolyte-induced decrease of 𝜀𝑠 or dielectric decrement is in sharp contrast to earlier reports 

based on KHz-MHz measurements33,34,36–38 and thus warrants a closer scrutiny. Temperature-

dependent simulated 𝜀𝑠 values for the three ionic acetamide DESs are shown via a bar chart in 

Fig. 12 along with that for the neat molten acetamide. Clearly,  𝜀𝑠 values for the ionic acetamide 

DESs investigated are considerably lower than that of the neat molten acetamide, and shows 

dependence on both temperature and anion-identity. The phenomenon of the ion-induced 

dielectric decrement is, however, not new and has already been observed for conventional ionic 

solutions in both experiments48–50,106,107 and simulations.55,56,59–61,102,108–110 Traditionally, this 

has been explained considering two different scenarios. In the dynamic picture, solvent 

molecules in the first solvation shell are assumed to electrostatically bind with ions in solutions 

so comprehensively that those solvent molecules lose their orientational freedom and remain 

non-responsive to the frequency dependent electric field administered during DR 

measurements. This makes these bound solvent molecules to appear as rotationally frozen and 

cannot contribute to the frequency dependent dielectric function. The resultant decrease in 𝜀𝑠 

is then termed as the kinetic dielectric decrement.55,56   
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FIG. 12 Temperature-dependent static dielectric constant for three DESs. 𝜀𝑠 for liquid 

acetamide at 358 K is also shown for comparison. Each plot is color-coded.  

 

The other origin, being static in nature, associates with the frustrations in the static orientational 

correlations among the solvent dipoles. This is important for network solvents such as water 

where the three-dimensional H-bond network forces the molecular dipoles to orient favourably, 

producing a high value for the Kirkwood g factor (𝑔𝐾 ≈ 3.7) in the liquid phase.111 The 

Kirkwood factor (𝐺𝑘) estimates the dipolar correlations and is defined as,112  

𝐺𝑘 =
〈|𝑴(0)|2〉−〈|𝑴(0)|〉2

𝑁𝜇2
   ,            (13) 

where the numerator denotes the variance of the total dipole moment of the system, 𝑁 the 

number of dipoles present in a given system, and 𝜇 the average value of the dipole moment.  

 

Fig. 13 presents the simulated 𝐺𝑘 values for the three DESs and for the neat molten acetamide. 

The results are shown as a function of time in order to highlight the respective time evolutions 

and the fluctuations over time. A significant decrease in the value of 𝐺𝑘 for each of these DESs 
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over that for the neat molten acetamide is clearly visible. This in turn reflects loss of 

orientational order among the molecular dipoles (acetamide molecules) in these DESs relative 

to that in neat molten acetamide. In addition, the extent of decrease depends on the identity of 

the anion. More specifically, the disruption of   the static dipolar correlations is the most severe 

for the perchlorate ion among the three anions of the lithium salts considered. Note the 

simulated  𝜀𝑠 values shown in Fig. 12 also follows the same trend and the connection arises 

because both   𝐺𝑘 and 𝜀𝑠 depend upon the extent of dipolar correlations present in a given 

system. 

 

FIG. 13. Time evolution of the Kirkwood correlation factor (𝐺𝑘) during simulations for pure 

acetamide and the three ionic acetamide DESs at 358 K. Time averaged values for 𝐺𝑘 are 

shown in parentheses.  

 

     As already mentioned, intermolecular H-bond network critically influences the relative 

arrangements of molecular dipoles in space (dipolar correlations) and thus loss of dipolar 

correlations must accompany frustrations in the intermolecular H-bond network.  We have 

therefore examined the H-bond network of acetamide in these DESs by calculating the average 

number of H-bonds per acetamide molecules in these DESs and in the neat molten acetamide. 
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The calculation procedure is available in the literature29,113 and briefly discussed in the 

supplementary material (Appendix A3). Fig. 14 shows the temperature dependent average 

number of H-bonds per acetamide molecule, 〈𝑛𝐻𝐵〉, in these three DESs. The same for the neat 

molten acetamide at 358 K is also shown for a qualitative comparison. Clearly, 〈𝑛𝐻𝐵〉 is 

substantially lower in these ionic DESs than that in the neat molten acetamide and exhibits an 

appreciable anion identity dependence. The mild temperature dependence of  〈𝑛𝐻𝐵〉 reflected 

here can be explained in terms of the relatively weaker temperature-induced randomization of 

the dipolar correlations. The same trend followed by the anion dependent 𝜀𝑠, 𝐺𝑘 and 〈𝑛𝐻𝐵〉 only 

highlights the fact that the dielectric decrement in the DESs is caused largely, if not solely, by 

the anion-induced damage of the intermolecular H-bond network among the host acetamide 

molecules, followed by the subsequent frustrations in the static dipolar correlations. 

 

FIG. 14.  Average number of hydrogen bonds per acetamide molecule, 〈𝑛𝐻𝐵〉,   are shown for 

neat molten acetamide, and three ionic DESs studied. For ionic DESs, temperature-dependence 

of  〈𝑛𝐻𝐵〉 are shown. The solid lines going through the symbols act as guides to bare eye. 

 

Next, we examine the presence of extremely slow ‘irrotationally bound’ acetamide molecules 

in order to understand the dynamic contribution   to the observed ion-induced dielectric 
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decrement.  For this, we have simulated the time averaged reorientation times (𝜏𝝁) for every 

single molecular dipole (acetamide molecule) present in the system by monitoring the 

following normalised time correlation function, 𝜙𝝁(𝑡) =
〈𝝁(0).𝝁(𝑡)〉

〈𝝁(0).𝝁(0)〉
, with 𝜏𝝁 = ∫ 𝜙𝝁(𝑡)𝑑𝑡 . We 

therefore obtained ~800 decay functions for each DES and those many individual   𝜏𝝁 values.                                                                                                          

 

The distributions of these individual relaxation times, 𝑃(𝜏𝜇), for these three ionic DESs are 

presented in Fig. 15.  Interestingly, although LiBr-DES shows the most sluggish reorientation 

dynamics, the slowest time is limited to a few ns. This confirms the absence of ‘irrotationally 

bound’ extremely slow acetamide molecules in these model DES systems, lowering the 

possibility for the dynamics to contribute to the observed dielectric decrement.  

 

FIG. 15. Normalised probability distributions, 𝑃(𝜏𝜇),  of single-dipole orientation times in the 

three ionic DESs at 329 K (upper panel), and 358 K (lower panel).
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VI. CONCLUSION 

To summarize, a thorough temperature dependent simulation study of dielectric relaxation in 

(acetamide + lithium perchlorate/ nitrate/ bromide) deep eutectics has been carried out to 

understand the effects of electrolyte on the dielectric behaviour of these systems. This has been 

done by separating out the dipole rotational, ion translational and the coupled dipole-ion ro-

translational contributions that constitute the total frequency dependent dielectric function. The 

dipolar (rotational) contribution has been found to overwhelmingly dominate the DR spectra 

at all the temperatures considered, while the other two contributions are quite small. A 

comparison with the available experimental data indicates that the impact of the electrolyte on 

the static dielectric constant has been predicted successfully by the present simulations, 

although the simulated relaxations times have been overestimated by approximately a factor of 

2. This is mainly due to the inherent nature of the force field employed to represent acetamide 

in this work. A novel finding of this study is the prediction of ion-induced decrement of the 

static dielectric constant of these DESs and its (the decrement) dependence on the identity of 

the anion. Further investigation suggest that this decrement is arising from the partial 

randomization of the dipolar correlations that accompanies substantial frustrations in the 

acetamide H-bonding network. Our analyses indicate that the decrement is largely static in 

nature because the simulated distributions of the individual dipole rotation times do not predict 

rotation times beyond a few nanoseconds. This is a new insight to the DR behaviour of these 

ionic DESs and these findings explain the recent MHz-GHz DR measurements in microscopic 

terms. Importantly, this simulation study provides a resolution to a long-standing debate on the 

actual impact of electrolytes on the static dielectric constant of acetamide in these ionic DESs.  

We would like to mention that the present study could not successfully predict the experimental 

trend of the anion dependent DR activation energy. More precisely, these simulations have 

failed to predict correctly the extent of viscosity decoupling found for average DR time 

constants in the bromide DES. As we have already mentioned, this failure is because of the 

inherent limitations of the model force field parameters. Our initial study employing different 

force field (OPLS-AA) parameters114 for acetamide predicted weak anion dependence of both 

the static dielectric constant and relaxation times (results not shown). The development of a 

new force field describing correctly both the experimental dielectric constant and the relaxation 

times for molten acetamide might be an important problem for future study. 
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SUPPLEMENTARY MATERIAL 

The supplementary material contains Number of constituent particles in the three DESs, 

functional form of the OPLS potential model, atomic representations of DES molecules, 

comparison between temperature-dependent simulated and measured densities of DESs, brief 

description of calculating dielectric spectra from simulation trajectory, fit parameters for 

rotational, translational and ro-translational correlation functions at different temperatures, 

temperature-dependent multi-exponential fit parameters for the simulated 𝐶𝐻𝐵(𝑡), 𝐶1(𝑡), and 

DR timescales, Comparison between static dielectric constant and dielectric relaxation times 

obtained from simulation and experiments for three the DESs, analysis protocol to calculate 

number of hydrogen bonds.  
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