Intramolecular and Intermolecular Hole Delocalization Rules the Reducer
Character of Isolated Nucleobases and Homogeneous Single-Stranded DNAf}
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The use of DNA strands as nanowires or electrochemical biosensors requires a deep understanding of charge transfer processes along the
strand, as well as of the redox properties. These properties are computationally assessed in detail throughout this study. By applying
molecular dynamics and hybrid QM/continuum and QM/QM/continuum schemes, the vertical ionization energies, adiabatic ionization
energies, vertical attachment energies, one-electron oxidation potentials, and delocalization of the hole generated upon oxidation have
been determined for nucleobases in their free form and as part of a pure single-stranded DNA. We show that the reducer ability of the
isolated nucleobases is explained by the intramolecular delocalization of the positively charged hole, while the enhancement of the reducer
character when going from aqueous solution to the strand correlates very well with the intermolecular hole delocalization. Our simulations
suggest that the redox properties of DNA strands can be tuned by playing with the balance between intramolecular and intermolecular

charge delocalization.

1 Introduction

DNA is the biomolecule in charge of storing the genetic code that
expresses the characteristics of every living organism. For this
reason, intense research has been carried out around its struc-
ture and functions. Moreover, DNA strands can also be em-
ployed for many technological purposes, including their use as
nanowires, 3 DNA-templated synthesis for new materials, DNA
computation, > and molecular detectionZ13] among others. Re-
garding the latter, DNA-based biosensors are becoming nowadays
promising devices in sensor research, where the detection process
is usually carried out by optical or electrochemical techniques. In
the case of electrochemical DNA-based sensing, the devices are
typically composed by an ensemble of single-stranded DNA (ss-
DNA) or double-stranded DNA (ds-DNA) anchored to a metallic
surface, whose most exploited application relies on the detection
of specific sequences of DNA due to its capability of hybridiza-
tion. 21415 However, other applications have been explored using
DNA directly as a biosensing tool to detect, for example, heavy
metals or organic molecules. 810116117

When using DNA as a nanowire or as an electrochemical
biosensor, charge transfer processes, in which an electron or a
hole is transported along the strand, becomes extremely rele-
vant. In this context, understanding the redox properties and
the charge distribution along the strand are of paramount impor-
tance for designing new devices with an effective transmission
of the electric current. Nucleobases are the main moiety respon-
sible for the charge transfer process in aqueous phase since the
charge is held by the nucleobases of the strand.1812 [n addition,
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neutral nucleobases are more prone to be oxidized than to be re-
duced and, as a result, the charge transfer will be usually carried
out by a hole rather than by an electron. Consequently, deter-
mining the one-electron oxidation potentials of nucleobases is of
great importance, but also a very challenging task.2? This prop-
erty can be understood as the reduction potential of the redox
half-equation but in the direction of the oxidation. Many exper-
iments and computational works have been performed in order
to obtain accurate values of this property in nucleobases.’22%32 A]-
though the predicted oxidation potentials lie in large ranges, the
relative order of the reducer character is well-known: G > A>T
~ C > U. Thus, guanine is the nucleobase more susceptible to be
oxidized and, thus, the one that best hosts the positive charge of
the hole.

The generation of a positively charged hole and its subsequent
transfer process along a DNA strand is intimately related with the
vertical ionization energy (VIE) of the nucleobases. This property
is defined as the energy needed to remove an electron from the
neutral species, without considering the relaxation of the geom-
etry after the electron detachment. The vertical ionization can
be seen as the first stage of the hole transfer process. VIEs for
nucleobases have been computed in different media.=3"3¢ It has
been observed that the VIE of the isolated nucleobases decreases
when going from the gas-phase to the aqueous phase=Z while
the opposite is true in DNA strands, =8 becoming a controversial
issue. After ionization, the system will relax its geometry by go-
ing to the minimum of the potential energy surface (PES) of the
cationic form. The adiabatic ionization energy (AIE) accounts for
this relaxation within the cationic PES. In other words, the AIE
is the energy difference between the cationic PES minimum and
the neutral PES minimum. This property is closely related to the
one-electron oxidation potential, as will be explained in Section
2.

After ionization, the charge could be located within just one
nucleotide (nucleobase, essentially) or delocalized over several of
them. It has been computationally shown that charge delocaliza-
tion is suppressed due to the polar environment of the solvent=2,



In addition, charge delocalization depends on the nature of the
nucleobases and DNA sequence. Thus, theoretical calculations
predicted that the charge is localized in just one nucleobase for
guanine and cytosine stacks, while it is delocalized over all the
nucleobases for adenine and thymine stacks. Moreover, the delo-
calization pattern is dependent on the number of strands in the
helix4?, Therefore, it is clear that charge delocalization after ion-
ization is a complex process that depends on many environmental
factors. However, this process needs to be understood in order to
get insight not only into the redox properties and reactivity of nu-
cleobases and DNA, but also into the charge transport along DNA
strands®l. This process depends on the distance between nucle-
obases, driving force, electronic coupling (proper m-stacking be-
tween nucleobases) and reorganization energy, as stated by the
Marcus theory, 4246

Two different mechanisms have been proposed to explain
charge transport phenomena along DNA strands: tunnelling and
hopping.4Z42 The first one is an elementary process where the
charge travels along several nucleobases simultaneously.#8 This
mechanism is strongly dependent on the distance between nucle-
obases since strong n-stacking interactions are required. On the
other hand, the hopping mechanism is a long-range process, in
which the charge migrates from one nucleobase to another prop-
agating the hole along the DNA strand. It shows a smoother de-
pendence with the distance between nucleobases, but a stronger
influence of DNA-strand sequence since nucleobases with iden-
tical one-electron oxidation potential are capable of transferring
the hole one another even if other nucleobases are interspersed
between them. It has been shown that the rate of charge transfer
of a hole increases significantly with the number of guanine nu-
cleobases in the strand and decreases with the distance between
them.>Y

In this work, different redox properties, including one-electron
oxidation potentials and charge delocalization have been com-
putationally investigated for the solvated free nucleobases and
solvated ss-polyX strands (where X = A, C, G, T), which are rep-
resented in Figure [1} First, we have assessed the validity of our
computational models and methods. Then, an analysis of the ef-
fect of the environment on the VIEs and one-electron oxidation
potentials has been carried out. Finally, the charge delocalization
among the atoms of the isolated nucleobases and among several
nucleobases of each ss-polyX strand has been studied. We clearly
show that there exist a relation between charge delocalization
and redox properties.

2 Methods and Computational Details

In order to model the redox properties of the free nucleobases
and single-stranded DNA in water the same computational pro-
tocol was applied: conformational sampling achieved by clas-
sical or quantum mechanics/molecular mechanics (QM/MM)
molecular dynamics (MD) simulations, followed by electronic-
structure calculations on ensembles of geometries performed by
QM/continuum and QM1/QM2/continuum schemes, which are
then used within the Marcus theory framework.

The initial geometries for the dynamics of nucleobases in solu-
tion were taken from optimized structures by the CAM-B3LYP=1
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Fig. 1 Graphical representation of the systems under study in this work:
a) free nucleobases b) ss-polyX strands. Each nucleobase is associated to
a colour in b), while the colour of the chain represent the layer to which
these nucleobases and nucleotides belong. Cyan refers to the nucleotides
that form the protective caps of the strand, including the nucleobases
coloured according to its type to differentiate them. Gray refers to the
nucleobases that are included in the QM region, excluding the sugar and
phosphate of the correspondent nucleotide. The remaining colour of the
chain, associated to the type of nucleotide, represents the XTB layer.

functional and the 6-311G(d)>%>3 basis set using the 5.0.3 ver-
sion of the ORCA package#. The ss-polyX strands are composed
by eight identical nucleobases and were built using the nucleic
acid builder (nab) program provided by the AmberTools21 pack-
age.>>7 To prevent interactions between the edge nucleobases
a protective cap was included for each DNA strand in both the 5’
and 3’ ends: (AG)4 for ss-polyA, (CT)4 for ss-polyC, (GA)4 for ss-
polyG and (T C)4 for ss-polyT (see Figure ). Thus, each ss-polyX
strand containes 24 nucleotides. Each model was solvated within
a truncated octahedron box with a buffer of 20 A for the case of
the free nucleobases and a buffer of 12 A for the DNA strands
using the tleap application also implemented in AmberTools21.
The parameters required for the classical MD simulations were
taken from the GAFF2,58 bsc152 and TIP3P®Y force fields for free
nucleobases, DNA and water molecules, respectively. The elec-
trostatic atomic charges for the free nucleobases were taken from
CHELPG calculations at CAM-B3LYP/6-311G(d) level of theory.®1
The net negative charge of the DNA strands (due to the phosphate
groups), was balanced by adding 22 sodium cations, described by
the Joung and Cheatham parameters.2

As stated above, the configurational space for the solvated iso-
lated nucleobases and DNA strands was explored by classical
MD©363  These simulations were performed using the CUDA
version of pmemd program implemented in the AMBER20 pack-



age>>7  For all the systems the following protocol was em-

ployed. First, a 10000-steps minimization was carried out, in
which the first 5000 steps were driven using the steepest-descent
algorithm®® followed by another 5000 steps using the Newton-
Raphson algorithm.®Z Then, a constant volume (NVT) progres-
sive heating up to 300 K was run for 500 ps. In order to regu-
late the temperature, the Langevin thermostat was applied with
a colision frequency of 2 ps~!. After that, an additional 500 ps
simulation was run at a constant temperature of 300 K (NVT en-
semble). In a following step, a 1 ns simulation was run in the
NPT ensemble to balance the volume of the system and reach the
correct density. Finally, a production simulation of 200 ns was run
in the NPT ensemble. For all the simulations carried out within
the NPT ensemble, the Berendsen barostat with isotropic position
scaling and a pressure relaxation time of 2 ps was employed to
keep the pressure constant at 1 bar. During the full protocol the
particle-mesh Ewald method®® with a grid spacing of 1.0 A was
used to compute the electrostatic interactions and a 10 A cutoff
for the non-bonded interactions was chosen. The SHAKE algo-
rithm©7L restrained the bonds involving hydrogen atoms and a
time step of 2 fs was used during the heating, equilibration and
production stages.

After running the dynamics, different ensembles of geome-
tries can be selected for performing electronic-structure calcula-
tions and obtain the redox properties (see below). In particular,
QM/continuum and QM1/QM2/continuum schemes for the iso-
lated nucleobases and DNA single strands, respectively, are em-
ployed. In the case of the solvated nucleobases, the QM region
is comprised by just the nucleobase. However, in the case of the
DNA strands, the size of the QM1 region (number of nucleobases)
needed to obtain converged results must be determined. To this
end, the VIE and the delocalization number (n), defined as the
number of nucleobases involved in the hole delocalization, were
computed for 200 equidistantly selected geometries from the clas-
sical MD trajectory for the ss-polyG strand. As will be discussed
later, the electronic properties are converged for a QM1 region
size of three nucleobases.

Once the size of the QM1 region was determined, the reduction
free energy is computed for the isolated nucleobases and DNA
strands by using the Marcus theory:

1
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where VAE (vertical attachment energy) is an energetic term
defined as the vertical addition of an electron to a cationic species,
and G(e(_gas')) = —0.867 kcal/mol is a correction due to the free
energy of the electron in the gas phase computed via the Fermi-
Dirac statistics.”Z2174 The VIEs could be computed for an ensemble
of geometries selected from the previously described dynamics.
However, to compute the VAEs, it is necessary to run MD sim-
ulations on the cationic PES, for which the force field was not
parameterized. To overcome this problem, QM/MM MD simula-
tions were evolved for the cationic systems. In addition, in order
to have all the dynamics trajectories at the same level of theory,
QM/MM simulations were also evolved for the neutral systems.
Specifically, for each of the 200 snapshots selected from the clas-

sical MD simulations, additional 100-steps QM/MM MD simula-
tions were run in the NPT ensemble for both the neutral and the
cationic species. The QM region is formed by three nucleobases.
These simulations were conducted using the ORCA/AMBER infer-
face combining all the computational details explained above for
both packages.

Finally, the last geometry of each of the QM/MM MD simula-
tions was taken to calculate the VIEs and the VAEs of the neu-
tral and cationic trajectories, respectively. In the case of the
free nucleobases in aqueous phase, a QM/continuum scheme
was applied, where the nucleobases was included in the QM
region at the CAM-B3LYP/6-311G(d) level of theory and the
solvent was described by the non-equilibrium CPCM contin-
uum solvation model (NECPCM).Z2/7% In the case of the DNA
strands, a QM1/QM2/continuum scheme was applied, where the
QM1/QM2 interaction is described by an electrostatic embedding.
The VIEs and VAEs are computed for the QM1 region where three
nucleobases are described at the CAM-B3LYP/6-311G(d) level
of theory. The remaining nucleobases were described by tight-
binding DFT (DFTB), in particular with the GFN2-XTB scheme,ZZ
in the QM2 region. Solvent effects were introduced with the ALPB
model, 78 suitable for XTB. To make the XTB region more afford-
able computationally, the DNA caps, which were included during
the dynamics to avoid self-hybridization, were removed. All these
calculations were performed with the ORCA 5.0.3 package>%.

The free energy computed by Eq. [1| can be related to the one-
electron oxidation potential through the following equation:
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where F is the Faraday constant, n, is the number of exchanged
electrons and E,q syg is the reduction potential of a reference
electrode, which in this case is the standard hydrogen electrode
(SHE). The considered value of E,,; sy was 4.281 V, used in pre-
vious works.Z2783 This value also accounts for the correction of
the electron in the gas phase, and this is why G(e(’gm)) has to be
included in Eq.

The delocalization of the hole created after ionization was an-
alyzed in terms of the Lodwin charges®¥ by using homemade
scripts. For the isolated nucleobases (DNA single strands), the
delocalization number 7 is defined here as the number of atoms
(nucleobases) among which the positive charge is distributed af-
ter ionization. To compute n, we first order the m atoms (nu-
cleobases) by the charge that each one holds in increasing order.
Thus, the one with the smallest charge will correspond to i = 1,
the next one to i =2 and the one with the highest charge will be
i = m. Then, we apply the following empirical equation:

m—1 .
n=m—Y {1(,,?’@)@:41) 3)
i=1 j

j=14J

Notice that the term «»— accounts for the contribution to

Yiia;
the delocalization of each atom (nucleobase). In addition, the
term (m—i+ 1) indicates the number of atoms (nucleobases) over
which this delocalization contribution will be taken into account.

At the end, the total number of atoms (nucleobases) where the



charge is delocalized, n, corresponds to the number of consid-
ered atoms (nucleobases) m minus the non-contribution to delo-
calization of each one. If we consider, for instance, the delocal-
ization among three nucleobases in a DNA strand with charges
(0.0/0.0/1.0), one obtains n = 1; in the opposite situation where
the charge is evenly distributed among the three nucleobases
(0.33/0.33/0.33), we get n = 3, i.e., maximum delocalization.

Finally, it is important to mention that static calculations (based
on the optimized geometries) of the one-electron oxidation po-
tential for all nucleosides and nucleotides were also carried out
to analyze the influence of the phosphate group and the sugar on
this redox property. All the neutral and cationic species of these
compounds were optimized with the ORCA package using CAM-
B3LYP and 6-311G(d) for consistency. Then, the one-electron oxi-
dation potential was determined applying the static direct scheme
described in a previous work.2% As can be seen in Table 1 of the
Supporting Information, it has been found that the sugar and the
phosphate do not modify the values of the one-electron oxidation
potentials and, therefore, they do not have to be included in the
QM region when describing DNA strands.

3 Results

3.1 Assessment of the methods
3.1.1 VIEs and AIEs for the free nucleobases

As stated in Section 1, there is a consensus about the decrease of
the VIEs and AlEs of the nucleobases when going from the gas-
phase to the aqueous phase.23138183180 Iy order to check whether
the methodology employed here is valid, the VIEs and AIEs were
computed in both phases for the free nucleobases (see Figure [2).
As can be seen, these two properties are clearly higher in the
gas-phase than in aqueous phase in agreement with the expected
trend. Moreover, the results of the computed VIEs in the gas-
phase are in good agreement with the experimental ranges: 8.3 —
8.5 eV for adenine (8.37 €V), 8.8 —9.0 €V for cytosine (8.62 eV),
8.0 — 8.3 eV for guanine (7.85 €V) and 9.0 — 9.2 eV for thymine
(9.08 eV) 331871101 The decrease of the AIE with respect to VIE in
each nucleobase is ~ 0.25 eV in adenine, thymine and guanine,
while cytosine shows a smaller decrease of ~ 0.14 €V. Thus, the
relative order of the nucleobases in terms of the VIE in the gas-
phase is G < A < C < T, while the lower stabilization of cytosine
makes that the difference of the AIE between this nucleobase and
thymine shortens. However, the relative order of the AIEs remains
unaltered with respect to the VIEs.

As Figure [2| shows, the VIEs and AIEs decrease around 2 eV
when going from gas phase to water, remaining unaltered the
relative order for adenine, guanine and cytosine in both phases.
However, the greater stabilization undergone for thymine due to
the solvent leads to similar VIE and AIE values than those of cyto-
sine. When comparing the change in the norm of the dipole mo-
ment going from the neutral form to the cationic one, we found
Alu| = 0.07 Debye for adenine, 0.09 Debye for cytosine, 0.10 De-
bye for guanine and 2.29 Debye for thymine. Since the dipole
moment of thymine undergoes a large increase when the nucle-
obase is ionized, its affinity for water also increases. This large
increase in the polar character of thymine might be the responsi-
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Fig. 2 VIEs and AlEs in the gas-phase (g) and aqueous phase (aq) of
the isolated nucleobases: adenine (A), cytosine (C), guanine (G), and
thymine (T).

ble for the additional stabilization of this nucleobase with respect
to the others. As a result, the relative order in both VIE and AIE
is the following: G < A < C ~ T. This is in good agreement with
the previously reported values found in the literature.3337

Since our methodology consisting of MD simulations followed
by hybrid QM/classical calculations provides results for the iso-
lated nucleobases in great agreement with previous works, it is
considered valid to also reproduce the redox properties of DNA
strands. However, when dealing with strands, several nucle-
obases must be described in the QM layer. This issue is inves-
tigated in the next section.

3.1.2 QM region size in the DNA strands

As explained above, the redox properties of the ss-DNA systems
were determined by hybrid QM1/QM2/continuum calculations,
where the QM1 region describes the relevant nucleobases, the
QM2 layer includes the remaining nucleobases, and the contin-
uum model accounts for solvent effects. The optimal size of the
QM1 region to get converged results is evaluated by comput-
ing the VIE and delocalization number for the ss-polyG, taking
into account different number of guanine molecules (from one to
four) in the QM1 region. The results plotted in Figure [3| show
the average of the properties for 200 snapshots selected from the
classical MD simulations.

The computed results reveal that the VIE value of ~ 8.2 €V is
barely modified with the increasing number of guanines included
in the QM1 region. However, the change on the delocalization
number is important. As can be seen, it is necessary to include
three nucleobases in the QM1 layer to achieve the converged
value of 1.8. Therefore, all the results discussed below for the
DNA strands were obtained by including three nucleobases in the
QM1 layer.

3.2 Vertical ionization energies: isolated nucleobases vs ss-
polyX

Once the optimal size of the QM1 region has been determined, the

electronic properties of the DNA single strands can be computed

and compared with those of the isolated nucleobases. The com-

puted distributions of the VIEs for the free nucleobases and ss-
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Fig. 3 Variation of the vertical ionization energy, VIE, in eV (red) and-
delocalization number, n, (blue) for ss-polyG as function of the number
of guanine nucleobases considered in the QM1 region.

polyX systems in aqueous phase are displayed in Figure [4l Since
the VIEs were computed for an ensemble of 200 geometries for
each of the investigated systems, and not just for one geome-
try, one can obtain distributions rather than single values. The
width of the distributions highlights the importance of introduc-
ing conformational sampling on the theoretical models, especially
when describing DNA strands since their distributions are wider
than those for the isolated nucleobases. An analogous plot can be
found in Figure 1 of the Supporting Information for the VAE.

One can conclude from Figure [4] that the reducer character of
the nucleobases increases significantly when they form part of
a single strand since the VIE is reduced. This means that the
interaction between nucleobases favours the detachment of an
electron and, therefore, the formation of a positive charge. In
addition, the presence of the sugar and the phosphate functional
groups could also contribute to this stabilization. However, static
calculations of the one-electron oxidation potentials performed
for the optimized geometries of nucleosides and nucleotides (see
Table 1 of the Supporting Information) suggest that the contribu-
tion of these components is not significant.
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Fig. 4 Probability distributions of the VIEs for the free nucleobases
(dashed lines) and the ss-polyX systems (solid lines) in aqueous phase.
The ensemble of results for each system has been fitted to a Gaussian
function in order to represent not only the expectation value but also the
standard deviation of the VIE. The area of the Gaussian functions have
been normalized to unit. Colour code: A in red, C in blue, G in green, T
in orange.

Figure |4] also shows that there exist a switch in the relative
order of the VIEs when going from the isolated nucleobases to

the ss-polyX. The ss-polyT system presents a smaller VIE than ss-
polyC, while the VIE is smaller for isolated cytosine than for the
isolated thymine. In fact, the VIEs of adenine, cytosine and gua-
nine decreases in 0.45 eV, 0.41 eV and 0.44 €V, respectively, when
going from free form to ss-polyX, respectively. However, thymine
shows a greater decrease on the VIE (0.63 eV), i.e., the cationic
form of thymine suffers a larger stabilization with respect to the
neutral state when it is found in a ss-DNA strand than the cationic
forms of the other nucleobases. This can be related to the fact that
thymine has two carbonyl groups, instead of one or zero as the
other nucleobases, whose 7 orbitals could further contribute to
the n-stacking interactions between nucleobases and the charge
delocalization. This will be further analyzed below.

An analogous analysis for the VAE was also conducted (see Fig-
ure 1 of the Supporting Information). In this case, the decrease
of the VAE from the free form to the ss-DNA strands is smoother:
adenine, cytosine, and guanine barely show this decrease (0.07,
0.08 and 0.02 eV, respectively), while thymine is the only nucle-
obase for which it is significant (0.23 eV). Despite this, the rela-
tive order of the VAEs for the free nucleobases and the ss-polyX
in aqueous phase follow the same trends than VIE. As a result,
both energetic contributions (VIE and VAE) indicate a greater sta-
bilization of thymine from its free form to its ss-polyT system than
that of the other nucleobases. Therefore, the energy gap between
the neutral and the cationic PESs shortens, especially for thymine,
when the nucleobases are disposed in strands.

3.3 One-electron oxidation potential: isolated nucleobases
vs ss-polyX

Although the VIE is a reasonable property to measure the abil-
ity of a system to be oxidized, it is just an approximate refer-
ence. Actually, the process of excitation and relaxation of the ge-
ometry within the cationic PES can be considered instantaneous
and, therefore, the AIE and the oxidation potential are more re-
liable properties. The reduction potential of an oxidation pro-
cess is commonly known as the one-electron oxidation poten-
tial, in which this study will focus on the present section. In a
previous work, we have evaluated different static and dynamic
protocols to determine the most efficient and accurate way to
compute redox properties.2? For large systems, it was concluded
that combining the Marcus theory with continuum solvation mod-
els provides accurate results avoiding large standard deviations
and, therefore, the need to use a large number of snapshots in
the ensemble average. Thus, as explained above, we have com-
puted the one-electron oxidation potentials by QM/continuum
and QM1/QM2/continuum calculations for the isolated nucle-
obases and DNA strands, respectively, within the Marcus theory
where the VIE and the VAE are averaged (see Egs. [[]and [2). The
ensemble averages of the oxidation potentials can be seen in Fig-

ure[8]

The values of the one-electron oxidation potentials are in
agreement with those obtained for the VIEs. Firstly, the reducer
character of nucleobases increases when going from solvent to the
ss-polyX structure. Interactions with other neighbour residues in-
duces a stabilization of the cationic species with respect to the free
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Fig. 5 One-electron oxidation potential predicted for free nucleobases
and ss-polyX in aqueous phase. Color code: A in red, C in blue, G in
green, T in orange, ss-polyA in pink, ss-polyC in cyan, ss-polyG in olive,
ss-polyT in yellow.

nucleobases. Secondly, the relative order of the reducer character
remains invariant with respect to the one obtained for the VIEs:
G > A > C ~ T for the case of the isolated nucleobases. Sim-
ilarly, changes in the one-electron oxidation potentials are also
observed when moving from the free nucleobases to the ss-polyX.
In particular, thymine suffers a higher increase of its reducer char-
acter (decrease of its oxidation potential). It can be seen that,
although it was the least prone nucleobase to undergo oxidation
in the isolated form, the larger stabilization due to the presence
of the other stacked nucleobases leads to a situation in which a
thymine strand is a greater reducer than the cytosine one: ss-
polyG > ss-polyA > ss-polyT > ss-polyC.

3.4 Intramolecular charge delocalization: isolated nucle-
obases vs ss-polyX

We have seen in the previous sections that the reducer character
of isolated nucleobases follows the order G > A > C ~ T. In the
present section, this order will be rationalize based on the hole
delocalization among the atoms of the nucleobases. The distri-
bution of the positive charge, created upon oxidation, among the
atoms of the nucleobase can provide useful information to un-
derstand the reducer character of the nucleobases. Therefore, we
have computed the difference of the partial atomic charges be-
tween the neutral and cationic forms. These charge differences
are plotted in see Figure [] for the isolated nucleobases and for
the nucleobases located in the single strands.

A common feature observed for all the isolated nucleobases
(see Figures @-h) is that the atoms that hold the greater positive
charge are the nitrogen atom of amino functional groups and the
oxygen atom of carbonyl functional groups. Contrary, hydrogen
atoms barely contribute to the storing of the positive charge. In
the case of adenine, a large amount of positive charge is located
in the nitrogen atom of the amino group, while the rest is delocal-
ized among the aromatic rings, specifically, in alternated atoms,
as expected from the unsaturated character of these structures.
This fact can be also seen in the case of guanine, since its aromatic
structure is similar to the one of adenine. However, guanine has
two functional groups, amino and carbonyl, which compete for
holding the positive charge on the nitrogen and oxygen atoms,
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Fig. 6 Schematic representation of the delocalization of the charge
among the atoms of each nucleobase in aqueous phase. a,e,i) repre-
sents adenine; b,f,j) represents cytosine; c,g,k) represents guanine; and
d.h,l) represents thymine. The first column (a,b,c,d) shows the HOMO
of each nucleobase. The second (e,f,g,h) and third (i,j,k,I) columns dis-
play the positive charge that each atom of the nucleobase holds for the
isolated nucleobases and the nucleobases in the ss-polyX models. In the
latter case the average of the three nucleobases included in the QM1
region is considered. Colour bars in the right represent the legend of the
coloured points placed in each atom in the second and third columns.

respectively. The larger electronegative character of oxygen leads
to a larger change in the charge on the carbonyl group than on
the amino group after oxidation. In the case of pyrimidine nucle-
obases (cytosine and thymine), the oxygen atom in the carbonyl
groups holds the greatest charge difference, closely followed by
the carbon atom opposite to each carbonyl group, which surpris-
ingly stores a large amount of positive charge in both cases. The
amino group in cytosine is not relevant, opposite to the behaviour
found for the purine nucleobases. All these observations are sup-
ported by the spatial location of the highest occupied molecular
orbital, HOMO, of the nucleobases (see left column in Figure @
After oxidation, the positive charge is mainly stored among the
atoms whose atomic orbitals contribute to the formation of the
HOMO, from which the electron is removed.

As a rule of thumb, the larger the extension of the HOMO,
the greater the reducer character. This can be characterized in a
more quantitative way by computing the delocalization number,
which provides the number of atoms involved in the formation of
the hole: 8.89 for guanine, 8.53 for adenine, 7.54 for thymine
and 6.09 for cytosine, which qualitatively agrees with the reducer
character order of the nucleobases: G > A > C ~ T. When the pos-
itive charge is accommodated among a larger number of atoms



the system is stabilized in a greater extend. This explains the
higher ability of guanine and adenine to be oxidized over cyto-
sine and thymine. Moreover, as already explained, oxygen atoms
in a carbonyl group are more likely to hold a greater positive
charge. Thus, as a second rule, the larger the number of car-
bonyl groups, the greater the reducer character. This explains the
predominance of guanine against adenine, and thymine against
cytosine with respect to the reducer character.

It is also interesting to compute the intramolecular charge de-
localization among the atoms of a single nucleobase when it is
embedded in a ss-DNA. This allows us to evaluate the impact of
the presence of a DNA environment. The right column of Fig-
ure [f] shows the atomic charge distribution averaged among the
three nucleobases considered in the QM1 region. As a general
trend, the charge redistribution of the hole does not seem to be
significantly affected by the presence of rm-stacking interactions
between nucleobases. The atoms holding a greater amount of
positive charge are essentially the same as for the isolated nu-
cleobases, except for adenine, in which there is a migration of
the positive charge from C7 to N4. The most remarkable phe-
nomenon when comparing the free nucleobases with the ss-polyX
systems is a slight reduction of the delocalization number, ex-
cept for cytosine. By analyzing the charge distribution among the
atoms, it can be seen that in the strand there is a general trend
to store slightly more positive charge on the functional groups,
i.e., the amino and carbonyl groups, rather than on the aromatic
rings. However, in general, one can conclude that the intramolec-
ular charge distribution remains virtually constant when going
from the isolated nucleobase to ss-polyX. Since the charge distri-
bution among the atoms within a nucleobase is barely dependent
on the environment, it is likely one of the main factors behind the
relative reducer character of the nucleobases.

3.5 Intermolecular charge delocalization in ss-polyX

After oxidation of a DNA strand, the positive charge can be de-
localized among the atoms of a single nucleobase (intramolecu-
lar delocalization), as analyzed in the previous section, but also
among the different nucleobases of the strand (intermolecular de-
localization). In order to analyze the intermolecular delocaliza-
tion of the charge along the dynamics, the percentage of positive
charge hold by each nucleobase was computed for each of the
200 selected snapshots. Then, in an arbitrary way, the first nu-
cleobase was chosen as the one with largest percentage of charge
for each snapshot, while the third one contains the lowest charge,
as shown in Figure|7| This figure also shows the evolution of the
positive charge in each nucleobase among the snapshots of the
different ensembles. A similar plot for the electron attachment
process can be found Figure 2 of the Supporting Information.

As a general trend for the four strands, ~ 75% of the hole is
located on one nucleobase. If one also considers the nucleobase
with the second largest positive charge, ~ 95% of the hole is taken
into account. In this case, the delocalization number indicates
the number of nucleobases involved in the hole, which is 1.83 for
thymine, 1.72 for cytosine, 1.64 for adenine, and 1.59 for gua-
nine. Therefore, the hole delocalization in single strands is not
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Fig. 7 Schematic representation of the charge delocalization after vertical
ionization along the nucleobases of a) ss-polyA, b) ss-polyC, ¢) ss-polyG
and d) ss-polyT. For a specific system each nucleobase involved in the
QM1 region is coloured in terms of the amount of the positive charge
that holds. The legend is displayed as a colour bar in the right. For each
system the temporal evolution of the stored charge in the nucleobases
of the QM1 layer is also printed. Orange corresponds to the nucleobase
that carries the largest positive charge, followed by the second (green)
and the third (blue) one. Finally, the delocalization number n and the
percentage of the charge among each nucleobase are written below the
plot.
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too large, a fact that supports previous theoretical work, where
the positive charge was found to be mainly localized on one gua-
nine in GC sequences.2? In addition, our results suggest that the
hole transfer process along ss-polyX strands, formed by the same
type of nucleobase, follows a hopping mechanism, in which the
hole jumps from one nucleobase to the next one, with some con-
tribution of tunneling, where the hole is delocalized among dif-
ferent nucleobases.

Finally, it is interesting to correlate the reducer character of
the systems with the charge delocalization. As discussed above,
the reducer character of the isolated nucleobases nicely correlates
with the intramolecular charge delocalization G > A > C ~ T. In
the case of the single strands, the intermolecular charge delocal-
ization is related with the increase of the reducer character when
going from the isolated nucleobases to the DNA strands. Specif-
ically, as shown in Figure |5 the oxidation potential drop when
the nucleobase is integrated into the strand is largest for thymine
and smallest for guanine, in agreement with the intermolecular
delocalization number (1.83 for thymine and 1.59 for guanine).
Moreover, as discussed above, the reducer character of thymine is
larger than that of cytosine when the nucleobases are embedding
in the strand, while the opposite is true when the nucleobases are
isolated. Again, this can be explained by the slightly larger inter-
molecular delocalization found for thymine (1.83) than for cyto-
sine (1.72). Therefore, the reducer character of DNA strands de-
pends on the balance between the intra and intermolecular hole
delocalization. This suggests that the reducer ability of DNA can
be tuned by modifying the rigidity of the strand. A rigid strand
with strong stacking interactions will present a larger intermolec-
ular delocalization. Therefore, it is expected that the redox prop-
erties of the nucleobases will suffer stronger modifications when
going from solvent to a double strand than to a single strand due



to the larger rigidity of the former one.

4 Conclusions

In this study we have computationally investigated the redox
properties of isolated nucleobases and DNA single strands (ss-
polyX), including VIEs, AlIEs, VAEs, one-electron oxidation po-
tentials, and hole delocalization. The electronic properties were
computed by hybrid QM/continuum and QM/QM/continuum
schemes within the Marcus theory and taking into account con-
formational sampling by QM/MM MD simulations.

Purine nucleobases (adenine and guanine) show a stronger re-
ducer character than pyrimidine ones (cytosine and thymine) in
vacuum, solvent and single strands. Specifically, the relative sus-
ceptibility of the isolated nucleobases to be oxidized in vacuum is
G > A > C > T. When going from vacuum to water, a large sta-
bilization of the cationic form of thymine induces an increase of
its reducer character, becoming similar as that of cytosine: G < A
< C ~ T. This stabilization is more pronounced in the DNA single
strand, changing the reducer ability order between thymine and
cytosine: G < A < T < C. This trend is observed for all the an-
alyzed energetic properties (VIEs, VAEs, AlEs) as well as for the
one-electron oxidation potentials. Moreover, the computed VIEs
in vacuum are in pretty good agreement with the experimental
data, validating the models and the computational methods em-
ployed. The VIE computations provided a broad distribution of
values, especially for the DNA strands, highlighting the impor-
tance of performing conformational sampling when dealing with
large systems.

The reducer ability of the different nucleobases correlates well
with the intramolecular hole delocalization number, defined as
the number of atoms within the nucleobase among which the pos-
itive charge upon oxidation is distributed. Purines show a larger
delocalization number than pyrimidines. The charge distribution
analysis agrees very well with the shape of the HOMO orbital,
i.e., the atoms involved in the HOMO orbital are those that host a
larger amount of positive charge. The intramolecular charge dis-
tribution is barely affected by the environment when going from
the aqueous phase to the DNA strand. The most noticeable differ-
ence between both environments is a slightly smaller intramolec-
ular delocalization found in the strand.

Finally, the delocalization of the hole along the nucleobases of
the strand, named intermolecular delocalization, has been also
analyzed. In the four ss-polyX systems, the hole is preferably lo-
cated between one and two nucleobases. This finding suggests
that the hole transfer along the single strands follows a hopping
mechanism with some contribution of tunneling. More interest-
ingly, the number of nucleobases involved in the hole delocaliza-
tion nicely correlates with the increase of the reducer character
of the systems when going from the isolated nucleobases to the
strands. Specifically, the largest increase of the reducer ability
was found for thymine, which presents a intermolecular delocal-
ization number of 1.83, while the smallest increase was observed
for guanine, whose intermolecular delocalization is 1.59.

Our results suggest that the redox properties of DNA strands
and the charge transfer mechanism can be tuned by modifying
the rigidity of the strand. However, this has to be further explored

in future works by analyzing the electronic structure of mixed ss-
polyXY and ds-DNA models.
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