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Abstract 

Graphite-conjugated catalysts (GCC) are a class of highly synthetically tunable materials with 
properties of both homogeneous and heterogeneous catalysts. GCCs have proven especially 
promising for catalyzing the oxygen reduction reaction (ORR). In this study, we applied density 
functional theory (DFT) to explore how functional group and aromatic scaffold modifications affect 
catalytic activity of GCCs for ORR. We found that both kinds of modifications can have a 
significant enough effect on catalytic activity to tune the ORR rate determining step between the 
strong and weak oxygen binding regimes. Further, we found that DFT predicts certain GCC 
scaffolds could have an epoxide intermediate during the catalytic cycle instead of the more usually 
predicted atomic oxygen bound to a single site. We also investigated patterns in the effects of 
functional group modifications, and under what conditions it is possible to break scaling relations 
for these catalysts. Our findings provide a deeper understanding of why ORR activity is limited to 
specific aromatic carbon active sites in GCCs, elucidating general principles for designing ORR 
catalysts with nitrogen-doped aromatic carbon materials. 
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1. Introduction 

The oxygen reduction reaction (ORR) is the reduction of oxygen to water, which releases energy 
that can be used to generate electricity.1 In terms of the efficiency of electricity generation, 
electrochemical fuel cells containing an appropriate catalyst are more efficient than burning H2 
and O2 to generate heat to run a turbine. The best catalysts for ORR contain platinum,1,2 and while 
alternative materials have been considered,3–5 it has proven quite challenging to optimize the 
efficiency of ORR electrocatalysts.6,7  

In terms only of the efficiency of ORR, articulating the effect of this ideal electrocatalyst on the 
catalytic cycle is easy, but rather difficult to actualize. The ideal electrocatalyst would harvest the 
same amount of energy per electron transferred in each step of the overall electrochemical 
reaction  4H! + 4e" + O# → 2H#O. The associative reaction mechanism,8 the mechanism 
generally understood to occur for many successful ORR catalysts, proceeds through the steps, 

R + O# + H! + e" ⇄ R− O#H 

R − O#H + H! + e" ⇄ R− O + H#O 

R − O + H! + e" ⇄ R− OH 

R − OH + H! + e" ⇄ R+ H#O, 

where R is the electrocatalyst.7 As four electrons are transferred and the overall free energy of 
reaction is -4.92 eV, this ideal catalyst would cause each of these step’s reaction energy to be -
1.23 eV. In terms of the voltage of an electrochemical cell, each step would have a current when 
the cell is at 1.23 V relative to the reversible hydrogen electrode, and would have zero 
overpotential because this is the maximum possible voltage at which the reaction could 
proceed.9 

Scaling relations between intermediate reaction energies are the primary reason that the ideal 
ORR electrocatalyst is so elusive.6 In general, a scaling relation in a catalytic cycle is the 
correlation between the intermediate reaction energies of two steps in the cycle over a range of 
different catalysts.7,10 The most well-known of these scaling relations is the relatively linear 
relationship between the intermediate reaction energies of R + O# + H! + e" ⇄ R− O#H and R −
OH + H! + e" ⇄ R+ H#O, which is caused by the fact that active sites that bind one oxygen 
species strongly, such as O2H, are likely to strongly bind to other oxygen species, such as OH.6 
This is especially apparent for these two steps because they each involve forming and breaking 
bonds between the catalyst and an oxygen species. 

Within the framework of understanding provided by scaling relations, ORR catalyst design 
strategies can be classified as either seeking to modify an existing catalyst to push the new 
catalyst closer to the optimal oxygen binding strength along the scaling relations, or to favorably 
break these scaling relations. Although the latter would be necessary to obtain the ideal catalyst 
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starting from all currently known catalysts, the former method could potentially be productively 
applied to obtain catalysts with similar activity to state-of-the-art platinum catalysts with less 
expensive materials. In either case, systematically optimizing a catalyst requires a degree of 
synthetic tuneability generally only available to homogeneous catalysts, which are not as 
straightforward to separate from the reaction products and operate continuously in industrial 
applications.11 

One class of catalysts that combines synthetic tuneability with the advantages of heterogeneous 
catalysts are graphite-conjugated catalysts (GCCs).12 GCCs are an advantageous model system 
because they enable the exploration of a large chemical space, which is relatively uncommon for 
heterogeneous catalysts. The chemical space of GCCs is large because there are many types of 
catalysts that could be conjugated directly to graphite: the actual synthesis only requires a diamine 
a molecule to be conjugated, with the only additional requirement being that the molecule cannot 
have any functional groups that will interfere with the condensation reaction.12 Broadly, this leads 
to a chemical space not dissimilar to small molecule drugs, estimated to contain on the order of 
1060 distinct systems.13 GCCs’ chemical space is also as of this time relatively unexplored relative 
to the vast scale of small molecules that could be conjugated.12 A variety of GCCs have been 
developed, including both organometallic14–17 and organic18–20 catalysts designed for distinct 
reactions, demonstrating the value of exploring the depth of this chemical space further.  

 

Figure 1: The three exploratory catalysts initially designed in this study to investigate tunability of 
N+-GCC systems. 

This study focuses on how differences in GCC structures affect the intermediate reaction energies 
in ORR, with a particular focus on which kinds of modifications shift the catalyst along or cause 
deviations from the known scaling relations. We applied density functional theory (DFT)21,22 to 
calculate these reaction energies, as DFT is sufficiently inexpensive to enable the exploration of 
many structures. In this work we chose to consider functional group modifications of three initial 
GCC structures, which were each elaborations of a known GCC (Figure 1).12 We chose the 
composition of these structures specifically to study how differences in the carbon scaffold around 
the cationic nitrogen affect the active sites. Each of these base structures has similar probable 
active sites, namely carbon atoms ortho to the cationic nitrogen, but we had no definite knowledge 
of which sites would be active prior to this study. Previous work by Lodaya et al. provided a 
thorough statistical analysis of ORR active sites on a variety of GCC structures, showing that 
cationic nitrogen typically activate secondary carbons that are an odd number of bonds away from 

A B C 
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the nitrogen, which provided the initial hint that these catalysts may have non-ortho active sites 
as well.23 

In this work, we expanded the statistical understanding of GCC design space by systematically 
exploring functional group derivatives of each of the three base structures. We generated 
derivatives of each of these structures and analyzed how these functional group modifications 
affect likely catalytic activity. We found that the structure of the carbon scaffold largely determines 
the active site location. The location of these active sites correspond to reactive carbons identified 
by Clar structures,24 which rationalize why only specific carbons near cationic nitrogen bind 
oxygen in these catalysts. We also explored derivative substitutions of these catalysts, 
demonstrating that derivatization can be applied to tune intermediate energies, with substitutions 
at specific locations near the active site having especially strong effect. Derivatives that donate 
electron density generally increase the binding strength of oxygen intermediates, whereas 
electron withdrawing groups have the reverse effect, but the effect can be more complex when 
modifications interact directly with the active site through the aromatic structure. This analysis of 
the effect of modifying the carbon structure and derivatives of GCCs provides insight on aromatic 
carbon active sites that can be generalized to nitrogen-doped carbon materials. 

2. Computational Methods 
Density Functional Theory 

We performed all DFT calculations using the ab-initio software package Q-Chem,25 using the 
meta-hybrid functional TPSSh26 and the basis set 6-31G*.27–29 To model solvation, we used the 
implicit solvation model IEF-PCM with a dielectric constant of 78.4.30 To obtain structures, we 
used MMFF9431 to pre-optimize the geometry followed by DFT. All molecular images were 
generated using the software packages ChemDraw and VESTA.32 We used the procedure 
described by Mavros et al.33 to compute the free energy of each intermediate in the catalytic cycle 
for the catalysts in this study, designated by A, B, and C in Figure 1. 

Functional Group Modification 

To evaluate the effect of individual functional groups on the energy of each intermediate reaction 
step in the ORR catalytic cycle, we generated an enumerative library of catalysts with hydrogen 
replaced by functional groups. The full set of functional groups used to replace hydrogens atoms 
is shown in Figure 2. For catalysts A, B, and C, we generated all possible catalysts with a single 
functional group substitution, producing to 33 derivatives of catalyst A, 88 derivatives of catalyst 
B, and 77 derivatives of catalyst C. For catalysts B and C, we additionally generated a number of 
possible catalysts with two functional group substitutions, producing 126 derivatives of catalyst B 
and 338 derivatives of catalyst C. We used RDKit’s python library to produce these functional 
group substitutions and generate initial geometries.34 We used DFT to optimize all functionalized 
catalysts. We subsequently used these DFT optimized geometries as inputs to a python script we 
wrote to produce initial guesses for the geometry of the catalytic cycle intermediates O2, O2H, O, 
and OH. We then optimized all these intermediates with DFT and computed the free energy of 
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each reaction step (SI section 1). We also computed the difference between the intermediate 
reaction energies of the derivatized catalyst and its corresponding underivatized catalyst, which 
directly measures the effect of each functional group on the catalytic cycle energetics. 

 

Figure 2: Left: Functional groups used to modify catalysts. Right: Examples of catalyst A modified 
by functional groups at two different positions. The functional group substitutions were made on 
all hydrogen atoms not directly connected to active site carbon atoms. 

Principal Component Analysis 

Principal component analysis (PCA) is a mathematical tool that can be applied to identify which 
independent variables contribute most strongly to the variance of a dependent variable, and to 
elucidate relations between independent variables in how they cause this variance. We applied 
PCA to quantify which functional group substitution locations most strongly affect the intermediate 
reaction energies of ORR and to determine similarities between functional groups in how they 
affect these energies. Section 2 of the SI contains a detailed discussion of the mathematics of 
how we applied PCA within this context. 

3. Results and Discussion 
Catalyst Active Sites 

In order to predict the ORR activity of the catalysts in this study, we initially had to find the location 
of their active sites. Ricke et al. observed in a previous study that localized spin density of the 
oxidized species indicated the active site on a GCC very similar to catalyst A in this study,35 so 
we plotted the spin density on each of the more novel catalysts B and C (Figure 3). For catalyst 
B, the highest spin density is localized on a single carbon atom, whereas for catalyst C there are 
two carbon atoms that have relatively similar spin densities. We placed O2 near each sp2 carbon 
atom in the catalytic region of these molecules and found that the only atoms that bound O2 
favorably were the very same carbons indicated by the spin density localization (Figure 4). 
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Lodaya et al. previously found that cationic nitrogen in GCCs can act as ortho-para activators for 
O2 binding, which is in line with the active site locations observed in this work.36 

 

Figure 3: Spin density plots shown for catalysts B (left) and C (right). For catalyst B, the highest 
spin density is definitively localized on a single carbon, whereas for catalyst C the highest spin 
density localization is split between two carbon atoms. 

 

Figure 4: The active sites for each of the three catalysts are shown by where O2 bound to the 
catalyst with a favorable binding energy. For catalyst C, two distinct carbon atoms are active for 
binding O2 and catalyzing ORR. 

Unlike the other ORR intermediates in this study, the O intermediate in catalyst C is unique in that 
it bonds directly to two carbons to form an epoxide intermediate. We discovered this epoxide 
intermediate when we placed the O atom at the ortho active site and optimized the geometry of 
the system, which caused the O atom to spontaneously transition into epoxide intermediate 
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(Figure 5). We calculated the energy of the epoxide structure relative to the single-site bound O 
atom at the ortho active site and found the epoxide structure is 0.06 eV lower in energy. Using 
the freezing string method,37,38 we calculated the activation energy for the transition between the 
two states to be 0.17 eV to transition from the single-site to epoxide structure. This energy 
difference is small enough that interconversion between both these binding modes would be 
possible during catalysis. We found that although the para active site can similarly form an 
epoxide structure by binding to the the same meta carbon as the ortho epoxide, this epoxide 
structure would not form spontaneously during DFT optimization from the single site O 
intermediate initial geometry. 

  

Figure 5: The oxyl moiety binds to catalyst C in two different ways. At the para active site, the 
oxyl moiety forms a single to that active site, whereas at the ortho position it forms an epoxide, 
binding across both the ortho and meta positions. 

The specificity of where O2 will bind, as well as whether an epoxide intermediate will form for the 
R-O intermediate, can be explained by oxygen’s tendency to bind to carbons that are not part of 
rings in Clar structures.24,39 The premise behind Clar structures is that not all carbon atoms in 
polyaromatic systems are equally stable, and unstable carbons can be identified based on the 
resonance structures of the system. Clar structures predict that the most stable resonance 
structure is the one with the maximum number of nonadjacent aromatic rings. Further, any 
aromatic carbon atoms that are not part of rings in the most stable Clar structure will be more 
reactive. The formalism of Clar structures also introduces an arrow notation that summarizes 
multiple resonance structures with the same number of total aromatic rings; the carbons in these 
rings are considered more stable than ones that are not in any ring.  

When generating Clar structures for these catalysts with the assumed constraint that their cationic 
nitrogen atoms cannot be in aromatic rings, we found that the Clar structures identify the active 
sites in each catalyst. While there are no aromatic rings that can be drawn in the Clar structure 
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for catalyst A without including nitrogen, the active carbon is the only location where O2 may bind 
that breaks aromaticity of only the cationic nitrogen, and thus avoiding the destabilization of other 
carbons in the catalyst. For catalyst B, the Clar structure identifies three carbons that are not part 
of rings, but the carbon adjacent to the cationic nitrogen is the only active site because binding 
O2 to the other carbons would either leave the adjacent carbon with a radical electron or require 
reducing the number of rings in the Clar structure (Figure 6). For catalyst C there are five carbons 
outside of aromatic rings in the Clar structure, but the two active sites are once again determined 
by where O2 can bind without disrupting the octet of surrounding carbons. Beyond catalytic 
activity, these Clar structures bear a strong resemblance to the spin density plots of these 
catalysts (Figure 3), and may provide a predictive tool for identifying N+-GCC active sites without 
use of DFT. 

 

Figure 6: Left: Clar structures for catalysts B and C. Right: Clar structures for catalyst C with O2 
bound to each active site.  
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Table 1: Free energy of reaction for catalyst A, B, and C for each intermediate in the ORR 
catalytic cycle. Catalyst C’s two active sites are represented as C-1 and C-2. 

 Free Energy of Reaction (eV) 

Catalyst R à R-
O2 

R-O2 à R-
O2H 

R-O2H à R-
O 

R-O à R-
OH 

R-OH à 
R 

A 0.22 -0.67 -1.71 -1.75 -0.79 

B -0.07 -0.89 -1.73 -1.75 -0.55 

C-1 0.21 -0.56 -1.75 -1.78 -0.84 

C-2 0.07 -0.70 -2.14 -1.45 -0.63 

We used the active sites and intermediates to calculate the reaction free energy for each 
intermediate in the catalytic cycle for catalysts A, B, and C, designating for catalyst C the active 
site para to the cationic nitrogen as C-1 and the ortho site as C-2 (Table 1). The values in Table 
1 are the energy minima for the intermediates, and do not account for the barrier height of the 
transitions between intermediates. These values indicate that the reactions 𝑅 − 𝑂#𝐻 → 𝑅 − 𝑂 and 
𝑅 − 𝑂 → 𝑅 − 𝑂𝐻 are not thermodynamic barriers, similar to the previously studied GCC.35 
Independent of whether the chemical step 𝑅 → 𝑅 − 𝑂# is grouped with the electrochemical step 
𝑅 − 𝑂# → 𝑅 − 𝑂#𝐻, the electrochemical process of forming 𝑅 − 𝑂#𝐻 is the likely source of the 
overpotential for catalysts A and C-1, placing them in the weak-binding regime of ORR catalysts. 
Catalysts B, on the other hand, is likely limited by 𝑅 − 𝑂𝐻 → 𝑅, placing it in the strong-binding 
regime. Catalyst C-2 is quite close to the threshold between these regimes, and its classification 
would depend on the kinetics of how 𝑅 − 𝑂#𝐻 is formed. One particularly interesting feature of 
catalyst C is the marked difference between these active sites despite their proximity and 
chemical similarity; although the scaling relation between the first and last steps are not 
significantly affected, the epoxide intermediate has a significant effect on the steps involving 𝑅 −
𝑂. 

Effects of Functional Group Modification 

Having observed the notable differences between catalysts A, B, and C in ORR intermediate 
energies, we considered next the effects of functional group modifications.Figure 2: Left: 
Functional groups used to modify catalysts In order to understand how these catalysts differ in 
their ORR scaling relations, we generated a pair plot to visualize the correlations between all 
intermediate reaction steps in the catalytic cycle (Figure 7). The subplots along the diagonal of 
Figure 7 show the density of catalysts spread across intermediate step reaction energies, 
whereas the off-diagonal subplots show how correlated the energies of two different reaction 
steps are for a given catalyst. 



 11 

 

Figure 7: Pair plot of intermediate energy correlations for the ORR catalytic cycle. Along the 
diagonals are the densities of each intermediate across an energy range. All energies are shifted 
such that the intermediate energies for catalyst A are centered on 0. The green points are catalyst 
A, the orange points are catalyst B, the blue points are catalyst C. 

This representation of the data is useful for visualizing correlations between all reaction energies 
in the catalytic cycle. Figure 7 depicts two scaling relations that hold across all three of the 
catalysts: the steps 𝑅 → 𝑅 − 𝑂# vs 𝑅 − 𝑂𝐻 → 𝑅 with a correlation coefficient of 0.82, and 𝑅 −
𝑂#𝐻 → 𝑅 − 𝑂	 vs 𝑅 − 𝑂 → 𝑅 − 𝑂𝐻 with a correlation coefficient of 0.92. The former is analogous 
to the well-known tradeoff between strong and weak oxygen binding catalysts, whereas the latter 
has received less attention because neither step is typically a thermodynamic barrier in the 
catalytic cycle. This second correlation is nonetheless important because it depicts why the 
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unnecessarily exothermic oxygen-oxygen bond breaking is difficult to optimize: as 𝑅 − 𝑂#𝐻 → 𝑅 −
𝑂 moves closer to the optimal -1.23 eV, 𝑅 − 𝑂 → 𝑅 − 𝑂𝐻 is already below -1.23 eV. Similar to 
other known scaling relations, this one must also be broken to obtain the optimal catalyst. 
Although the epoxide intermediate for catalyst C-1 does not break the scaling relation involving 
𝑅 − 𝑂#𝐻 → 𝑅 − 𝑂	 vs 𝑅 − 𝑂 → 𝑅 − 𝑂𝐻, it does create a bimodal distribution visible on the 
diagonals of Figure 7 for each of the reactants where the epoxide is present as either the initial 
or final state.  

To draw a direct comparison to other kinds of catalysts, we constructed a volcano plot for catalytic 
activity (Figure 8). This volcano plot is essentially a specific pair plot analogous to Figure 7 
comparing the intermediate reactions 𝑅 → R − O#H and 𝑅 → R − OH. This comparison is 
especially important because catalytic activity is often limited by one of these two steps; when 
limited by the former the catalyst is in the weak-bonding regime and for the latter the strong-
binding regime. These two intermediate reactions can often be examined to the exclusion of other 
catalysts because breaking the O-O bond in the step 𝑅 − O#H	 → R − O is typically very 
exothermic, and the reaction R − O → R − OH is generally not rate limiting because the R − O 
intermediate is very often much less stable than the R − OH intermediate. Figure 8 shows that 
catalyst A’s derivatives generally fall in the weak-bonding regime and catalyst B’s fall in the strong-
bonding regime, whereas catalyst C’s derivatives fall on either side of this tradeoff. 

As seen in Figure 7 and Figure 8, both derivatization and the structure of the carbon-nitrogen 
scaffold around the active site can significantly affect catalytic activity. Although significant, the 
effect of both factors on the reactions 𝑅 → R − O#H and 𝑅 → R − OH is strongly correlated. To a 
small extent, the change in active site between C-1 and C-2 exhibits a small deviation from this 
scaling relation, along with a handful of derivatives of C-1, for which the effects of derivatization 
are significantly more pronounced than all the other GCCs. 



 13 

 

Figure 8: Volcano plot comparing catalysts A, B, and C to previously reported values for 111 
metals.7 

Principal Component Analysis 

We applied PCA to visualize the magnitude of the effect of each functional group at the possible 
locations on the catalysts (Figure 9). Each substitution location is depicted with a circle over the 
hydrogen on the original catalyst; the size of the circle corresponds to how much the intermediate 
reaction energies changed summed over all substitutions at that location. The circles are split into 
three colors that each correspond to the first three principal components, where the fraction of 
the circle is proportional to the magnitude of that principal component’s contribution at that site 
(see SI section 2 for a mathematical description). 

An immediately striking aspect of these plots is the spatial distribution of the substitution effects.  
Figure 9 depicts that while the sites nearer to the active site tend to affect the reaction energies 
more, the relationship is only approximate. For catalyst A, each substitution site contributes 
significantly, although the position para to the active site does so more than the meta position. 
Similarly for catalyst C, the intermediate energies are most sensitive to substitutions that are not 
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necessarily the nearest site on the catalyst, but instead the atoms that are in strongest resonance 
with the active site. This is especially apparent for catalyst C, where the two active sites are very 
sensitive to substitutions at each other’s position.  

 

Figure 9: The first three principal components of the effect of functionalizing catalysts A, B, and 
C mapped onto their molecular structure. The three colors present, (green, pink, and goldenrod) 
correspond to these three principal components (1st, 2nd, and 3rd, respectively). These 
components are represented as pie charts, with the size of the pie chart corresponding to the 
magnitude of the three principal components projected onto that particular functional group site. 
The fraction of the pie chart for each color corresponds to the contribution for each principal 
component. The largest pies therefore represent the sites where substitution most strongly 
affect catalytic activity, and the colors represent the overall effect of general classes of 
functional groups. The gray circles depict the hydrogen atoms connected to the active sites, 
which were not substituted. The effect of substitution on one of the hydrogen atoms on catalyst 
C was not included due to DFT convergence difficulties. 
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For all catalysts and active sites in Figure 9, no more than two principal components are 
necessary to capture nearly all of the variance. For catalyst A, the first principal component 
captures how the fluoryl, methoxy, bromyl and methyl functional groups increase the oxygen 
bonding strength of the catalyst when the modification is para to the active site (Table S2), 
whereas the second component captures how nearly the same set of functional groups—
methylamine, methoxy, bromyl, and methyl—deactivate oxygen binding strength when the 
modification is meta to the active site (Table S3). For catalysts B, the effect of the substitutions is 
almost entirely captured by a single principal component that broadly captures the trend of 
electron withdrawing groups decreasing the bonding strength of oxygen species and the reverse 
effect of electron donating groups (Table S4). Curiously, the first principal component for C-1 and 
C-2 captures how various functional groups increase oxygen bonding strength, but the groups—
chloryl, methyl, trifluoromethyl, and bromyl for C-1 and methyl, cyanyl, trifluoromethyl, and 
methylamine for C-2—do not follow the same pattern of electron withdrawing vs donating groups 
as catalyst B (Table S5, S6). A further distinction between C-1 and C-2 is that C-2 exhibits a 
stronger contribution from the second principal component due to the epoxide structure of the 𝑅 −
𝑂 intermediate at the C-2 active site. PCA thus helps make sense of the complexity of these 
functional group effects, but additional data is necessary to understand the complexity of the 
observed deviations on catalyst C from the traditionally expected effects of electron withdrawing 
and donating groups (Table S7, S8). 

Applying a linear projection to understand patterns in catalytic activity raises a highly relevant 
question: how linear are the effects of functional group substitutions? To address this, we 
generated all possible pairs of functional group substitutions for catalysts B and C, then calculated 
their O2 binding energies. For C, we chose to perform calculations only on the C-1 active site. We 
computed the difference between the O2 binding energy of the doubly substituted catalysts and 
the corresponding unsubstituted B or C-1. We also calculated the sum of the binding energy 
difference for the two singly substituted catalysts with substitutions that correspond to those in 
the doubly substituted catalysts, and plotted the correlation between the effect of the double 
substitutions and the sum effect of the individual substitutions on different catalysts (Figure 10). 
The sum effect of the two single substitutions is a good predictor of the effect of double 
substitutions, especially so for catalyst B and to moderate extent for C-1. The diminished 
correlation for C-1 may be a result of larger perturbations being less linear in these systems in 
general, or a sensitivity of catalyst C to multiple substitutions that is not captured by single 
substitutions. These results indicate that these GCCs may be tuned with multiple functional group 
substitutions, and that as long as no modifications are made directly to the active site the effects 
of the substitutions can be predicted relatively reliably using only information about the effects of 
single substitutions.  
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Figure 10: Correlation of two functional group substitutions made to the same catalyst versus 
the sum of the effects of each substitution on different catalysts. 

4. Conclusions  

The synthetic flexibility of GCCs offers a wide range of possible heterogeneous catalysts, and we 
have shown that it is possible to tune intermediate energies and optimize catalysts with simple 
modifications. We have also provided a framework for understanding the probable locations of 
active sites. Once a catalytic scaffold is chosen, we have shown that the further effects of simple 
functional group modifications can be understood and predicted. When the modifications are 
made to sites that are not the active sites, we have shown that it is possible to understand the 
effect of these modifications to be altering how readily the catalyst can donate electron density to 
the bound oxygen species.  

We have also shown that structural and functional group modifications have a limited, although 
not entirely negligible, capacity to break scaling relations between the first and last step of ORR 
for GCCs. Intriguingly, the epoxide intermediate we observed does creates a much stronger 
deviation from the observed trends for the R − O#H + H! + e" ⇄ R− O + H#O and R − O + H! +
e" ⇄ R− OH steps in the catalytic cycle. Although these steps are not rate limiting for these 
catalysts, this epoxide intermediate could appear in other nitrogen-doped carbon materials where 
it could affect catalytic activity. In general, functional group substitutions that caused deviations 
from the intermediate energy correlations occurred when the modification has a significant effect 
on the active site. To improve catalytic activity by modifying a known catalyst, one may therefore 
either take advantage of the predictability of substitutions far from the active site to shift the 
catalyst along the known scale between strongly and weakly binding active sites, or instead make 
structural modifications near or directly on the active site to cause more significant changes to 
activity. This latter method, especially when it changes the way oxygen species bind, seems likely 
to be the most promising path to breaking scaling relations. This principle is illustrated by the 
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epoxide intermediate at C-2 that binds more strongly than the singly-bound oxyl species in C-1. 
This epoxide structure’s increased binding strength significantly deviates from the expected 
strength based on scaling relations relative to other oxygen intermediates. While DFT does not 
predict this specific deviation will lead to an increased activity for this active site, this does suggest 
the possibility of engineering future GCCs that can be tuned at multiple active sites, designed to 
specifically break the other scaling relations that are necessary to improve catalytic activity. Future 
work could consider catalysts designed using Clar structures to place active sites at the correct 
spacing to bind both oxygen atoms in O2 simultaneously. This intermediate could potentially skip 
the peroxide intermediate entirely and could increase the binding strength of the initial 
intermediate without increasing the binding strength of the final hydroxide intermediate, 
definitively deviating from the known scaling relations. Such a catalyst could then be tuned using 
derivative modifications predicted by DFT to shift intermediate energies without disrupting binding 
at the active sites. 

5. Supporting Information 

Section 1 provides additional technical details on how initial geometry preparation for reaction 
intermediates, as well as the reaction free energy data for the catalytic cycle of all derivatives. 
Section 2 contains a mathematical description of how PCA was applied to this catalytic cycle 
data, as well as the principal components. All xyz files for DFT optimize geometries of the 
catalyst in this study are available at 
https://figshare.com/articles/dataset/Catalyst_DFT_geometry_xyz_files/22123211. 
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