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Abstract
Reduced scaling algorithms based on auxiliary subspace meth-
ods for correlation energies from the random phase approximation
(RPA) as well as correlation self-energies from the GW method are
derived for time-reversal symmetry breaking Kohn–Sham (KS) ref-
erences. This allows for an efficient evaluation of RPA energies
and GW quasiparticle energies for molecular systems with KS ref-
erences that break time-reversal symmetry. The latter occur for ex-
ample in magnetic fields. Furthermore, KS references for relativis-
tic open-shell molecules also break time-reversal symmetry due to
the single determinant ansatz used. Errors of the newly developed
reduced-scaling algorithms are shown to be negligible compared to
reference implementations, while the overall computational scaling
is reduced by two orders of magnitude. Ionization energies ob-
tained from the GW approximation are shown to be robust even for
the electronically complicated group of trivalent lanthanoid ions.
Starting from GW quasiparticle energies, it is subsequently shown
that light-matter interactions of these systems can be calculated us-
ing the Bethe–Salpeter equation (BSE). Using the combined GW -
BSE method, the absorption and emission spectra of a molecular
europium(III) complex can be obtained including spin-orbit cou-
pling.

1 Introduction
The random phase approximation (RPA)1–6 and its Greens function
based sibling, the GW method,7–9 have well advanced in molec-
ular quantum chemistry in the past few years. Initial molecular
implementations of these post-Kohn–Sham (KS) methods focused
on field-free, non-relativistic molecular systems. Extensions of the
RPA10 and the GW method11,12 to time-reversal symmetry (TRS)
breaking systems have also been achieved. Starting from a steep
N6 scaling,13 algorithms to bring down the scaling to N3−N4 have
since been developed. 14,15 These improved algorithms for molec-
ular systems replaced the initial spectral representation of the plas-
mon formula6,16 by an integration over the imaginary axis using
an auxiliary subspace. Similar numerical integration techniques
have further been devised for molecular implementations of the GW
method, lowering the initial N6 effort9 to N3 −N4. 17–21 However,
auxiliary subspace based variants of the RPA and the GW method
could only be derived for KS references that obey time-reversal
symmetry.19,22 Contrary, Hartree–Fock (HF) and Kohn–Sham ref-
erences that break TRS resisted these reformulations, locking them
to the steep N6 scaling of the plasmon formula. Even worse, the
complex algebra introduced by the two- or four-component spinor

formulation of the underlying KS density functional theory (DFT)
methodology introduces a sizable prefactor, ranging from 256-2048
depending on the exact task.12,19,22,23 This severely limits the ap-
plicability of the RPA and the GW method to TRS breaking KS
references, restricting them to molecular systems with less than
a handful of non-hydrogen atoms. This has two major implica-
tions for actual calculations. First, this is a major drawback for
relativistic open-shell systems, as time-reversal symmetry may be
(artificially) broken for those in variational single-determinant ap-
proaches like HF or KS-DFT. 24,25 Second, within magnetic fields
time-reversal symmetry need not be obeyed, further limiting the
range of molecular systems accessible by the RPA and the GW
method.24,25

This paper aims to alleviate this drawback, providing the deriva-
tions and formulas needed to calculate RPA correlation energies
as well as GW self-correlation energies for TRS breaking systems
using canonical auxiliary subspace based N4 scaling algorithms.
These new RPA and GW algorithms allow for assessing molecular
systems with up to a few thousand basis functions. Furthermore,
the derived canonical RPA and GW algorithms provide entry points
for even lower scaling algorithms.26–31 To outline the capabilities
of the newly developed algorithms, molecular systems in magnetic
fields are investigated. The RPA can for example be used for a
robust description of the energy change of molecular system as a
function of the applied magnetic field. This is used to study a metal-
organic Mn(III) complex, which was among the first to be shown
to a undergo spin state transition in a magnetic fields accessible
in current laboratories.32,33 Furthermore, light-matter interactions
of the trivalent lanthanoids are investigated as prime examples for
open-shell relativistic systems. Complexes and materials contain-
ing trivalent lanthanoids, Ln(III), are at the heart of several mod-
ern applications of photonic materials and molecular systems. 34

A unique property of trivalent lanthanoids is that they basically
maintain their atomic-like spectra even when incorporated into a
molecular system.35 The corresponding Ln3+ ions are known to be
troublesome for many quantum chemical methods, including time-
dependent density functional theory, CASSCF, and even coupled-
cluster based methods. Meaningful studies of them have only been
possible using relativistic configuration interaction methods. The
latter have been able to provide accurate results, but at tremendous
costs. 36,37 Furthermore, complexes including trivalent lanthanoids
are prime examples of diverse light-matter interactions in open-
shell relativistic systems. Neglecting spin-orbit coupling (SOC)
immediately leads to large deviations, given that without SOC the
splitting of the atomic-like 4 f shell is completely neglected. As the
quasiparticle energies obtained from the GW method provide suit-
able starting points for the static-screened Bethe–Salpeter equation
(BSE) method, 38–42 light-matter interaction of TRS breaking sys-
tems can also be assssed based on the new developments outlined
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in this work. As example, a model system being based on a real
Eu3+ molecular assembly showing strong circular polarized light
emission is investigated using the adapted TRS breaking version of
the GW -BSE method. It can be shown that sufficiently accurate
predictions can be made using this new method, even for electroni-
cally complex systems.

2 Theory
This work is concerned with the post-KS RPA correlation energies
and GW self-correlation energies for general time-reversal symme-
try breaking KS references. Such KS references for example occur
in magnetic fields, or during the variational KS treatment of rel-
ativistic systems with unpaired electrons. The latter is due to the
single-determinant nature of the KS-DFT ansatz.25 In both cases,
the KS equations take at least a two-component (2c) form, as de-
manded by the Pauli spin matrices. The corresponding complex
two-component molecular spinors obtained from the KS equation
are expanded in terms of atomic basis functions as

q = φq(x) = ∑
µ

{
cµα,qχ(r)α(σ)+ cµβ ,qχ(r)β (σ)

}
. (1)

x = {r,σ}, α(σ) and β (σ) are spin functions, while cµα,q and
cµβ ,q denote the complex expansion coefficients obtained from the
converged 2c KS equations. Furthermore, in the following sections
the indices i, j,k, . . . (a,b,c, . . . ) denote occupied (virtual) spinors,
p,q,r . . . denote general spinors, and upper case indices P,Q,R, . . .
will denote auxiliary basis functions. The exact kind of the atomic
orbital (AO) functions χ is only of technical importance. They can
be real, as e.g. Gaussian-type atomic orbitals (GTOs) or numer-
ical atomic orbitals. Alternatively, they can be complex, as e.g.
London atomic orbitals (LAOs). In this work, real GTOs and com-
plex LAOs will be used as AOs. Note that the resulting spinors
are always complex. Contrary, the auxiliary basis functions can
always be chosen to be real, even in the case of complex AO ba-
sis functions.43 For the general structure of the HF and KS-DFT
Hamiltonian including the implications of time-reversal symmetry,
the reader is referred to Ref. 25.

2.1 Correlation energies for time-reversal symmet-
ric references from the random phase approxi-
mation

A rather general way to obtain correlation energies in the random
phase approximation is the “plasmon formula”,4

EC,RPA =
1
2

tr(Ω+−A) (2)

where Ω+ is a diagonal matrix collecting all positive RPA excita-
tion energies. The latter can be obtained from the eigenvalue prob-
lem (

A B
−B −A

)(
X Y∗

Y X∗

)
=

(
X Y∗

Y X∗

)(
Ω+ 0
0 −Ω+

)
(3)

where X and Y satisfy the condition XX† −YY† = 1. The orbital
rotation matrices A and B are given as

Aia, jb =(εa − εi)δabδi j + via,b j (4)

Bia, jb =via, jb, (5)

where εp refers to the KS orbital energies, and vpq,rs = (pq|sr) is
the bare Coulomb integral. While Eq. 2 is generally applicable, its
steep N6 scaling with increasing system size is the clear downside,

quickly rendering the RPA unfeasible for many systems. This type
of solution will be referred to as spectral solution in the following.

Eshuis et al. have shown that, for non-relativistic KS references,
Eq. 2 can be rewritten as14

EC,RPA =
1
2

tr(M1/2 −A) (6)

with the matrix M being defined as

M = (A−B)1/2(A+B)(A−B)1/2, (7)

exploiting the diagonal structure of (A−B). Subsequently applying
the resolution-of-the-identity (RI) approximation,14

vpq,rs ≈∑
P

RP,rsR∗
P,rs (8)

RP,rs =∑
Q
[V−1/2]PQ(Q|rs) (9)

VPQ =(P|Q), (10)

and expressing M1/2 as an integral

tr(M1/2) = 2
∫

∞

−∞

dω

2π
tr
[

1−ω
2
(

M+ω
21
)−1

]
, (11)

a fast yet accurate path to calculate RPA correlation energies is ob-
tained. The final equation valid for non-relativistic KS references
reads14

EC,RIRPA =
∫

∞

−∞

dω

4π
tr
[
ln(1PQ + Π̃PQ(ω))− Π̃PQ(ω))

]
, (12)

where Π̃ is defined as

Π̃PQ(ω) = 2Re∑
kc

[
(εk − εc)Rp,kcR∗

Q,kc

(εk − εc)2 +ω2

]
. (13)

Eq. 12 reduces the scaling to N4, being two orders of magnitude
faster than the spectral solution of Eq. 2. Kühn was able to extend
this ansatz to field-free, closed-shell TRS two- and four-component
(4c) references.22

2.2 Correlation energies for time-reversal symme-
try breaking references from the random phase
approximation

For general complex 2c or 4c KS references (A−B) is no longer di-
agonal, but complex and non-symmetric. (A+B) is also no longer
hermitian, but again complex and non-symmetric. As a conse-
quence, Eq. 3 cannot be simplified to a standard hermitian eigen-
value problem with halved dimensions. This key step in the deriva-
tion of Refs. 14 and 22 is therefore no longer valid for general 2c
or 4c KS references. A simple solution is obtained by rewriting the
initial Langreth-Perdew expression.44 The latter defined the corre-
lation energy in the random phase approximation as

EC,RPA =
∫

∞

−∞

dω

4π
tr [ln(1+χ0(iω)v)−χ0(iω)v)] . (14)

where χ0(ω) refers to the non-interacting KS response function

χ0(ω)kc,kc =(εk − εc +ω)−1 (15)

χ0(ω)ck,ck =(εk − εc −ω)−1. (16)
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In the next step, the Coulomb matrix v is decomposed as,

εpq,rs(ω) = χ0(ω)pq,tuvtu,rs ≈ χ0(ω)pq,tuRP,tuR∗
Q,rs, (17)

helping in exploiting its rank deficiency. Analysis of the matrices
in Eq. 17 reveals that the dielectric function ε(ω) can be assumed
to be sufficiently well behaved for the cases occurring in the cal-
culation of RPA correlation energies and GW self-correlation en-
ergies. The real part of the non-interacting KS response function
χ0(ω) is positive definite if the KS reference has a non-vanishing
gap. Therefore, for every purely imaginary value iω , χ0(iω) is lo-
cated in the first and fourth quadrant of the complex plane with
χ0(iω) = χ0(−iω)∗, with mirror symmetry w.r.t. the real axis.
The determinant of χ0(iω) is therefore real for any purely imag-
inary frequency iω . Furthermore, the determinant is real for any
purely real frequency ω . Additionally, the Coulomb matrix v is
hermitian and positive semi-definite. A decomposition of the latter
is therefore always possible. If available, the RI approximation is
the natural choice for this decomposition. A pivoted Cholesky de-
composition of the Coulomb matrix would otherwise be possible,
too. Inserting Eq. 17 into Eq. 14, using the cyclic invariance of the
trace, and the relation tr(ln(Π)) = ln(det(Π)), the RPA energy can
be rewritten as

EC,2c-RIRPA =
∫

∞

−∞

dω

4π

({
ln(det

[
1+ΠPQ(iω)

]}
−tr

[
ΠPQ(iω)

])
.

(18)
ΠPQ(ω) in Eq. 18 denotes the general complex interaction kernel,
emerging from the dielectric function in the auxiliary subspace rep-
resentation. The latter is given by

ΠPQ(ω) = ∑
kc

[
RP,kcR∗

Q,kc

εk − εc +ω
+

RP,ckR∗
Q,ck

εk − εc −ω

]
. (19)

For purely imaginary values of iω , Π(iω) is real and non-
symmetric, possibly yielding complex eigenvalues. Direct matrix
logarithms as used in Eqs. 12 and 14 are therefore problematic,
but are avoided in Eq. 18. As the determinant follows the relation
det(χ0Π) = det(χ0)det(Π), it follows that det(Π) ∈ R+ if RP,pq
has no linearly dependent columns. The latter condition is fulfilled
if the chosen set of auxiliary basis functions |P), or columns of
the pivoted Cholesky decomposition, are linearly independent. The
invertibility of the first term in Eq. 18, [1+Π(iω)], can then be
proven through the Woodbury matrix identity,45 as the unit ma-
trix is trivially invertible. A suitable decomposition of Π(iω) also
exists, simply guaranteed by its real, positive, non-zero determi-
nant. The determinant and inverse of the real, non-symmetric ma-
trix [1+Π(iω)] can therefore safely be evaluated. In this work,
they are obtained from a pivoted LU decomposition. The real de-
terminant also hints that complex eigenvalues of [1+Π(iω)] occur
in complex conjugate pairs. Using the symmetry properties of Π, 19

Π(iω) = Π
†(−iω) = Π

T (−iω) = Π
∗(iω), (20)

Eq. 18 can be further simplified. As the trace and determinant of Π

are invariant to transpositions, the integral in Eq. 18 only needs to
be carried out in the interval [0;∞]. The final expression is therefore
reduced to

EC,2c-RIRPA =
∫

∞

0

dω

2π

(
{ln(det [1+Π(iω)]}− tr [Π(iω)]

)
. (21)

Eq. 21 is numerically well behaved, and allows for the computation
of direct RPA energies for arbitrary KS references with N4 scaling.

2.3 Correlation self-energies for time-reversal sym-
metry breaking references from the GW ap-
proximation

Similar to the random phase approximation, GW correlation self-
energies for TRS breaking systems are tedious to compute using
the spectral solution, needing to solve Eq. 3.9,11 This severely lim-
its the range of accessible molecular systems for GW to those con-
sisting of only a handful of atoms. Similar to the previous Sec. 2.2,
this can drawback can however be alleviated. The GW self-energy
Σ(x,x′,ω)

Σ(x,x′,ω) =
∫

∞

−∞

W (x,x′,ω ′)G(x,x′,ω +ω
′)dω

′ (22)

is calculated from the Green’s function

G(x,x′,ω) = ∑
q

φq(x)φ∗
q (x

′)

ω − εF
q + iδ sgn(εF

q )
(23)

and the screened exchange

W (x,x′,ω) =
∫

ε
−1(x,x′′,ω)v(r′′− r′)dx′′, (24)

where εF
q = εq − εF is the difference between the energy of q-th

spinor and the Fermi level. The dielectric function ε is implicitly
defined by Eq. 17. Using contour deformation (CD), and subtract-
ing the exchange part from Eq. 22, the remaining correlation self-
energy ΣC

q can be split into two parts19,46

Σ
C
q (ω

F) = RC
q (ω

F)+ IC
q (ω

F). (25)

In Eq. 25, ωF = ω −εF is the frequency shift w.r.t. the Fermi level.
Proceeding similar to Ref. 19 then yields updated formulas for the
correlation self-energy of the q-th spinor in for TRS breaking KS
reference

IC
q (ω) =

1
4π

∑
p

∫
∞

−∞

1
ωF − εF

p +ω ′
{

Wpq,pq(iω ′)− vpq,pq
}

dω
′

(26)

RC
q (ω) =∑

p
fp

{
Wpq,pq(ω

F − ε
F
p )− vpq,pq

}
. (27)

fp in Eq. 27 is the contribution of the residue,

fp =



+1 if ωF > εF
p > 0

−1 if ωF < εF
p < 0

+ 1
2 if ωF = εF

p > 0
− 1

2 if ωF = εF
p < 0

0 else,

(28)

where the cases {1,−1} refer to poles inside the contour, { 1
2 ,−

1
2}

to cases with the poles on the contour, and fp = 0 to poles outside
the contour. Inserting Eqs. 17 and 24 into Eqs. 26 and 27 yields
the final expressions needed to calculate the correlation self-energy.
The key point is the construction of the screened exchange W ,

Wpq,rs(ω) = ∑
PQ

R∗
P,pq[ΠPQ(ω)]−1RQ,rs (29)

which is possible for every real or imaginary frequency ω as out-
lined in the previous section. In passing, it is noted that the number
of evaluations of Eq. 19 needed to construct Eq. 26 can be halved by
exploiting the symmetry constraints of Eq. 20. However, unlike for
field-free non-relativistic or the RPA energy, the integral bounds of
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Eq. 26 cannot be halved. This is a consequence of TRS breaking, as
W(iω) ̸= W(−iω)†. From the obtained correlation self-energies,
the q-th GW quasiparticle energies can be calculated as usual as9

ε
QP
q (ω) = εq +Z

〈
φq

∣∣∣ΣX +Σ
C(ω)−V KS

∣∣∣φq

〉
, (30)

where Z in Eq. 30 is a linearization factor used in non-iterative
G0W0. Z is set to 1 for iterative solution of the GW quasiparti-
cle equations. 9 Using Eq. 30, it is now straightforward to calcu-
late quasiparticle corrections for TRS breaking KS references in
the G0W0 and evGW approximation.

2.4 Charge-neutral excited states from the Bethe–
Salpeter equation

While the RPA and GW method yield ground-state correlation en-
ergies, excited states and light-matter interaction in general can
subsequently be accessed using many-body perturbation theory by
the means of the static-screened Bethe–Salpeter equation (BSE).
From a set of GW quasiparticle energies and the corresponding 2c
spinors, the GW -BSE method allows for the calculation of charge-
neutral excited states. In matrix form, the static-screened BSE
adopts the same structure as Eq. 3, with the matrices A and B being
replaced by

Aia, jb =(εa − εi)δabδi j + via,b j +Wab,i j(ω = 0) (31)

Bia, jb =via, jb +W ja,ib(ω = 0), (32)

where Wpq,rs(ω = 0) is the screened exchange outlined in Eq. 24 at
a frequency of zero. As outlined in Ref. 19, no special care needs
to be taken for Wpq,rs(ω = 0) even if time-reversal symmetry is
broken, as ΠPQ(ω = 0) is always real and symmetric. Therefore,
the 2c linear response BSE19 and the corresponding 2c damped
response BSE formalism 47 are directly applicable. For a more de-
tailed discussion of the 2c BSE, the reader is therefore referred to
Refs. 19 and 47. In principle, the TRS breaking GW -BSE ansatz
can also be used for property calculations in general, as it has been
outlined for the non-relativistic case. 48 Here, it shall be stressed
that Eq. 3 will yield excitations and de-excitations due its struc-
ture. In case of an excited state KS reference, de-excitations will
therefore mix with excitations. To distinguish excitations from de-
excitations in the positive branch of Eq. 3, the norm

|XX† −YY †|

{
> 0 if excitation
< 0 if de-excitation

(33)

can be used. Depending on the sign of the norm, the resulting vector
{X ,Y} is then normalized to 1 or -1 using Eq. 33.

3 Computational details
RI-RPA correlation energies as outlined in Eq. 21 and correlation
self-energies required for RI-G0W0 and RI-evGW 49 as outlined in
Eq. 25 have been implemented for general KS references in a devel-
opment version of TURBOMOLE V7.7.50 The corresponding sub-
routines have been parallelized using OpenMP, also being capable
of offloading to graphics processing units (GPUs). The Bethe–
Salpeter equation part implemented in TURBOMOLE was enhanced
to be able to distinguish between excitations and de-excitations us-
ing the norm as outlined in Sec. 2.4. Furthermore, 2c natural tran-
sition orbitals (NTOs) for the BSE were implemented as suggested
by Ref. 51.

In the following sections, the density functionals PBE,52

PBE0,53 TPSSh,54 ωB97M, 55 and the recently developed local

hybrid density functional TMHF56 were used. Hybrid, range-
separated, and local hybrid functionals have shown to perform well
for determining quasiparticle energies from the GW approximation
and excited states from the the GW -BSE method.57–59 KS refer-
ence states were converged to at least 10−8 Eh and 10−7 Eh for dif-
ferences in energies and the difference density, respectively. Tight
integration grids were used (gridsize 4 for DFT, 60 for standard and
hybrid DFT functionals, gridsize ultrafine61 for the TMHF local
hybrid). For TPSSh, ωB97-M, and TMHF, a current-dependent
ansatz was used. 62 Current-density dependent Kohn–Sham refer-
ences have shown to be important for open-shell systems,,62,63

especially when spin-orbit coupling is present. The geometries of
the [Mn(pyrol)3(tren)] complex, labelled as [Mn(taa)], with two
and four unpaired electrons were optimized using the r2SCAN 64

density functional in conjunction with the def2-TZVPP basis set. 65

The geometry of the [Eu(PDCA)3]3+ complex was taken and
adapted from Ref. 66, and hydrogen positions were re-optimized
using the r2SCAN density functional in conjunction with x2c-
QZVPPall-2c (Eu) and x2c-TZVPPall-2c (others) basis set.67,68

For [Eu(PDCA)3]3+, the local X2C Hamiltonian was used, in con-
junction with a finite nucleus model. 68,69 All optimized geometries
can be found in the supporting information of this paper. All DFT
calculations made use of the RI approximation for the Coulomb
part using the corresponding auxiliary basis sets fitted to ground
state energies. 67,70 The RI approximation was used in all RPA and
GW calculations. For lanthanoids, the same uncontracted auxiliary
basis sets as for the ground state were used. 67 For all remaining
elements, the specialized auxiliary basis sets fitted to MP2 energies
were used. 71 Calculations in magnetic fields are performed using
gauge-invariant London atomic orbitals.

4 Results and discussion

4.1 Analysis for a two-electron system in an exter-
nal magnetic field

For a two-electron system like the Helium atom, it is straightfor-
ward to precisely calculate all integrals outlined in section 2. Re-
sults at magnetic field strengths of 0.0, 0.1, 0.25, and 0.5 a.u. (1 a.u.
= 235.051 tesla) for a PBE/aug-cc-pV5Z KS reference are given in
Tab. 1.

In the field-free case, evaluating Eq. 26 leads to the same results
for both electrons. Eq. 27 yields two contours for both electrons,
(ωF

p −εF
p ) and (ωF

p −εF
q ), with fp tending to ± 1

2 for both ωF
p = ωF

q
and εF

p = εF
q . However, the contour of ωF

p vanishes for εF
q due to

the symmetry relation φq = φ∗
p , which is valid in the time-reversal

symmetric case. Note that only the contour of the orbital itself con-
tributes to the residue RC

q , but not its time-reversal (Kramers 72)
partner. If a finite magnetic field is turned on, but the system is
not yet spin-polarized, this behavior is partly retained. The cor-
relation self-energy obtained for both electrons is equivalent. The
quasiparticle energies εQP are simply split by the spin s effect, as
are the Kohn–Sham spinor energies. This could mislead one to the
conclusion that a TRS breaking ansatz is not explicitly needed in
a spin-unpolarized case. While the latter assumption is indeed true
for the residues RC

q , which are obtained from the hermitian quan-
tity Π(ω), it does not hold for the integral IC

q . The latter is real but
already non-symmetric. The non-symmetric parts originate from
the loss of time-reversal symmetry between the former Kramers
partners, which are no longer related in a magnetic field even in a
spin-unpolarized KS reference. This asymmetry is ultimately also
the reason why the RI-RPA ansatz of Kühn22 fails for TRS break-
ing KS references even in spin-unpolarized cases. When the system
is fully spin-polarized, the loss of time-reversal symmetry becomes
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Table 1: Quasiparticle energies (εQP), Kohn–Sham spinor energies (εKS), Kohn–Sham potential (vKS), exchange self-energy (ΣX), and the
imaginary (IC

p/q) and real (RC
p/q) contours contributing to the correlation self-energy of the spin-up and spin-down electron of a Helium atom

in a magnetic field ranging from 0 to 0.5 atomic units (1 a.u. = 235.051 tesla). Calculations performed using a 2c PBE/aug-cc-pV5Z KS
reference. All values in eV.

εQP εKS vKS ΣX IC
p/q RC

p/q(0) RC
p/q(∆εp/q) ΣC

p/q

B = 0.00 a.u., S = 0, EC,RPA=-0.08260730
εp −24.446 −15.763 −18.211 −27.575 −2.098 2.779 0.000 0.680
εq −24.446 −15.763 −18.211 −27.575 −2.098 2.779 0.000 0.680

B = 0.10 a.u., S = 0, EC,RPA=-0.08257630
εp −25.778 −17.067 −18.230 −27.607 −2.098 2.764 0.000 0.666
εq −23.056 −14.346 −18.230 −27.607 −2.098 2.764 0.000 0.666

B = 0.25 a.u., S = 0, EC,RPA=-0.08243142
εp −27.661 −18.821 −18.324 −27.769 −2.096 2.764 0.000 0.605
εq −20.858 −12.018 −18.324 −27.769 −2.096 2.764 0.000 0.605

B = 0.50 a.u., S = 1, EC,RPA=-0.04192719
εp −47.374 −36.391 −21.673 −34.060 −1.273 2.583 0.093 1.403
εq −10.926 −6.722 −7.337 −10.833 −0.882 0.175 0.000 −0.707

obvious. The quasiparticle energies of both electrons as well as RC
q

and IC
q become completely independent of each other. In this case,

clearly the TRS breaking ansatz outlined in Sec. 2 is required.

4.2 Validation of correlation energies for time-
reversal symmetry breaking systems

To validate and test the implementation of the RPA correlation
and GW self-energies, the algorithm outlined in Sec. 2.2 is tested
against reference solutions. Canonical N6 scaling implementa-
tions, employing the spectral solution for the GW correlation self-
energies have been outlined in Refs. 11 and 12. As these imple-
mentation extract all excited states, also the canonical RPA energies
can be extracted from them by simply applying Eq. 2.

As model system for an open-shell system with strong SOC, an
anionic Pt−6 cluster is used.73 The most stable structure of Pt−6 re-
ported in Ref. 73 is considered. As Kohn–Sham reference, the
TMHF functional is used, in combination with the dhf-TZVP-2c
basis set, 74 which includes ECPs with suitable spin-orbit parame-
ters.75 While treating six platinum atoms seems trivial, it is stressed
that to obtain the spectral solution, a complex eigenvalue problem
of dimension 117502 needs to be solved. Storing a single copy of
the matrix takes up 211 gigabytes of memory, where at least two
copies need to be stored. To determine an optimal number of inte-
gration points, the calculation for Pt−6 is repeated using 16-256 in-
tegration points on a Gauss-Legendre grid. The obtained errors for
the RPA correlation energy as well as the correlation self-energies
for the HOMO and LUMO are given in Tab. 2.

Tab. 2 indicates that 64 Gauss-Legendre points are basically
enough to obtain the correlation energy with a target accuracy of
10−8 hartree. The latter value is chosen as it is well below the error
introduced by the RI approximation. This in line with the obser-
vations of Eshuis et. al. in their initial work, who concluded that
64 points was an optimal compromise between accuracy and effi-
ciency.76 The GW correlation self-energy is more sensitive to the
integration grid, with the HOMO only converging to the target ac-
curacy of 10−3 eV when 256 points on a Gauss-Legendre grid are
being used. The LUMO seems to be less demanding, converging
rapidly with the number of integration points, reaching target accu-
racy at the same rate as the RPA correlation energy. Again, the tar-
get accuracy is chosen to be well below the error of the RI approx-
imation, which was found to be one order of magnitude larger for

Table 2: Deviation of the RPA correlation energy and G0W0 corre-
lation self-energies of HOMO and LUMO evaluated using Eqs. 21.
and 25. The reference RPA correlation energy and G0W0 cor-
relation self-energies are obtained from the spectral representa-
tion, i.e. Eq. 2. The reference RPA correlation energy is -
3.55216960 hartree.

Points ∆ ERPA
C ΣH

C ΣL
C

16 2.99·10−6 1.964 -1.267
32 3.95·10−7 1.973 -1.232
64 <10−8 1.997 -1.233
128 <10−8 2.010 -1.233
256 <10−8 2.008 -1.233

Ref. 0.0 2.008 -1.233

correlation self-energies obtained from the GW approximation.9

Therefore, it is suggested to use at least 128, better 256, integra-
tion points to evaluate Eqs. 21 and especially 26. At this point it
shall be noted that solving Eq. 3 for this problem takes roughly 96
hours using all 24 core of an Intel Xeon Gold 6248R processor.
Contrary, solving Eq. 21 for Pt−6 takes 2-5 minutes, depending on
the number of integration points used for the numerical integration.
A minimal speedup of approx. 28000 is therefore obtained with the
subspace algorithm, drastically outlining the impact of reducing the
scaling by two orders of magnitude for complex TRS breaking KS
references.

To further test the validity of the chosen parameters and the im-
plementation, the RPA correlation energies and the GW correla-
tion self-energies are calculated for a set of 36 molecules outlined
in Ref. 12 in an external magnetic field of 1000 tesla. The mag-
netic field is aligned along the z-axis using the geometries pro-
vided in Ref. 77. The same functional and basis set, PBE0 and
def2-TZVP, are used for consistency, combined with 256 integra-
tion points. The statistical error of the RI-RPA correlation energies
when compared to the spectral solution is negligible. A root-mean-
square deviation of 2.1·10−7 hartree is found, with a maximum er-
ror of 6.1·10−7 hartree. The obtained contour-deformation based
RI-G0W0 correlation self-energies do not exceed the error thresh-
old of 1 meV in all cases when compared to results from the spec-
tral solution. A detailed listing of all values can be found in the
supporting information.
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4.3 Application of the random phase approxima-
tion to the spin states of [Mn(taa)] in magnetic
fields

The manganese complex [Mn(pyrol)3(tren)],32 labelled [Mn(taa)],
was one of the first complexes explicitly shown to undergo a spin
state transition in magnetic fields. 32,33 The spin state transition and
change of connected properties of this complex have since been
subject to several experimental investigations.33,78–81 It is therefore
educational to investigate the theoretical behavior of this system in
a magnetic field. Fig. 1 outlines the ground state energies of the
approximately collinear states of [Mn(taa)] with Sz = 1 and Sz = 2
in a magnetic field of ±0-150 tesla aligned along the z-axis, as well
as the energy of the fully relaxed non-collinear state. Note that
the energy difference between the low-spin Sz = 1 and the high-
spin Sz = 2 state in the field free limit has been estimated to be
48 Kelvin (0.399 kJ/mol) from experimental data. 33 An estimate is
necessary, as neither DFT nor the RPA are capable of quantitatively
describing this small energy gap between the two spin states. Such
a shallow gap may even be ill described using the “gold standard”
coupled-cluster singles, doubles and perturbative triples CCSD(T)
method.

Fig. 1 outlines that if the molecule is suitably aligned, i.e. with
the z-axis along the Jahn–Teller distorted axis,,81 the behavior
of the ground state energy in a magnetic field ranging from ±0-
150 tesla oriented along the z-axis yields the expected near-ideal
behavior. The dependence of the ground state energy on the mag-
netic field can then be estimated using the Zeeman effect,

∆E(B) = µ⃗ · B⃗, (34)

as outlined in Fig. 1. The optimal behavior obtained from the Zee-
man effect is outlined by black lines in Fig. 1. The latter are hardly
visible, as deviations of the actually calculated curves from this op-
timal behavior are vanishing for the approximately collinear states.
As expected, the high-spin Sz = 2 state crosses the Sz = 1 state at
some point if the field vector chosen to be the {0,0,-1}. The field
strength at which the spin state transition occurs then mainly de-
pends on the energy difference between these two levels. If the
magnetic field vector is inverted to {0,0,1}, the ground state of the
molecule is accordingly destabilized, and the Sz = 2 state desta-
bilizes faster than the Sz = 1 state. Therefore, these states would
never cross, and no spin state transition would occur. However, full
non-collinear relaxation of the KS reference reveals that the true
KS ground state is actually stabilized even with the magnetic field
vector aligned along the {0,0,1} direction. DFT results confirm
that this state still has four unpaired electrons, corresponding to the
high-spin state. The difference in the relative field dependence be-
tween KS-DFT and RPA is small for this non-collinear state, but not
vanishing as for the other lines. Still, the magnetic field-dependent
energy shift of this state is dominated by the interaction of the elec-
tron spin with the external magnetic field. Correlation effects seem-
ingly only play a minor role for the [Mn(taa)] complex in the com-
parably weak magnetic fields investigated in this section. This can
however not be stated a priori, and it has been shown that correla-
tion effects become more important in stronger magnetic fields. 82

For [Mn(taa)] it can be concluded that, at least for the moderate
field strengths involved in switching the spin state, DFT is working
correctly concerning the relative energy shifts in a magnetic field.
As shown in Ref. 83, standard DFT exchange-correlation approx-
imations tend to be well behaved also in stronger magnetic fields,
though it is not known if this may change in certain situations. The
RPA can then provide a convenient way to perform a simple plausi-
bility check. The reasonable computational scaling of N4 will keep
it applicable to molecular systems of significant size. Furthermore,
KS-DFT is known to be troublesome for certain kinds of molecu-

lar interactions, as e.g. dispersion interactions, for which the RPA
works reasonably well. As magnetic fields have been shown to be
able to propagate novel bonding mechanisms, 84 the RPA will also
provide a convenient route to check DFT in case that gold standard
coupled cluster methods are computationally too involved for the
system of interest.

4.4 Application of contour-deformation GW to
Ln(III) ions

In this section, the ionization energies of the trivalent lanthanoids
Ce3+ to Yb3+ will be investigated using the non-time-reversal sym-
metric variant of the contour-deformation based GW method out-
lined in Sec. 2.3. Initially, the dependence on the chosen basis set
size will be investigated. As KS reference, the TMHF functional
will be used, as local-hybrids have been shown to perform excellent
for GW calculations.59 Furthermore, TMHF was already success-
fully applied to other properties of trivalent lanthanoid complexes
with excellent results, especially when compared to other density
functional approximations.56 The obtained ionization energies are
listed in Tab. 3.

Table 3: Ionization energies of trivalent lanthanoids, calculated us-
ing G0W0 and evGW at a TMHF KS reference at the given basis set
size. Experimental values taken from Refs. 85 and 86. Root-mean
square (RMS), standard (SD), and maximum absolute (Max.) devi-
ations additionally listed. All values in eV.

TZVPP QZVPP Ref.
Ion G0W0 evGW G0W0 evGW exp.

Ce3+ 35.38 35.76 36.02 36.45 36.91
Pr3+ 37.60 37.80 38.17 38.42 39.00
Nd3+ 39.00 39.67 39.56 40.27 40.60
Pm3+ 39.49 40.14 40.03 40.74 41.17
Sm3+ 40.04 40.66 40.55 41.23 41.64
Eu3+ 41.41 42.00 41.91 42.57 42.94
Gd3+ 42.76 43.55 43.23 44.06 44.44
Tb3+ 37.78 38.35 38.34 39.00 39.33
Dy3+ 40.28 40.23 40.82 40.86 41.23
Ho3+ 40.88 41.72 41.40 42.31 42.52
Er3+ 40.66 41.49 41.18 42.08 42.42
Tm3+ 40.89 41.75 41.39 42.33 42.41
Yb3+ 41.90 43.01 42.36 43.55 43.61

RMS 1.56 0.94 1.04 0.36
SD. 0.20 0.17 0.22 0.14

Max. 1.76 1.20 1.25 0.58

For the Ln3+ ions, the choice of basis set is crucial. Using
the triple-ζ x2c-TZVPPall-2c basis set leads to unacceptable large
root-mean-square (RMS) deviations of 1.76 and 1.20 eV for G0W0
and evGW respectively. While evGW significantly outperforms
G0W0, both are unsuitable for determining the ionization poten-
tial of lanthanoid ions when combined with a triple-ζ basis set.
Switching to the larger quadruple-ζ x2c-QZVPPall-2c basis set
significantly lowers the errors obtained for the IEs of the Ln3+

ions, providing results comparable to the standard errors of the
GW method.87 Especially evGW@TMHF combined with the x2c-
QZVPPall-2c method is able to reliably predict the IEs for the
whole series. Therefore, evGW should be preferred over G0W0
when treating lanthanoids within the GW method. The choice of
basis sets gains significant importance compared to standard GW
calculations. Only quadruple-ζ basis sets provide sufficient flexi-
bility to yield converged GW quasiparticle energies. evGW com-
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Figure 1: Magnetic field dependence of the S = 1 and S = 2 states of [Mn(taa)]. The magnetic field vector is aligned along the {0,0,1}
(positive energy branches, Bz =+1) and {0,0,-1} (negative energy branches, Bz =−1) vector. Magnetic field strength is varied from 0 to 150
tesla. Sz = 1 and Sz = 2 denote the approximately collinear states, while S=opt denotes the lowest energy non-collinear Kohn–Sham state for
the Bz =+1 branch. For the Bz =−1 branches, the collinear solutions are the lowest energy solutions. Energy difference between the Sz = 1
and Sz = 2 has been estimated as 48 Kelvin (0.399 kJ/mol) from experimental data.33

bined with a flexible basis set is therefore a viable choice to tackle
the electronic structure of lanthanoids.

To further investigate the performance of evGW , the depen-
dence on the reference density functional is outlined in Fig. 2.
The lines representing evGW@TMHF and evGW@TPSSh com-
bined with the quadruple-ζ basis set closely follow the experimen-
tal references, with RMS and standard deviations of 0.36/0.40 and
0.14/0.17 eV respectively. It is interesting to note that the error for
these two functionals nearly monotonically reduces as the nuclear
charge Z grows, with the largest errors found for Ce3+ and Pr3+,
and the lowest ones for Tm3+ and Yb3+. No such trend is observed
for ωB97M and PBE0. The ωB97M and PBE0 references feature
larger RMS deviations, but slightly lower standard deviations, hint-
ing at a more linear offset compared to the experimental results.
Overall, if combined with the large quadruple-ζ basis set, the de-
viations of evGW quasiparticle energies for trivalent lanthanoids is
not larger than the general error observed for the GW approxima-
tion.88 Starting point dependence is significant, but again compa-
rable to standard non-relativistic GW methods.57

4.5 Application of the contour-deformation based
evGW-BSE method to selected Ln3+ ions

Given the excellent performance of TMHF for the IEs of lan-
thanoids, it is also interesting to check the performance for the
combined evGW -Bethe–Salpeter equation (BSE) method for op-
tical excitations. While applying the BSE to the quasiparticle states
of the evGW calculations outlined in the Sec. 4.4 will yield a set
of excited states, the viability of this approach needs to be dis-
cussed first. For wavefunction based methods, the generalized 2c
and 4c Hartree-Fock references are sub-optimal starting points for
calculating excited states of trivalent lanthanoids, severely hamper-
ing standard equation-of-motion or linear response based coupled-
cluster schemes. This is due to the artificial breaking of time-

reversal symmetry in the HF reference state due to the single-
determinant ansatz. 25 To resolve this issue, multi-reference meth-
ods as e.g. complete-active space (CAS) methods have been em-
ployed within a relativistic framework. This however severely lim-
its the number of accessible molecular systems, as relativistic CAS-
SCF or multireference configuration interaction (CI) calculations
quickly become intractable for more than a few atoms. KS refer-
ences suffer from the same issue, artificially breaking time-reversal
symmetry due to their single-determinant nature. Neither time-
dependent DFT nor the GW -BSE ansatz can repair this initial fault
of the KS reference. Therefore, degenerate states may not be recov-
ered as such. Instead, this will lead to an artificial state splitting,
which strictly has to be kept in mind when performing GW -BSE
calculations for trivalent lanthanoid ions, or any other KS reference
that artificially breaks time-reversal symmetry. Curiosity and the
technical importance of lanthanoid ions however justifies a closer
investigation of the performance of the GW -BSE method on these
systems. The europium(III) ion is often of special interest, given its
intense 5D→ 7F emission. As Eu3+ also features a non-degenerate
7F0 ground state, it is among least problematic Ln3+ ions for single-
determinant methods. Still, with several low-lying excited states,
Eu3+ is a demanding case. Furthermore, Tb3+ and Yb3+ are also
interesting species in optical applications, either providing a modu-
lated variant of the Eu3+ emission lines (Tb3+), additionally stim-
ulating light emission,89 or emitting light in the near-infra red re-
gion (Yb3+). The latter two feature non-degenerate ground states,
adding considerable strain to the GW -BSE method. Additionally,
Yb3+ features an odd number of unpaired electrons, adding further
complexity to the system. Tab. 4 lists the excited states of these
three ions assessed using the evGW -BSE method.

The performance of evGW -BSE is respectable, leading to qual-
itatively correct results for all underlying functionals. evGW -BSE
is able to reproduce the 7F0 → 7FJ transition of Eu3+, though es-
pecially the three lowest state are very sensitive to the chosen pa-
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Figure 2: Trend of ionization energies (in eV) for the trivalent lanthanoid ions Ln3+, calculated using evGW@DFT and the x2c-QZVPPall-2c
basis set.

Table 4: Energy levels of the lowest excited states of Eu3+, Tb3+,
and Yb3+ for various evGW -BSE@DFT methods. All calculations
use the x2c-QZVPPall-2c basis set. All values in cm−1.

evGW@DFT-BSE

atom state TMHF ωB97M PBE0 TPSSh Ref.
7F1 671 169 122 690 370
7F2 709 1316 399 732 1040
7F3 856 1472 994 801 1890
7F4 2548 1678 1388 2370 2860

Eu3+ 7F5 3542 2667 2568 3443 3910
7F6 5651 4307 4230 5229 4948
5D0 16953 16679 15381 17298 17270
5D1 17909 18360 17587 17987 19030
5D2 20795 21703 21278 21017 21510
7F5 1449 873 1038 1148 2052
7F4 1868 1714 1924 1529 3314
7F3 5006 4494 4628 1907 4292

Tb3+ 7F2 5065 4781 4889 2502 4977
7F1 7104 6093 6164 2919 5432
7F0 7241 7133 6999 5483 5654
5D4 18582 19740 19068 18164 20454

2Fa
7/2 4140 3619 3583 3962 0

Yb3+ 2Fa
5/2 13857 14369 14497 14115 10214

diff. 9717 10750 10913 10153 10214
a) assessed as the difference of the centers of mass of the 2F7/2 and 2F5/2 states.

rameters of the underlying calculation. The 7F0 → 5DJ transitions
depend to a lesser extend on the underlying functionals, with the
kinetic-energy density dependent functionals TMHF, ωB97M, and
TPSSh yielding rather similar results. The latter are in very good
agreement with the experimental reference results. Only PBE0 de-
viates significantly for the 7F0 → 5D0 transition. Most importantly,
the results outlined in Tab. 4 demonstrate that evGW -BSE is able
to predict even excitations within the 4 f manifold of Eu3+ reliably.
Accuracy is comparable to complete active space approaches,90,91

at a significantly reduced cost. evGW -BSE results for Tb3+ yield
a similar picture, with slightly raised errors. For the 4 f 6 and 4 f 8

ions, the gap between the 7F and 5D manifolds is correctly repro-
duced. The important 7F2 → 5D0 transition of Eu3+ has a pre-
dicted excitation energy of 16097 cm−1 for evGW -BSE@TMHF,
which deviates by only 717 cm−1 from the experimental reference
results. Errors are not larger than generally expected from evGW -
BSE, with deviations being in the range of 1000-2000 cm−1. There-
fore, it is worth to try reproducing more complex spectra involv-
ing Eu3+. These results come with one important limitation. As
mentioned before, evGW -BSE is not able to reproduce the degen-
eracy of the respective states. Only a single component of each
excited state is found, representing the respective 4 focc → 4 fLUMO
(Eu) and 4 fHOMO → 4 fvirt (Tb) excitations. Therefore, only 6 ex-
cited states are extracted, contrary to the expected 48 states. The
missing 42 excited states are located at considerably higher ener-
gies, many eV above the ground state. While evGW -BSE was ex-
pected to fail to display the correct degeneracy behavior, the large
shift of the remaining 42 states is surprising. This large deviation
can be attributed to the inability of KS-DFT to describe degener-
ate atomic states with different magnetic quantum numbers.62,92

This deficiency cannot be repaired by the perturbation theory based
GW corrections used in this manuscript. Instead, density func-
tionals that correct this issue as well as possible within a single-
determinant ansatz need to be developed. Such a hypothetical den-
sity functional would be required to correctly react to the current
density, to account for current-carrying states. Further, this func-
tional should have a strong correlation component involved. Unfor-

8



tunately, no density functional approximation yet developed fulfills
both requirements with the required accuracy.

For the Yb3+ ion, featuring a 4 f 13 configuration, an artificial
crystal field splitting of the 2F5/2 and 2F7/2 states is observed,
which is on the order of a few thousand cm−1. Calculating the
center-of-mass, the energy difference can nevertheless be obtained
quite reliably from evGW -BSE for all tested density functionals.
When the dominant contributions are analyzed in detail for the
rather simple Yb3+ spectrum, it can be concluded that the exci-
tations to the excited 2F7/2 manifold are again characterized by a
single transition from an occupied 4 f spinor to the single unoccu-
pied 4 f spinor. Excitations within the 2F5/2 manifold are gener-
ally more complex, as the ground state itself belong to that man-
ifold. Indeed, this is reflected in the error of the splitting in the
degenerate states. For evGW -BSE@TMHF, the splitting between
the 2F5/2 levels is only about 2000cm−1, while the 2F7/2 levels
are split by 4000 cm−1, with the ground state being an addition-
ally 3000 cm−1 below the first excited state. Similar effects as for
Yb3+ have been observed for U5+ in Ref. 25 for time-dependent
HF and DFT. The latter features a 5 f 1 configuration, yielding an
energetic inversion of the 2F5/2 and 2F7/2 states, with the same
splitting pattern otherwise. It is further noted that these artificial
splittings are generally observed for systems with an unpaired num-
ber of electrons in single-determinant methods, not being limited to
f shells.93 The center-of-mass of the splitted states still aligns well
with experimental findings, but the usability in actual complexes
will be severely limited in these cases. Once the issues concern-
ing artificial splittings are sorted out, the errors obtained from the
2c TRS breaking GW -BSE method are again not larger than the
error obtained for its non-relativistic counterpart. 94 Starting point
dependence is moderate, with the local hybrid TMHF performing
consistently well.

4.6 Application of evGW-BSE to a Eu3+ complex
Ref. 66 presents an interesting complex that emits circular polar-
ized light stemming from a 5D→ 7F emission line. By cutting the
linking unit, a single active Eu3+ site is isolated. In the resulting
complex, outlined in Fig. 3, three pyridine-2,6-dicarboxylic amine
(PDCA) molecules coordinate a Eu3+ center.

Figure 3: Structure of [Eu(PDCA)3]3+ optimized using the
1c-X2C-r2SCAN density function in conjunction with the x2c-
QZVPPall-2c (Eu) and x2c-TZVPPall-2c (others) basis set.

The resulting [Eu(PDCA)3]3+ complex features a nine-fold co-
ordinated europium atom in an approximately C3-symmetric envi-
ronment. Fig. 4 shows the calculated evGW -BSE@TMHF absorp-
tion spectrum of the 7F0 ground state of the complex.

Main peaks can be found at 1.88 eV, 2.40 eV, 3.48 eV, and
3.80 eV. The first two excitations, being in the visible range, can

clearly be identified as f − f transitions from the NTO pairs. The
peak at 1.88 eV likely represents the principal 5D0 → 7F0 excita-
tion, with subsequent 5DJ states following. This corresponds to
a shift of 0.22 eV of this excitation when compared to the free
ion calculations. This introduced error can likely be attributed to
the limited space of quasiparticle states treated in the evGW re-
finement, as only a subset of 40 spinors can be kept active in the
evGW quasiparticle step. Nevertheless, the principal experimental
absorption spectrum outlined in Ref. 66 is well reproduced. Exper-
imentally, intra-ligand excitation peaks are observed at 3.52 eV and
4.05 eV, with the corresponding calculated peaks being located at
3.48 and 3.80 eV in the evGW -BSE calculation. These excitations
are strongly centered on the ligands, as outlined by their leading
natural transition orbitals (NTOs), depicted as insets of Fig. 4. The
absorption spectrum of the 7F0 ground state of the [Eu(PDCA)3]3+

complex can therefore be decomposed into two parts: That of the
central europium(III) ion, and that of the ligand shell. Unfortu-
nately, starting from the 7F0 state, the oscillator strengths or related
quantities of the 5D0 → 7FJ transitions with J ̸= 0 cannot be ob-
tained directly. Using the maximum overlap method (MOM), how-
ever the 5D0 excited state of the of the [Eu(PDCA)3]3+ complex
can be converged. The “projected initial-state MOM” (PIMOM)
method was found to be particularly effective for this task.95 As
starting point for the PIMOM approach, the scalar-relativistic 5D
state was chosen, from which the TMHF calculation converged
smoothly to the desired excited state. The evGW -BSE@TMHF
spectrum of the corresponding excited state is shown in Fig. 5.

Starting from the 5D0 state, the principal 5D0 → 7F0 emission
line can be found at 2.43 eV, being blue-shifted by approximately
0.33 eV when compared to the free ion. Again, this error is
attributed to the limited number of quasiparticle states corrected
within the evGW procedure, and additionally to the more complex
(and erroneous) way of obtaining the Kohn–Sham reference of the
excited state. Unfortunately, this also outlines that error cancella-
tion is of little help for the evGW -BSE method when applied to such
electronically complicated systems. Nevertheless, starting from the
7F0 state, the sequence of 7FJ states is well reproduced. They ap-
proximately span a range of 0.89 eV, corresponding to 7180 cm−1,
slightly larger than the span of 0.62 eV which is found experimen-
tally. The oriented rotator strength,96 which is tightly connected
to circular dichroism, 97 hints at the 5D0 → 7F1 being especially
active in that respect, in line with experimental observations and
the general assumption the this emission line has a large magnetic
component.98 The calculated lifetimes of the de-excitations shown
in Fig. 5 range from 1 to 5 milliseconds. This is again in very
good agreement with the experimental results of Ref. 66, where
a lifetime of 1.6 milliseconds is observed for the main emission
line. The sign change of the circular dichroism signal after the
5D0 → 7F1 peak is correctly reproduced. Furthermore, Fig. 5 indi-
cates that excitations from or to the 5D0 state are also more likely
to transfer charge between the central Eu atom and the ligand. NTO
analysis of the low-lying excitations reveals a significant contribu-
tion of ligand orbitals for the excitations at 0.45 eV and 0.95 eV.
Such contributions are not observed for excited states starting from
the 7F ground state at all. Compared to the evGW -BSE calcula-
tions performed on atomic Eu3+, it is interesting to note that the
artificially large splitting of the 7FJ states is largely gone, though
many of the states exhibit a vanishing oscillator or rotator strength
and are therefore not visible in Fig. 5. The loss of symmetry lifts
any degeneracy, making the electronic structure more accessible for
standard single-determinant KS based density functional approxi-
mations. The quasiparticle spectrum is significantly narrowed, and
only a slightly too large crystal field splitting remains as outlined in
Fig. 5. This is a remarkable result. The main deficiency is now that
the evGW quasiparticle treatment can only be carried out for a lim-
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Figure 4: Optical absorption (oscillator strength) spectrum of [Eu(PDCA)3]3+, calculated using 2c evGW -BSE@TMHF and the x2c-
QZVPPall-2c/x2c-TZVPPall-2c (Eu/other atoms) basis set. The insets show the leading hole (upper) and particle (lower) NTOs for the
most prominent excitations. An isovalue of 0.04 has been used to generate the NTO plots.

Figure 5: Optical absorption (oscillator strength) and circular dichroism (oriented rotator strenght) spectra of the 5D0 excited state of
[Eu(PDCA)3]3+, calculated using 2c evGW -BSE@TMHF and the x2c-QZVPPall-2c/x2c-TZVPPall-2c (Eu/other atoms) basis set. The
insets show the leading hole and particle NTOs for the most prominent peaks. An isovalue of 0.04 has been used to generate the NTO plots.
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ited range of spinors before calculations becoming intractable. In
this example, the spinors 300-339 where corrected using the evGW
method, which took approximately 3 days using a single NVIDIA
A100 GPU. The remaining spinors were shifted accordingly. In-
creasing the range of active spinors would also increase the overall
quality of results, but the evaluation of Eq. 27 becomes increasingly
demanding for states far away from the Fermi level as more and
more contours need to be calculated. Correcting all 3246 spinors
(or even 100 spinors around the Fermi level) is therefore currently
impossible. More efficient schemes of evaluating Eq. 25 need to be
developed and adapted to the two-component formalism.

5 Conclusion
A canonical auxiliary subspace formulation of the correlation en-
ergy in the random phase approximation as well as the correlation
self-energy in the GW approximation based on the resolution-of-
the-identity approximation valid for time-reversal symmetry break-
ing HF and KS references has been outlined. Compared to the
spectral variants based on the plasmon formula, the scaling of the
subspace-RI variants is reduced by at least two orders of magni-
tude, in combination with a largely reduced prefactor. This leads to
drastic speedups, enabling the application of the RPA and the GW
method to TRS breaking KS references with a few thousand basis
functions. Introduced errors are negligible when a suitable integra-
tion grid is chosen. For the latter, 256 points on a Gauss–Legendre
grid have been proven to yield fully converged results. Using the re-
formulation of the RPA, the spin state transition of the well-known
[Mn(taa)] complex was investigated, proving that electron correla-
tion only plays a minor role in the behavior of this complex in a
magnetic field. Furthermore, it could be shown that the GW -BSE
method is able to describe light-matter interactions for the elec-
tronically highly involved lanthanoids, and can even be used to in-
vestigate corresponding molecular systems with lanthanoid centers.
While certain drawback stemming from the single-determinant KS
reference cannot be resolved by the RPA and GW method, the re-
sults outlined in Sec. 4 are very encouraging. For example, it could
be shown that the 5D0 state of Eu3+ is more likely to participate in
ligand-metal charge transfer compared to the 7F0 state. Given the
combination of broad applicability and reasonable computational
cost of the outlined method, they will provide useful tools for the
frontiers of theoretical chemistry and physics. They allow for a de-
scription of complex molecular systems, including magnetic fields
and relativistic effects, at a reasonable timescale. Combined with
the recently developed GW -BSE damped response ansatz, 47 fur-
thermore relativistic open-shell systems or systems in finite fields
can be simulated in optical multiscale simulations, opening novel
possibilities to the field of in silico optical material design.99

6 Supporting Information
Reference and auxiliary subspace based RPA correlation energies
and G0W0 correlation self-energies for 36 small organic molecules
at 1000 tesla, detailed RPA and PBE0 energies of [Mn(taa)] from
0 to 150 tesla, evGW quasiparticle energies for trivalent lanthanoid
ions, and the optimized structures of [Mn(taa)] (S = 1 and S = 2
states) and [Eu(PDCA)3]3+ in xyz format can be found in the sup-
porting information.
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