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Abstract

Molecular dynamics (MD) simulations of gas-phase chemical reactions are typically

carried out on a small number of molecules near thermal equilibrium by means of

various thermostatting algorithms. Correct equipartitioning of kinetic energy among

translations, rotations and vibrations of the simulated reactants is critical for many

processes occurring in the gas phase. As thermalizing collisions are infrequent in gas-

phase simulations, the thermostat has to efficiently reach equipartitioning in the system

during equilibration and maintain it throughout the actual simulation. Furthermore,

in non-equilibrium simulations where heat is released locally, the action of the ther-

mostat should not lead to unphysical changes in the overall dynamics of the system.

In this study, we explore issues related to both obtaining and maintaining thermal
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equilibrium in MD simulations of an exemplary ion–molecule dimerization reaction.

We first compare the efficiency of Nosé-Hoover, Canonical Sampling through Velocity

Rescaling, and Langevin thermostats for equilibrating the system and find that of these

three only the Langevin thermostat achieves equipartition in a reasonable simulation

time. We also study the effect of unphysical removal of latent heat released during sim-

ulations involving multiple dimerization events, when global thermostatting schemes

are applied, which effectively cools down the reactants and leads to an overestimation

of the dimerization rate. Our findings underscore the importance of thermostatting for

the proper thermal initialization of gas-phase systems and the consequences of global

thermostatting in non-equilibrium MD simulations.

1 Introduction

Atomistic simulations of processes like gas-phase chemical reactions are typically performed

on a small number of reactants near thermal equilibrium. Molecular dynamics (MD) sim-

ulations in particular are often limited to small system sizes and short trajectories due to

the computational cost, especially if the interactions are described quantum mechanically.

In MD simulations, thermal equilibrium can be realized by employing various thermostat-

ting algorithms which are somewhat artificial but computationally highly effective. Some

standard thermostats are, however, problematic as they do not produce a proper canonical

ensemble and/or are prone to introduce spurious unphysical dynamics to the simulated sys-

tem.1–15 Perhaps the most famous of such thermostatting problems is the so-called “flying

ice cube” effect,1,2,15 which arises from unphysical transfer of kinetic energy from fast to slow

modes of motion, causing the system’s vibrational modes to freeze, while simultaneously re-

sulting in enormous translational and rotational energies. These kinds of violations of the

equipartition theorem, which states that the thermal energy should be equally distributed

over the system’s degrees of freedom (dof), ultimately affect the structural, dynamic, and

thermodynamic properties of the simulated system.2,12,15 Since most atomistic simulations
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rely on the use of available, well-tested simulation packages, understanding the implemen-

tation details of different thermostats in these codes is crucial, especially for systems with a

small number of dof.14 Despite a large body of studies and cautionary publications, pitfalls of

thermostatting are still recurring issues in many fields of computational physics, chemistry,

and molecular biology.12,14,15

In condensed matter systems, continuous energy exchange between molecules usually en-

sures equipartition of intramolecular dof. However, in the gas phase, this form of thermal

equilibration or energy relaxation is not efficient due to infrequent collisions at low densities.

At the same time, it is especially important to achieve equipartition when modeling reac-

tions in gas-phase systems, as the different partitions of the kinetic energy (translational,

rotational, and vibrational; hereafter referred to by the subscripts tr, rot and vib, respec-

tively) each have their own specific contribution to the reaction rate. Unimolecular reactions

(decay, evaporation, dissociation, decomposition, etc.) mostly depend on vibrational energy

and the rate of energy redistribution within a single molecular compound or cluster.16,17 For

canonical bimolecular reactions (related to e.g., association, charge exchange, or chemical

ionization), the reaction rate can be divided into a kinetic prefactor and an exponential

thermodynamic part,18

kbi−rxn = β(T ) exp

(
− Ea

kBT

)
, (1)

where β(T ) is the collision rate coefficient, Ea (≥ 0) the reaction-specific activation energy

barrier, kB the Boltzmann constant and T the overall temperature. Ideally, the equipartition

of energy over different modes of motion translates to Ttr = Trot = Tvib = T at equilibrium.

The kinematics of freely moving gas particles are largely dominated by the translational

motion (for non-interacting hard spheres, β ∝ Ttr
1/2), whereas the post-collision activation

depends mainly on the vibrational motion (leading to ln kbi−rxn ∝ T−1
vib ). The rotational

motion usually contributes little to the activation (for large compounds, dofvib ≫ dofrot),

although for systems with strong long-range interactions, rotational motion can affect the

collision trajectories, e.g., through dipole orientations.19,20 Given these distinct functional
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dependencies of the bimolecular reaction rate on the kinetic energies of the different modes

of motion, it is paramount to obtain the statistically correct energy distribution over these

modes when setting up MD simulations. Moreover, it is important to maintain this distri-

bution throughout the simulation if multiple reactions take place.

Direct reactive MD simulations have become common in many fields of physical chemistry.

For example, a recent advance in computational chemistry are so-called ab initio nanoreac-

tors21–23 in which the reaction pathways and mechanisms are explored without any a priori

heuristic rules by simulating a group of reactants. Also, in theoretical studies of atmospheric

new particle formation, where formation rates have mainly been determined based on cluster

free energies obtained from static configurational sampling,24 ab initio studies probing real

time cluster formation might become the new focus of interest,25 as little is known about

the dynamics of new-born clusters.26,27 Such simulations require efficient relaxation of the

system to the desired temperature and equipartition of energy prior to the simulation phase

involving reactions, and proper temperature control throughout the production simulation.

Chemical reactions and molecular association and dissociation, as a rule, involve some

excess energy or latent heat. Following the principle of energy conservation, the cohesive

energy of a bond is absorbed in/released from the system when a bond is broken/formed.

This excess energy is initially absorbed/released very locally, affecting the atomistic motion

of a small subset of the system only. Most thermostats, however, act globally by coupling

the entire system to a heat bath and are as such unable to distinguish between reactants

and products. Consequently, the heat release is balanced by uniformly scaling the kinetic

energies of all compounds subjected to the thermostat. While this issue is rarely considered

in the field of MD simulations of chemical reactions, the problem related to global ther-

mostatting has been previously acknowledged in studies of fullerene formation from carbon

vapor condensation,7 and silicon or metal nanoparticle synthesis.9,28 The effect of excess

energy release is analyzed in detail in the special case of homogeneous nucleation in the gas

phase.3,11,29–31 In these nucleation simulations the number of reacting monomers is often very
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large and the amount of excess energy relatively low, and hence the problem is likely even

more pronounced in small-scale reactive MD simulations where a more substantial excess

energy is shared between a smaller number of reactants.

In this study, we explore issues related to both obtaining and maintaining thermal equi-

librium when performing MD simulations of bimolecular reactions in the gas phase, close to

the free molecular regime.32,33 We focus on simulations of flexible molecular compounds with

explicit internal dof, i.e., vibrational modes. First, to study issues related to establishing

thermal equilibrium and equipartitioning, we tested the often-used Nosé-Hoover, Canoni-

cal Sampling through Velocity Rescaling, and Langevin thermostats, using a system of 30

dimethylammonium ions, (CH3)2NH
+

2 . Then, to study the effect of thermostatting dur-

ing the non-equilibrium production stage, we compared results obtained from two distinct

dimerization simulation setups. The first setup is a stochastic dimerization simulation of 15

dimethylamine, (CH3)2NH, molecules and 15 (CH3)2NH
+

2 ions in a constant volume and

periodic boundary conditions. The second setup consists of trajectory simulations of a large

number of independent (CH3)2NH–(CH3)2NH
+

2 dimerization events over a range of relevant

collision geometries and relative velocities.

As the aim of this study is primarily methodological, the potential problems related

to thermostatted simulations are investigated using a computationally inexpensive classical

force field approach, rather than a chemically more realistic reactive force field or a quantum

mechanical description of the compounds and their interactions. This approach allows us to

minimize the statistical uncertainties of our results, while the observations and conclusions

remain equally valid for more complex reactive or ab initio simulations of gas-phase systems.

The remainder of this paper is organized as follows: In Section 2, we briefly discuss the

force field model, implementation details, thermostat algorithms, and simulation schemes.

In Section 3, we report and discuss the efficiency of the different thermostats for thermaliz-

ing and realizing equipartition of energy in small gas-phase systems. In Section 4, we study

the effect of thermostatting on a non-equilibrium process, by analyzing the results of the

5



dimerization simulations. In Section 5, we summarize the main issues and best practices

related to thermostatting in gas-phase MD simulations and conclude the paper.

2 Methods and Simulation Details

2.1 Simulated Compounds and Force Field

As test compounds, we studied the neutral dimethylamine molecule, (CH3)2NH, and the

positively charged dimethylammonium ion, (CH3)2NH
+

2 . To describe these compounds

and their interactions, we employed a force field fitted according to the OPLS all-atom

procedure.34 In the OPLS force field, the intramolecular interactions consist of harmonic

bond potentials between covalently bonded atoms, harmonic angle potentials between atoms

separated by two covalent bonds, and dihedral angle potentials between atoms separated by

three covalent bonds,

UOPLS
intra =

Nbonds∑
i=1

kb
i

2

(
ri − r0i

)2
+

Nangles∑
j=1

kθ
j

2

(
θj − θ0j

)2
+

Ndihedrals∑
k=1

4∑
n=1

Vn

2

[
1 + cos

(
nϕk − ϕk

n

)]
, (2)

where kb
i , ri, and r0i are the force constant, instantaneous, and equilibrium length of bond

i, kθ
j , θj, and θ0j the force constant, instantaneous, and equilibrium value of angle j, and Vn,

ϕk
n, and ϕk the Fourier coefficients, phase angles, and instantaneous value of the dihedral

angle k.

The intermolecular interactions, as well as intramolecular interactions between atoms

separated by more than three covalent bonds, are described by Lennard-Jones potentials

between atoms i and j separated by a distance rij, with distance and energy parameters σij

and ϵij, and Coulomb interactions between the atoms’ partial charges qi and qj,

Uinter =

N1∑
i=1

N2∑
j=1

4ϵij

[(
σij

rij

)12

−
(
σij

rij

)6
]
+

N1∑
i=1

N2∑
j=1

1

4πϵ0

qiqj
rij

, (3)
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where ϵ0 is the vacuum permittivity.

The OPLS force field parameters used in this study were obtained from Loukonen et al. 35 .

We note that in the original OPLS force field, Lennard-Jones and Coulomb interactions

between atoms separated by three covalent bonds (“1-4 interactions”) are scaled by a factor

0.5. Loukonen et al. 35 set this scaling factor to zero when fitting the force field parameters.

For consistency, we have also set these interactions to zero in our simulations.

2.2 Implementation Details

All MD simulations were carried out with the LAMMPS code36, using a Velocity-Verlet

integrator with a time step δt = 1 fs. Coulomb and Lennard-Jones potentials in the OPLS

force field were cut off at 50 Å, or 150 Å, for gas-phase simulations, and collision trajec-

tory simulations, respectively. We tested that, for the gas-phase simulations with periodic

boundary conditions, truncating the Coulomb potential does not affect system properties

compared to computing the long-range electrostatics using a particle-particle-particle-mesh

(PPPM) solver.

In MD simulations, the temperature of the system is defined by the kinetic energy of

the atoms. To determine the different partitions of the kinetic energy and temperature of

specific compounds, the built-in functionalities of the LAMMPS simulation package37 were

used. In LAMMPS, up to 30 individual groups of atoms can be defined. Partly due to

this restriction, the simulations here are limited to systems with 30 molecules or ions. For

each group, the command compute ID group-ID temp can be used to calculate the group’s

total instantaneous temperature (Ttemp), and commands compute ID group-ID temp/com

and compute ID group-ID temp/rotate to obtain the temperature after subtracting the

center-of-mass (com) motion (Tcom) and after subtracting both the com and rotational motion

(Trotate), respectively. Please consult the online documentation for LAMMPS37 for more

details about the commands and the particular use of temperature (and dof) in the code.
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Each of these “temperatures” are related to the respective kinetic energy through the relation

Kx =
3n

2
kBTx, (4)

where n is the number of atoms in the group. Thus, the actual instantaneous tempera-

tures corresponding to the translational, rotational and vibrational motion of a non-linear

compound can be calculated according to the number of respective dof as

Ttr = n(Ttemp − Tcom), (5)

Trot = n(Tcom − Trotate), (6)

Tvib =
n

n− 2
Trotate. (7)

Note that in LAMMPS three dof are subtracted by default when computing temperatures,

to account for the com motion of the entire system. When applying eqs 5–7, this default

should be disregarded for each compute command (by using command compute modify

compute-ID extra/dof 0). Otherwise, for small groups in particular, the values of the

different energy components will be severely underestimated.

2.3 Thermostat Algorithms

In our simulations, we focus on the widely used Nosé-Hoover (NH), Canonical Sampling

through Velocity Rescaling (CSVR), and Langevin thermostats, which are all able to gener-

ate correct canonical kinetic energy distributions unlike some other thermostats (e.g., basic

Velocity Rescaling or the Berendsen thermostat38,39). The strength of the coupling of the

system temperature to the heat bath temperature is conveniently defined by a coupling time

constant τ , which can be translated to intrinsic parameter values for different thermostat-

ting schemes. As a very general rule, τ > 20δt.40 In the following, we briefly introduce

the different thermostatting algorithms, for more details we refer the reader to the original
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articles41–44 and other useful sources.12,37,39,40,45

2.3.1 Nosé-Hoover

The Nosé-Hoover thermostat41,42 (NH) is one of the most widely used thermostats (e.g.,

it is the default thermostat in LAMMPS). In this extended ensemble approach, the heat

bath is reduced to a fictitious dof (or “virtual particle”) which interacts with the actual

system to achieve the correct kinetic energy distribution. The time constant determines the

temperature-dependent friction parameter of the extra dof by changing the mass parameter

of the the virtual particle. The Nosé-Hoover thermostat is deterministic and global. By

chaining NH thermostats, some ergodicity issues related to small systems can be avoided.46

Here, we have used a NH thermostat with three chains.

2.3.2 Canonical Sampling Through Velocity Rescaling

The Canonical Sampling through Velocity Rescaling (CSVR) or Bussi-Donadio-Parrinello

thermostat43 stochastically alters the momenta of the atoms globally according to the canon-

ical energy distribution at the end of each simulation time step. Thus, unlike other rescaling

thermostats (namely the Berendsen or the Velocity Rescaling), CSVR adequately samples

the canonical ensemble as natural temperature fluctuations are allowed. The time constant

scales the temperature relaxation, analogously to the Berendsen thermostat.38

2.3.3 Langevin

Another widely used stochastic thermostat is the Langevin thermostat.44,47 The simulated

system is made to obey Langevin dynamics by introducing a virtual solvent around the atoms

causing friction through localized random collisions. The system undergoes semi-Brownian

motion to a degree set by the coupling constant τ . This shift towards Brownian dynamics

by the Langevin thermostat results in notable dampening of dynamical processes which may

not reflect the desired environment and transport properties of the studied system. The
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systems using global NH and CSVR thermostats produce more realistic gas-phase dynamics

regardless of applied τ . A detailed study on the subject is provided by Basconi and Shirts 8 .

2.4 Simulation Schemes

2.4.1 Equilibration of a Gas in the Canonical Ensemble

We have carried out a set of equilibration MD simulations to test the dynamics of kinetic

energy redistribution with the aforementioned thermostats. In these simulations, a system

consisting of 30 (CH3)2NH
+

2 ions is equilibrated to a target temperature of 300 K. The

reason for simulating a system consisting only of cations is purely practical: the repulsive

forces prevent clustering which would affect the analysis of kinetic energy partitioning as

rotational and translational dof would be substituted for vibrational modes in the cluster.

Since no bond formation takes place, the simulated system will stay in a gaseous state and

should achieve equilibrium in a finite time.

The major difference to the setup used in the recent study on thermostats by Braun

et al. 12 is that instead of first equilibrating each system with a Langevin thermostat, here

the systems are thermostatted with one particular thermostat, with initial random velocities

drawn from a Boltzmann distribution corresponding to the target temperature. As these

atomic velocities are arbitrarily assigned to the entire system without any consideration for

molecular structure, or equipartition within the different modes of motion, the initial states of

individual compounds can be far from equilibrium. In this standard initialization procedure,

the energy re-partitioning via subsequent thermostatting is considered to be swift,39 but as

will be seen, this assumption may not hold for flexible compounds in the gas phase, where

energy transfer via collisions is relatively rare. More details of the equilibration simulation

setup is given in Section 3.
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Figure 1: Illustration of the two simulation setups for the dimerization of (CH3)2NH and
(CH3)2NH

+
2 (not to scale). Left: In Setup 1, we study the time evolution of 15 (CH3)2NH

and 15 (CH3)2NH
+

2 originally in thermal equilibrium, in a cubic simulation box with 3D
periodic boundary conditions (periodic images of the system are shown as translucent atoms).
Right: In Setup 2, we sample the collision statistics of two individual reactants as a function
of their impact parameter b along the z-axis and their relative velocity v along the x-axis,
for different randomized starting orientations and angular velocities ω1 and ω2. Reactant
atoms are color coded as follows: carbon is gray, nitrogen is blue, hydrogen is white.

2.4.2 Dimerization Simulations

To investigate the problems of maintaining thermal equilibrium when simulating the aggre-

gation of molecules and ions, we compare two distinct simulation setups for the dimerization

of (CH3)2NH and (CH3)2NH
+

2 . The key features of the setups are illustrated in Figure 1.

Setup 1: A straightforward approach to study reaction pathways, rate parameters and

other mechanistic details of physico-chemical processes is to simulate a freely evolving con-

tinuous system consisting of multiple reactants near thermal equilibrium. In these simula-

tions, the observed reactions occur stochastically and thus, to acquire statistically significant

results, one can either perform a substantial number of individual simulations of small sys-

tems (where only a few events occur), or one simulation of a very large system containing

numerous reactants (leading to many events). To emulate a typical simulation setup for

systems with complex interactions, the simulations presented here are carried out for rather
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small systems containing 15 molecules and 15 ions in a simulation box with a constant cubic

volume of V = (300 Å)3, using periodic boundary conditions. The system is first shortly

equilibrated using the best performing thermostat according to the equipartition test. After

equilibration, the system is allowed to evolve in either the NVE or NVT ensemble, using a

NH thermostat. The total linear momentum is conserved and three dof are hence disregarded

during thermostatting (i.e., the default setting in LAMMPS is used). This setup allows us

to study both equilibrium properties and non-equilibrium processes.

Setup 2: In addition, we carried out more controlled trajectory simulations for isolated

systems of (CH3)2NH and (CH3)2NH
+

2 moving towards each other with a certain initial

relative velocity v and impact parameter b (the right-hand side of Figure 1). In these

simulations, the two compounds are equilibrated together beyond the force field cut-off of

150 Å using the best performing thermostat in our equipartition test. After each time step,

the respective com motion of each compound is removed keeping them both at rest during

the equilibration and the loss of translational energy is not compensated by rescaling other

energy components. Thereby the correct equipartition of rotational and vibrational modes

was reached over the sampled configurations. After equilibration, the two compounds are

set on a trajectory towards each other in the NVE ensemble. Numerous trajectories are

simulated for various (v,b) pairs to obtain sufficient statistics allowing accurate calculations

of collision cross sections and dimerization rate coefficients, as well as detailed geometric and

dynamic analyses of the collision trajectories.

Further details of both dimerization simulation setups are provided in Sections 4.2 and

4.3, respectively.
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3 Equipartition in Thermostatted Flexible Molecular

Compounds

Systems consisting of N = 30 (CH3)2NH
+

2 ions were simulated for several nanoseconds

coupled to Langevin, Canonical Sampling through Velocity Rescaling (CSVR), or Nosé-

Hoover (NH) thermostats, set to a target temperature T0 = 300 K, using three different time

constants, τ = 0.1, 1.0, or 10.0 ps. Each simulation was started from an identical initial

configuration of atomic positions and velocities.

In each system, we observed that the overall kinetic temperature T fluctuates around

300 K with a standard deviation (std) of ∼ 13.5 K, which matches the expected value,48

std =
√

2/dof T0 =
√

2/(3nN − 3)T0. However, maintaining the correct distribution of

total kinetic energy alone does not guarantee correct equipartition into the different modes

of motion through the action of the thermostats. The respective temperatures of different

modes computed according to eqs 5–7 are shown in Figure 2. For these simulated systems

of classical, flexible compounds to satisfy the equipartition theorem, it should hold that

Ttr = Trot = Tvib = T0. As shown in Figure 2, the Langevin thermostat clearly performs best

at bringing the system to equilibrium and the correct equipartitioning of energies. Even

for the weakest coupling, τ = 10.0 ps, the vibrational temperature reaches 300 K in less

than 100 ps. The temperature fluctuations are again close to the theoretical values for the

canonical ensemble: for both translational and rotational temperature, std = 44.7 ± 0.1 K

≡
√
(2/3N)T0, and for vibrational temperature, std = 14.9± 0.1 K ≡

√
2/(N(3n− 6))T0.

Note that apparent increase of the fluctuations with time in Figure 2 is only due to the

logarithmic time axis.

When using either the CSVR or NH thermostat, the system remains out of thermal

equilibrium for a significant amount of time. First the kinetic energies are redistributed and

a brief quasi-steady state is achieved where the translational and rotational temperatures

are above and the vibrational temperature is below the target temperature T0. Even for the
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Figure 2: Time evolution of different temperature partitions of (CH3)2NH
+

2 ions during
equilibration using different thermostats set to a target temperature T0 = 300 K. From left to
right: Langevin, Canonical Sampling through Velocity Rescaling (CSVR) and Nosé-Hoover
thermostats. From top to bottom: translational, rotational and vibrational temperatures.
Thermostat time constants τ = 0.1, 1, and 10 ps are represented by blue, red, and green
lines, respectively.

smallest value of τ (i.e., strongest coupling), achieving equipartitioning with CSVR takes

over one nanosecond. For the most commonly used canonical thermostat, i.e., NH, the

equilibration is a very slow process and does not significantly depend on τ . Almost one

microsecond of thermostatting with NH is required to achieve equipartition of the different

modes of kinetic motion for the studied system. For rather trivial gas-phase MD simulations,

these are very long time scales to properly equilibrate the systems.

We further verified the general independence of these results from the starting config-

uration by studying 100 individual simulations for each thermostat with τ set to 1.0 ps,

starting from different initial atomic positions and velocities. The obtained average temper-

atures, sampled during the quasi-steady state reached between 100 and 200 ps are presented

in Figure 3. Similarly as for the long single runs presented in Figure 2, the CSVR and NH

thermostats systematically assign too much energy to the translational and rotational modes

at the expense of the vibrational modes.
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Figure 3: Overall system temperature and the different temperature partitions calculated
averaged between 100 and 200 ps for 100 individual simulations of 30 (CH3)2NH

+
2 ions,

using different thermostats. The unhatched bars correspond to simulations carried out with
the Canonical Sampling through Velocity Rescaling (CSVR) and Nosé-Hoover thermostats,
after an initial equilibration of 100 ps using a Langevin thermostat. The target temperature,
T0 = 300 K, is indicated by the horizontal gray line.

The failure of CSVR and NH originates in their global working principle: after every

time step the system’s momenta undergo a uniform transformation and thus no net energy

exchange between translational/rotational and vibrational degrees of freedom occurs. This

exchange of energy requires physical interactions, i.e., collisions, between the compounds

or an inert carrier gas. Indeed, we verified that for a condensed matter system of 216

(CH3)2NH molecules at T = 250 K and liquid density ρ = 676 kg m−3 (V = (28.8 Å)3),

equilibration and proper equipartition within a few picoseconds could be observed using

Langevin, CSVR, or NH thermostats, for all coupling time constants τ (here, long-range

electrostatics were evaluated using the PPPM method, otherwise the simulation protocol

was identical to the gas-phase simulations). However, achieving equilibration through a

large number of consecutive collisions is very inefficient when studying gas-phase systems

near the free molecular regime. Assuming that the ions considered here act as hard spheres

with cross sections of approximately 100 Å2, two ions are expected to interact roughly

every nanosecond at the simulated conditions. This is comparable to the time scales of

equilibration seen in Figure 2 for CSVR and NH thermostats. On the other hand, using a
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Langevin thermostat, the momenta are not conserved and the energy exchange is facilitated

by the fictitious solvent.

In practice, the issues of NH and CSVR can easily be overcome by first driving the system

towards equilibrium with a short run using the efficient Langevin thermostat, before starting

the production run with a global thermostat, as required by the dynamics of the system.

The unhatched bars in Figure 3 show averages of the respective temperature partitions for

the CSVR and NH thermostat after an initial equilibration of 100 ps was performed with

a Langevin thermostat. This indeed shows that both CSVR and NH are able to preserve

equipartition, once it has been achieved. A more general demonstration of consecutive use

of different thermostats is given by Braun et al. 12

4 Effect of Thermostatting and Equilibration on Dimer-

ization Rates

In Sections 4.2 and 4.3, we concentrate on determining the rate of dimerization of (CH3)2NH

and (CH3)2NH
+

2 with two standard molecular dynamics approaches: stochastic dimerization

simulations in a finite volume of gas (Setup 1) and individual collision trajectory simulations

(Setup 2). The presented results and observations will not only highlight the importance

of proper equilibration of the simulated systems but also the underlying issues related to

thermostatting in simulations of non-equilibrium processes.

4.1 Definition of a Dimerization Event

First, the analysis of dimerization simulations requires a rigorous definition for the dimer-

ization event. Due to the large amount of data generated by the presented calculations, the

criterion for dimerization should be based on a minimum amount of information while being

unambiguous so that the monitoring of the system can be automatized. The following rules

for an actual dimerization event are used in both simulation approaches.

16



0 5 10 15 20 25 30
Time frame

Monomer

Dimer

Trimer

C
lu

st
er

 s
iz

e

1 2 3 4 5

"Dimerization event"

"Non-dimerization event"

A
B

C D

Short threshold distance
Large threshold distance

Figure 4: Schematic illustration of the dimerization detection procedure used to analyze
the simulated (CH3)2NH–(CH3)2NH

+
2 systems. The evolution of an individual “cluster”

is monitored in every time frame (recorded each picosecond), based on the com distances.
Time frames at which the cluster becomes a dimer (marked by full circles) correspond to
dimerization events only if specific conditions are fulfilled: the cluster has to emerge from
monomers (to prevent false detections from dissociation processes, shown as Non-event A)
and the cluster has to be identified as a dimer for at least 5 subsequent time frames (Event
B and Non-event C). Having a too short threshold distance might also result in misidentified
evaporation events (Non-event D).

Generally, in our analysis a dimer is identified when the center-of-mass (com) distance

between (CH3)2NH and (CH3)2NH
+

2 is shorter than some threshold value, and no other

molecules or ions are within this range. More specifically, a dimer has to originate from

two free monomers (molecule and ion), i.e., possible fragmentations from larger clusters into

dimers are disregarded. As the fluctuations of a formed dimer around the equilibrium com

distance of the two monomers (about 3.6 Å) can be rather large, especially immediately after

collision, the threshold distance has to be large enough to prevent overcounting of dimeriza-

tion events due to recombination. Here, we have used a threshold distance of 10 Å, which is

roughly equal to the observed maximum impact parameter in the trajectory simulations at

the high velocity limit (see Section 4.3). Such a large threshold value, on the other hand, can

lead to mistaking a “fly-by” for a dimerization event. To prevent this, we have introduced

an additional criterion that the com distance between the monomers has to be below the

threshold for at least 5 subsequent time frames recorded every 1 ps. The complete dimer-

ization detection procedure is illustrated in Figure 4 for an individual “cluster”, fluctuating

between monomer, dimer, and trimer, during a fictitious simulation.
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4.2 Stochastic Dimerization Simulations

We simulated multiple systems of 15 (CH3)2NH and 15 (CH3)2NH
+

2 in a constant volume

of V = (300 Å)3 at target temperatures T0 = 200 and 300 K. In these freely evolving

simulations, dimerization can occur stochastically. Based on the discussion in Section 3, we

have guaranteed the correct initial kinetic energy distribution in the system by applying a

Langevin thermostat (τ = 0.1 ps) for 100 ps before starting the actual production simulation.

Note that here we have refrained from studying or demonstrating the direct dynamical effect

of improper equilibration while using CSVR or NH thermostats mainly because the effect

depends highly on the selected length of the equilibration period and the studied system in

general. The overall effect of improper initialization/equilibration, however, will be revealed

in Section 4.4 by further analyzing the role of different modes of motion in the dimerization

of (CH3)2NH and (CH3)2NH
+

2 .

After the short equilibration with the Langevin thermostat, the system is simulated for

another 5 ns either without a thermostat (NVE) or with a thermostat applied to all atoms

(NVT). Despite the demonstrated efficiency of the Langevin thermostat to bring a system to

thermal equilibrium, the applied dissipative forces are incompatible with simulations of the

free molecular regime. In fact, due to the Brownian motion under the Langevin thermostat,

no clustering can occur during the equilibration period. Thus, for the NVT production

simulations we have used the NH thermostat with a coupling constant τ = 0.1 ps.

The additional NVE dynamics runs serve as a reference point for the NVT simulations

since the issues related to latent heat and its subsequent removal via the thermostat are not

present. Every occurrence of dimerization will release some quanta of energy, q > 0, equal

to the binding energy, which is eventually dissipated through the thermostat. However, due

to the global working principle of thermostats like NH and CSVR, latent heat release results

in the temperature of the whole system being scaled down. The specific atoms of a cluster

carrying the excess energy q are not distinguished by the algorithm and these atoms remain

relatively “hot” while the rest of the system is cooled below the target temperature. The
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magnitude of this divergence in molecular temperatures during clustering can be estimated

in a simplified manner: On average, a thermostat (connected to a heat bath at T0) conserves

the total kinetic energy of a system consisting of N identical monomers with n atoms each,

K = (3nN − 3)kBT0/2. In addition to the kinetic energy carried by individual monomers

(corresponding to temperature T1), each dimerization event introduces roughly q/2 kinetic

energy (for large compounds q is almost equally divided between kinetic and potential en-

ergy). Thus, the system’s kinetic energy after ndim dimerization events can be expressed

as

K ≈ 3nN

2
kBT0 =

3nN

2
kBT1 +

ndimq

2
. (8)

The effective monomer temperature Tmon due to dimerizations in a globally thermostatted

system is thus expected to be

Tmon = T1 = T0 −
ndimq

3nNkB
. (9)

Clearly, the decrease in Tmon depends highly on the system size, N and n, and the excess

energy, q. The latter can be readily calculated as the difference between the potential ener-

gies of thermally equilibrated monomers and the dimer. Carrying out such MD calculations

for isolated monomers and dimers at T0 = 200 and 300 K, we obtained q = 0.80 ± 0.01 eV

for (CH3)2NH–(CH3)2NH
+

2 dimers. Thus, for example, if half of the monomers have trans-

formed into dimers (ndim = N/4, n = 10.5), the observed temperature of the rest of the

monomers would be reduced by about 37% and 25% at T0 = 200 and 300 K, respectively.

Since the monomer temperature decrease is not directly seen in the standard simulation

output, such an effect can cause a notable hidden dynamical bias in the NVT simulations.11

Thus, events observed at different moments during a simulation are not necessarily compa-

rable with each other.

Possible temperature evolution of the system aside, the canonical rate of dimerization

can be obtained from the first-order reaction equation for freely varying concentrations of
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the reactants (“mol” and “ion”) at thermal equilibrium. Accordingly, the time-evolution of

dimerization events in a constant volume V can be described as49

1

V

dndim(t)

dt
= β(T )

Nmol(t)

V

Nion(t)

V
. (10)

Since all dimerization events are considered to be independent of each other, data obtained

from Nsim individual simulations (carried out at equal temperature T0) can be analyzed

together, and the average dimerization rate coefficient can be calculated as

βstoc(T ) =
V
∑Nsim

j=1 ndim(j)∑Nsim

j=1

∑ndim(j)
i=1 Nmol(i, j)Nion(i, j)∆t(i, j)

, (11)

where Nmol(i, j) and Nion(i, j) are the average numbers of monomers between two dimer-

ization events i and i− 1 in the jth simulation, and the time elapsed between these events

is ∆t(i, j). Similarly, the average monomer temperatures (Tmon, Tmon
tr , Tmon

rot and Tmon
vib ) are

monitored between the events (for the first dimerization event of a simulation, the averaging

starts after the equilibration period has ended).

A large amount of data and thus large Nsim is required to achieve sufficient accuracy for

βstoc. For each studied system (NVE or NVT, T0 = 200 or 300 K), we carried out at least

1,000 individual simulations, resulting in Nevents =
∑Nsim

j=1 ndim(j) > 10,000. The detailed

numbers are presented in Table 1. These statistics allow for accurate determination of the

rate coefficients using eq 11. While the formation of (CH3)2NH–(CH3)2NH
+

2 dimers is most

likely, other clusters occur as well and this is taken into account when calculating the time-

dependent Nmol and Nion. Here, we only concentrate on the rate of the ion–molecule dimer

formation mainly due to the lack of good statistics for the other events.

The dimerization rates given by eq 11 for systems at T0 = 200 and 300 K are shown in

Figures 5a and b, respectively. The simulations are run until the averages of βstoc are properly

converged, which requires about 1,000 individual dimerization events for the studied systems.

Based on the results shown in Figure 5, we have roughly estimated that the uncertainty of
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Table 1: Stochastic MD simulation results for (CH3)2NH–(CH3)2NH
+

2 dimerization, carried
out for NVT or NVE systems initialized at temperatures T0 = 200 and 300 K: Simulation
box volume (V in 107 Å3), number of individual simulations (Nsim), total number of ob-
served dimerization events (Nevents), dimerization rate coefficient given by eq 11 (βstoc in
10−15 m3s−1), and average monomer temperatures of different partitions (in K)

T0 V Nsim Nevents βstoc Tmon Tmon
tr Tmon

rot Tmon
vib

NVT 200 2.7 2,180 22,608 3.02±0.10 155.5±2.5 138.9±2.0 137.8±2.9 159.5±1.9
NVE 200 2.7 1,000 11,296 2.41±0.10 204.9±1.7 217.8±1.6 216.0±1.1 202.0±1.7
NVT 300 2.7 1,000 10,891 2.26±0.10 254.7±5.2 237.1±3.1 239.4±2.6 258.5±4.0
NVE 300 2.7 1,000 13,074 1.94±0.10 312.2±4.8 330.9±9.7 322.6±7.3 308.8±4.3

βstoc is δβstoc ≈ 10−16 m3s−1. For both initial temperatures considered, the simulations

carried out with a thermostat (NVT) result in statistically significantly higher values of βstoc

compared to the NVE simulations. This difference is especially notable for T0 = 200 K.

As anticipated based on prior studies3,11 and eq 9, thermostatting during dimer formation

affects the monomers by decreasing their kinetic energies. The average monomer tempera-

tures (Tmon, Tmon
tr , Tmon

rot , Tmon
vib ) over all simulations are presented in Table 1. Average Tmon

are further shown as a function of formed dimers for the studied systems in Figures 5c and

d. While the monomer temperatures remain near T0 in the NVE simulations, the NVT

simulations exhibit a significant drop of the average value of Tmon. The monomer cooling

in the NVT simulations closely follows the simplified model given by eq 9 until about 10

dimers have appeared in the system. Based on the general trend of decreasing βstoc with

increasing Tmon (a characteristic feature for ion–dipole capture as will be discussed later),

the observed discrepancy between βstoc obtained from NVT and NVE simulations can be

attributed to the altered monomer temperature in the NVT simulations. At the late stages

of the simulations, the average time between consecutive dimerization events is long. During

this time, existing dimers (or other clusters) are able to dissociate and thus release “hot”

monomers (a reverse process to association). This is the main reason for the discrepancy

between eq 9 and the observed Tmon as ndim > 9. Unlike the NVT simulations, the monomer

temperatures stay near the target temperature when no thermostat is applied during the

period of dimerization. In these NVE simulations, the excess energy does not affect the
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Figure 5: Left: Running average of the dimerization rate coefficients obtained from the
stochastic MD simulations at (a) T0 = 200 and (b) 300 K as a function of observed total
events Nevents calculated using eq 11. The results from the NVT and NVE simulations are
shown as thick solid lines, and thin dashed lines, respectively. The shaded areas in panels (a)
and (b) indicate the respective final averages βstoc ± 10−16 m3s−1. Right: Average monomer
temperatures after ndim dimerization events observed in the simulations at (c) T0 = 200 and
(d) 300 K. Results from NVT and NVE simulations are shown as full, and open circles,
respectively. The dashed lines show the predicted monomer temperature evolution due to
latent heat release during dimerization, given by eq 9.

monomers significantly, but again at the late stages the monomer temperatures increase. It

should also be noted that the statistics are best for small ndim: about 90% of the simulations

result in at least 9 dimerization events, whereas 13 or more events were observed in only

10% of the simulations.

Due to the small number of degrees of freedom and natural fluctuation of temperature,

the observed standard deviations cannot be taken as the uncertainties of the monomer tem-

peratures. Instead, we have crudely estimated the error of Tmon to be the difference of the

observed and expected standard deviation. In the error analysis, the effect of dimeriza-

tion on monomer count is considered. The estimated errors are presented in Table 1; the

uncertainties are minor, only about 1–3%, for most systems and temperatures.
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4.3 Dimerization Trajectory Sampling Simulations

The issues related to excess energy release during dimerization and its appropriate removal

from the simulated system can be avoided by concentrating on the dynamics of an iso-

lated event. A straightforward approach is to set two compounds on a collision course with

some well-defined initial relative velocity v and collision geometry, i.e., impact parameter

b (depicted in Figure 1). In these classical trajectory simulations,20,32,33,50,51 a number of

individual trajectories are studied for each pair of v and b by varying the initial state of the

system. Adequate sampling over different rotational and vibrational states (and molecular

orientations) at the desired temperature was achieved by equilibrating both (CH3)2NH and

(CH3)2NH
+

2 with a Langevin thermostat at a separation distance larger than the force field

cut-off (150 Å). After equilibration, the compounds were moved to 50 Å apart along the

x-axis and b along the perpendicular z-axis, and given a velocity along the x-direction of

vx = ±v/2 towards each other. The range of sampled relative velocities was selected so that

at least 99% of the Maxwell-Boltzmann distribution was covered in intervals of 20 ms−1, e.g.,

for the simulation temperature of 300 K, the range was 100 to 1100 ms−1. The system was

then simulated without any thermostatting until either the criterion for dimerization (given

in Section 4.1) was satisfied, or the com distance exceeded 150 Å (no dimerization). By

running nsamp = 300 to 600 individual simulations for each combination of v, b, and T , the

dimerization probability function P (v, b, T ) was determined. For each value of v, we sampled

impact parameters in steps of 1 Å, starting from 0 Å up to the first impact parameter for

which the collision probability was zero. The statistical uncertainty for P (v, b, T ) is taken

from a binomial distribution given by

δP (v, b, T ) =

√
P (v, b, T )− P (v, b, T )2

nsamp(v, b, T )
. (12)

An example of the obtained P (v, b, T ) distributions for the (CH3)2NH–(CH3)2NH
+

2 sys-

tem at T = 300 K is shown in Figure 6a. For slowly approaching reactants, there is a
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Figure 6: Example results from a trajectory simulation carried out for the (CH3)2NH–
(CH3)2NH

+
2 system at T = 300 K: (a) Heat map of the dimerization probability as a

function of relative velocity v and impact parameter b. (b) Reaction cross section as a
function of reciprocal velocity v−1. The computed cross sections (open circles) show linear
dependency on reciprocal velocity, v−1, within the uncertainty of the simulations.

significant probability of a dimerization even at relatively large values of b, as translational

energy is required for to escape the field of force. For increasing values of v, the maximum

value of b at which dimerization will occur decreases, and the transition in the dimerization

probability as a function of v becomes more step-like. Based on the obtained dimerization

probabilities, the reaction cross sections for each v can be determined readily as

Ω(v, T ) = π

∫ ∞

0

db2 P (v, b, T ). (13)

For systems with notable long-range interaction, the cross section depends strongly on the

impact velocity; as shown in Figure 6b, Ω ∝ v−1.

The canonical reaction rate coefficient can be further calculated from the cross sections

by integrating over the Maxwell-Boltzmann distribution function f(v, T ):

βtraj(T ) =

∫ ∞

0

dv v f(v, T ) Ω(v, T ). (14)

The results given by eq 14 with the respective values from the stochastic MD simulations are
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Table 2: Rate coefficients of (CH3)2NH–(CH3)2NH
+

2 dimerization (in 10−15 m3s−1) at
various temperatures obtained from both trajectory and stochastic MD simulations

Temperature (K)
100 150 200 250 300 350 400

βtraj 3.23±0.10 2.72±0.08 2.38±0.08 2.16±0.07 1.98±0.07 1.86±0.06 1.74±0.06
βstoc (NVT) 3.02±0.10 2.26±0.10
βstoc (NVE) 2.41±0.10 1.94±0.10

gathered in Table 2 and further presented in Figure 7. The rate coefficients determined from

the trajectory simulations (open circles in Figure 7) are very close to the respective values of

βstoc obtained from the stochastic NVE simulations (full squares), whereas the results from

the stochastic NVT simulations (full diamonds) significantly overestimate the dimerization

rate. As pointed out in Section 4.2, the monomer temperatures (especially Tmon
tr and Tmon

rot )

are substantially lower than the target temperature T0 in the stochastic NVT simulations.

Hence, for better comparison, the value of βstoc obtained from NVT simulations should be

assigned to either Tmon or some partitioning of it (Tmon
tr , Tmon

rot or Tmon
vib ). Indeed, as shown

in Figure 7 with the open diamonds, the results from the stochastic NVT simulations agree

overall much better with the highly controlled trajectory simulations when the results are

plotted against the rotational temperature Tmon
rot instead of T0. For the stochastic NVE

simulations, the temperature discrepancy is much smaller, as shown with the open and full

squares. The magnitude and general temperature dependence of βtraj(T ) and βstoc(T
mon
rot )

are almost identical despite the fundamental difference of the simulation approaches. The

agreement is slightly worse at low temperatures. The observed discrepancies can have many

sources, but one distinctive contribution in the stochastic simulations is the presence of

multiple monomers in a rather small volume that interact with each other at long range

through electrostatic forces. On the other hand, in the trajectory simulations, the molecule

and the ion are interacting beyond the cutoff distance used in the stochastic simulations

(50 Å). While the longer range might result in higher βtraj, it has also been shown that

even small periodic oscillations in the interaction energy can cause enough repulsive forces

to effectively repel the molecules already at intermediate distances.32
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Figure 7: Simulated rate coefficients for (CH3)2NH–(CH3)2NH
+

2 dimerization from Table 2
plotted as a function of temperature T . For the trajectory simulations (open circles), T
corresponds to the well-defined temperature during equilibration. The results obtained from
the stochastic simulations are presented for both the target temperature (T = T0, full dia-
monds and squares) and the averaged rotational temperature of the monomers (T = Tmon

rot ,
open diamonds and squares). The blue and red markers correspond to stochastic simulations
carried out for T0 = 200 and 300 K, respectively. The solid line shows the parametrization
to the trajectory simulation data.

The rotational temperature Trot is more important than Ttr or Tvib to characterize the

temperature dependence of dimerization for the following reasons: Overall, the vibrational

motion around the com of the monomers has a very minor effect on the intermolecular forces

at distances relevant for dimerization (≳ 10 Å) as it will be averaged out quickly due to the

high vibrational frequencies (∼ 50 ps−1). Furthermore, the key reason for not presenting

the results with respect to Tmon
tr can be seen in Figure 6b: the cross section of (CH3)2NH–

(CH3)2NH
+

2 dimerization is proportional to v−1 and according to eq 14 the reaction rate

does not depend on the velocity distribution i.e., the translational temperature, because the

integral
∫
dv f(v, T ) = 1.

26



4.4 Importance of Proper Equilibration in Dimerization Simula-

tions

The inverse relationship found between β and Trot is characteristic of gas-phase ion–dipole

collisions. This can be shown analytically by assuming that the interaction between a point-

like ion and a rod-like dipole is isotropic (as the strong orientational dependencies are aver-

aged out) and follows the relation52

U(r) = − A

Trot

r−4, (15)

where A is a system-specific constant and r is the distance between the ion and the dipole.

Using a central field approach,33,53 we consider that the ion approaches a stationary dipole

from infinitely far away with some initial velocity v and impact parameter b. Both the

system’s energy (initially only kinetic energy K = µv2/2, where µ is the reduced mass of the

system) and angular momentum (µvb) are conserved during the process. Thus, the following

condition must hold:32,33

U(r) +Kb2r−2 −K ≤ 0. (16)

The maximum of this equation is located at rmax =
√
2A/(KTrotb2), and for a successful

collision, this critical distance has to be crossed. Inserting rmax into eq 16, we obtain the

maximum value of b2 leading to a “capture” (i.e., the ion collapses into the center of the

field):

b2max =

√
8A

µTrot

v−1. (17)

Ref 33 provides more detailed modeling and analyses of the dynamics of different atmospheric

ion–dipole complexes.

As the cross section Ω = πb2max, the behavior Ω ∝ v−1 seen in the trajectory simulations

(Figure 6b) is indeed expected. Furthermore, according to eq 14, β ∝ T
−1/2
rot , whereas the

power law estimated from the trajectory simulations is βtraj ∝ T−0.447. Thus, we conclude
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that the process of (CH3)2NH–(CH3)2NH
+

2 dimerization behaves like a classical ion–dipole

system, for which the rotational temperature is crucial.

The analysis of the specific process of gas-phase (CH3)2NH–(CH3)2NH
+

2 dimerization

not only demonstrates the general issue of thermostatting in non-equilibrium systems but

also emphasizes the role of proper initialization of the system’s molecular kinetic energy par-

titions. Here, it has been ensured that before entering the production stage the presented

dimerization simulations are perfectly equilibrated and in accordance with the equipartition

theorem. Our test simulations presented in Section 3, specifically Figure 3, show that the

rotational temperature due to insufficient thermostatting (by either NH or CSVR) can be

about two times higher than the target temperature. The effect of imperfect relaxation of ro-

tational modes of motion is thus much greater than due to the improper rescaling of released

excess energy during the stochastic NVT dimerization simulations, and the temperature dis-

crepancy of Trot = 2T0 would manifest itself in about 30% lower dimerization rate coefficients.

Both biases are, however, highly setup- and system-specific: The efficiency of the equilibra-

tion process depends not only on the chosen thermostat, but also on the system density and

the duration of the equilibration period. However, for a setup like in the trajectory simula-

tions where natural collisions during equilibration do not occur, an improper equipartition

will persist. When modeling non-equilibrium processes involving multiple energy-releasing

events, the drift of reactant temperature away from T0 depends on the number of atoms and

events, and the amount of excess energy released (see eq 9).

5 Conclusions

Temperature-controlled molecular dynamics (MD) simulations are routinely applied to study

both equilibrium and non-equilibrium properties of various systems. Although the failures of

näıve temperature control through simple velocity scaling algorithms are well documented2,12

(e.g., the flying ice cube effect), even standard “best-practice” thermostatting can still lead to
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major alterations of the underlying dynamics both during and after preparation of a system

in thermal equilibrium. The consequences are particularly severe for (but not limited to)

simulations of gas-phase processes due to the limited interactions between compounds, the

specific roles of their translational, rotational and vibrational motion, and the considerable

heat of vaporization. Ideally, the thermostat should produce the correct kinetic energy

distributions in a short simulation time, to minimize the computational cost before the

start of the actual production run. In this study, we compared the Nosé-Hoover (NH;

global and deterministic), the Canonical Sampling through Velocity Rescaling (CSVR; global

and stochastic) and the Langevin (local and stochastic) thermostats, which all produce

and maintain the canonical ensemble in ideal circumstances. The performance of these

thermostats was tested specifically for relatively small, gas-phase systems with nanosecond-

scale dynamics by studying their ability to obtain equilibrium and equipartitioning, and

produce correct dynamics during simulations of the non-equilibrium process of (CH3)2NH–

(CH3)2NH
+

2 dimerization.

Despite the theoretical adequacy of a thermostat algorithm (rigorous temperature con-

trol, ability to produce canonical ensemble and ergodicity, etc.), the intrinsic design of the

algorithm can lead to deviations in kinetic energy distributions and introduce dynamical

artifacts. Crucially, undesired deviations in kinetic energies can easily go unnoticed as the

system appears to be in equilibrium, with the correct overall temperature, and tempera-

ture fluctuations. Within the standard scheme for preparing a gas-phase system of flexible

many-atom monomers, the Langevin thermostat is found to be very efficient, whereas the

NH and CSVR thermostats are unable to produce the correct kinetic energy partitioning in

an acceptable amount of equilibration time. Our test simulations for NH and CSVR ther-

mostats show that without actual collisions, monomers are overexcited with respect to their

translational and rotational modes at the expense of vibrational energy. In the context of

barrierless ion–dipole dimerization, where rotational temperature plays a key role, this hid-

den bias significantly reduces the dimerization rate coefficient. Effects arising from erroneous
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equipartition of reactants can be even more drastic for systems with stronger temperature

dependencies, e.g., bimolecular reaction complexes involving finite activation barriers.

In addition to the failure to produce correct equipartition during the initial preparation

of the system, the kinetic energies can also drift away from the desired distribution dur-

ing non-equilibrium NVT simulations using global thermostatting schemes, where locally

released excess energy is uniformly removed from the entire system. On the other hand,

locally operating thermostats, such as Langevin, can alter the dynamics of the simulated

system.8 Here, the detailed monitoring of different modes of motion revealed the incorrect

state of monomers in stochastic NVT simulations of the dimerization process using the NH

thermostat. Redistribution of the released latent heat (q = 0.8 eV per dimerization event)

effectively leads to a reduction of monomer temperature by several tens of Kelvins, unphys-

ically accelerating the dimerization process. This effect would be even more pronounced if

covalent or ionic bonds were formed, where q ≫ 1 eV. If the post-reaction energy dissipation

is not explicitly studied, the proper monomer temperature can be maintained rather well

by running the simulations under NVE dynamics i.e., without thermostatting. The issues

related to global thermostatting have been previously acknowledged in MD simulation se-

tups for gas-phase nucleation,3,29–31 where the latent heat released by a chain-reaction-like

cluster formation and its redistribution by the thermostat can reduce the nucleation rates

by several orders of magnitude.11 Page et al. 7 reported similar issues regarding quantum

mechanical MD simulations of carbon vapor condensations, and based on their analysis con-

cluded that “reliable reaction dynamics and rigorous temperature control are apparently

mutually exclusive”. As demonstrated in refs 3,7,9,29–31, to overcome the issues of using

global thermostatting in non-equilibrium simulations, an explicit chemically inert carrier gas

(connected to a thermostat) can be introduced to the simulated system. Addition of carrier

gas inevitably increases the computational cost notably and affects the transport properties,

but unlike a thermostat, carrier gas introduces an actual atmosphere around the monomers

and its effect on the nucleation rate can be accurately assessed theoretically.31
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The issues pointed out in this paper can be avoided, but no single solution or perfect ther-

mostat exists. We suggest the following, especially when simulating small systems involving

bond formation: First and foremost, we advocate modelers to scrutinize the basic properties

of their systems as exhaustively as possible: test energy partitioning and local temperature

distributions (e.g., using the built-in commands given in Section 2.2), compare the observed

temperature fluctuations against statistical prediction, and study the general dynamic and

transport properties. When carrying out small-scale NVT simulations, special attention

should also be paid to the default settings (thermostat implementation and effective number

of dof) in the specific MD code. Very recently Xu et al. 14 demonstrated the importance of

correct dof setting by calculating diffusion in nanoporous materials; incorrect settings are

particularly disruptive when only a subset of atoms is coupled to a thermostat, or isolated

non-continuous systems are simulated. In addition to the fact that the Langevin thermostat

realizes correct kinetic energy distributions irrespective of the dof settings,14 we have demon-

strated that in gas-phase simulations it leads to perfect thermalization and equipartition with

a minimal computational effort, making it an ideal choice for system initialization, where

dynamics are secondary. Finally, during the production phase, one should carefully decide

between NVT and NVE dynamics. In case of non-equilibrium processes involving excess

energy, global thermostatting is not a suitable approach to maintain isothermal conditions

of the reactants, while local thermostatting might not produce the desired transport prop-

erties. Overall, despite its limitations, only the NVE ensemble strictly represents physically

well-defined Hamiltonian dynamics.
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Ala-Nissilä, T. Influence of thermostatting on nonequilibrium molecular dynamics sim-

ulations of heat conduction in solids. J. Chem. Phys. 2019, 151, 234105.

(14) Xu, H.; Cabriolu, R.; Smit, B. Effects of degrees of freedom on calculating diffusion

properties in nanoporous materials. J. Chem. Theory Comput. 2022, 18, 2826–2835.

(15) Korpelin, V.; Kiljunen, T.; Melander, M. M.; Caro, M. A.; Kristoffersen, H. H.; Mam-

men, N.; Apaja, V.; Honkala, K. Addressing dynamics at catalytic heterogeneous inter-

faces with DFT-MD: anomalous temperature distributions from commonly used ther-

mostats. J. Phys. Chem. Lett. 2022, 13, 2644–2652.

(16) Baer, T.; Hase, W. L. Unimolecular reaction dynamics: theory and experiments ; Oxford

University Press, 1996; Vol. 31.

(17) Hansen, K. Statistical Physics of Nanoparticles in the Gas Phase; Springer, 2018;

Vol. 73.

(18) Laidler, K. J. Chemical kinetics ; McGraw-Hill New York, 1965; Vol. 2.

33



(19) Clary, D. C. Rate constants for the reactions of ions with dipolar polyatomic molecules.

J. Chem. Soc., Faraday Trans. 2 1987, 83, 139–148.

(20) Chesnavich, W. J.; Su, T.; Bowers, M. T. Collisions in a noncentral field: a variational

and trajectory investigation of ion–dipole capture. J. Chem. Phys. 1980, 72, 2641–2655.

(21) Wang, L.-P.; Titov, A.; McGibbon, R.; Liu, F.; Pande, V. S.; Mart́ınez, T. J. Discovering

chemistry with an ab initio nanoreactor. Nat. Chem. 2014, 6, 1044–1048.

(22) Wang, L.-P.; McGibbon, R. T.; Pande, V. S.; Martinez, T. J. Automated discovery and

refinement of reactive molecular dynamics pathways. J. Chem. Theory Comput. 2016,

12, 638–649.

(23) Ford, J.; Seritan, S.; Zhu, X.; Sakano, M. N.; Islam, M. M.; Strachan, A.; Mart́ınez, T. J.

Nitromethane decomposition via automated reaction discovery and an ab initio cor-

rected kinetic model. J. Phys. Chem. A 2021, 125, 1447–1460.
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