
An Electrostatically Embedded QM/MM Scheme

for Electrified Interfaces

Nawras Abidi and Stephan N. Steinmann∗

Ecole Normale Supérieure de Lyon, CNRS, Laboratoire de Chimie UMR 5182, 46 allée

d’Italie, F-69364, LYON, France

E-mail: stephan.steinmann@ens-lyon.fr

Phone: (+33)4 72 72 81 55

Abstract

Atomistic modelling of electrified interfaces remains a major issue for detailed in-

sights in electrocatalysis, corrosion, electrodeposition, batteries and related devices

such as pseudocapacitors. In these domains, the use of grand-canonical density func-

tional theory (GC-DFT) in combination with implicit solvation models has become

popular. GC-DFT can be conveniently applied not only to metallic surfaces, but also

to semi-conducting oxides and sulfides and is, furthermore, sufficiently robust to achieve

a consistent description of reaction pathways. However, the accuracy of implicit sol-

vation models for solvation effects at interfaces is in general unknown. One promising

way to overcome the limitations of implicit solvents is going towards hybrid quantum

mechanical (QM)/molecular mechanics (MM) models. For capturing the electrochemi-

cal potential dependence, the key quantity is the capacitance, i.e., the relation between

the surface charge and the electrochemical potential. In order to retrieve the elec-

trochemical potential from a QM/MM hybrid scheme, an electrostatic embedding is

required. Furthermore, the charge of the surface and of the solvent regions have to

be strictly opposite in order to consistently simulate charge-neutral unit cells in MM
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and in QM. To achieve such a QM/MM scheme, we present the implementation of

electrostatic embedding in the popular VASP code. This scheme is broadly appli-

cable to any neutral or charged solid/liquid interface. Here, we demonstrate its use

in the context of GC-DFT for the hydrogen evolution reaction (HER) over a noble-

metal-free electrocatalyst, MoS2. We investigate the effect of electrostatic embedding

compared to the implicit solvent model for three contrasting active sites on MoS2: (i)

the sulfur vacancy defect which is rather apolar. (ii) an Mo anti-site defect, where the

active site is a surface bound highly polar OH group and (iii) a reconstructed edge site

which is generally believed to be responsible for most of the catalytic activity. Our

results demonstrate that electrostatic embedding leads to almost indistinguishable re-

sults compared to the implicit solvent for apolar systems, but has a significant effect on

polar sites. This demonstrates the reliability of the hybrid QM/MM, electrostatically

embedded solvation model for electrified interfaces.

1 Introduction

Modelling electrified interfaces is one of the central aspects to reach a detailed understand-

ing of energy storage (batteries, pseudo-/super-capacitors) and conversion (electrolysers and

fuel cells) devices, but also for corrosion and metal-deposition.1 In the presence of a liq-

uid electrolyte a ”double layer” forms at these electrified interfaces: The surface charge is

compensated by a charge distribution of the electrolyte in solution. The models for the

electrochemical double layer have a long history and continue to be refined,2,3 given that

experimentally probing the nature of the double layer remains very challenging.4

From an atomistic modelling point of view, the ideal would be to model the entire system

with explicit atoms and electrons, such that the most realistic and accurate description

is reached. However, this is first limited by the available computing power (solid/liquid

interfaces need ∼ 500 ps equilibration times for thousands of atoms) and second accounting

for the electrochemical potential is not trivial, as the surface charge needs to be modulated
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and the effective potential measured.5,6

Grand-canonical DFT (GC-DFT) has become the state-of-the-art framework to deter-

mine reaction and activation energies at electrified interfaces.7–9 In short, the electrochemical

potential is directly related to the workfunction of the system and tuned by the number of

electrons. The grand-canonical energy G(U) as a function of the potential is then obtained

as:

G(U) = E(q) − µ(q) · q (1)

where U is the electrochemical potential vs SHE, i.e., µ(q)-4.44 eV, µ(q) the workfunction of

the system at the given charge q and E(q) the energy as obtained by the electronic structure

code.

When investigating elementary pathways of electrocatalytic reactions or solvent decompo-

sitions at the solid-electrolyte interphase of batteries,10 the best compromise between model

accuracy and computational cost is reached when GC-DFT is combined with an implicit sol-

vent and an electrolyte distribution that is described by the (modified) Poisson-Boltzmann

equation.11–13 Compared to simulations with explicit solvent and electrolyte molecules, the

implicit solvent-electrolyte ensures a black-box, consistent treatment of the solvent-solute

interactions, which is crucial for reaction pathways with intermediates of different sizes and

polarities. Models that combine implicit solvent models for the bulk solvation effects with

micro-solvation for more specific solvent effects have been successfully applied, but come

with their own problems of achieving a consistent treatment along reaction pathways and as

a function of the electrochemical potential.14

Many flavors of implicit solvent/electrolyte models have been11,12,15 and still are16–20 de-

veloped and applied over the years, but they all require some fitting to experimental solvation

energies. Experimental solvation energies are well established for small molecules, but only

a handful of numbers are available for solid/liquid interfaces. Furthermore, implicit sol-

vent models have intrinsic limitations for capturing near-chemisorption of the solvent at the

interface, as this interaction is strongly material dependent, in contrast with the more uni-

3



versal electrostatic and van der Waals-type of interactions encountered for molecular solutes.

Instead of system-specific tuning of parameters,21 several research groups have pushed for hy-

brid solvation schemes, where the (surface) reactions are described at the density functional

theory (DFT) level and the solvent effects are captured by molecular mechanics (MM).22–24

MM is many orders of magnitudes less expensive than DFT and, therefore, extensive phase-

space sampling of the liquid is easily in reach. Furthermore, compared to implicit solvents,

it is clearer how to improve the quality of the description of the interface energetics: Force

fields can be tested against DFT and system-specifically improved.25,26 As an example, we

have shown that a purpose-built force field for the interaction of water with the Pt(111)

surface27 leads to a semi-quantitative agreement with experiment for the adsorption of phe-

nol and benzene on Pt(111), while the standard implicit solvent gives qualitatively wrong

results when comparing the adsorption in the gas-phase with adsorption form the liquid.28

Similarly, good agreement between DFT and MM solvation energies have been achieved at

the alumina/water interface.29 Concurrently, MM is inherently able to capture entropic sol-

vation effects, a topic that remains challenging for implicit solvent models even for small

molecules.30

When moving from neutral surfaces to electrified (and thus charged) surfaces one faces a

conceptual issue: given that the energy of a charged periodic system is infinite, the solvation

energy is no longer well defined. As a result, one cannot separately compute the energy

of the system at the DFT and at the MM level to obtain a hybrid QM/MM energy. In-

stead, what is known as an ”electrostatic embedding” is necessary: The DFT computations

are performed in presence of a counter-charge that is derived from the MM phase-space

sampling, in analogy to the coupling between molecular and electronic DFT.31 Electrostatic

embedding for determining solvation energies has been mostly explored for neutral molecular

systems.32–34 Only very recently (and independently from us), such an approach has been

applied to electrified interfaces.35,36 Electrostatic embedding is available in most molecular

DFT codes, but only rarely in plane-waves codes,37,38 even though charged interfaces are
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common, not only for electrified systems, but are also typical for oxide surfaces as a function

of pH.

Here we report the implementation of electrostatic embedding in the widely used VASP

code by relying on a VASPsol18-based interface. The electrostatic embedding is completely

general, i.e., it can handle any distribution of charges from 1 to millions and neutral or

charged systems. This allows us to apply GC-DFT at an approximate QM/MM level and

to demonstrate the difference between the implicit solvent and the electrostatic embedding.

Our results reveal that for apolar surfaces the two schemes are nearly indistinguishable, but

that the electrostatic embedding stabilizes polar adsorbates significantly more compared to

the implicit solvent.

2 Theoretical Background and Methods: Simplified

QM/MM Solvation Energies for Charged Interfaces

An alternative to implicit solvation at the solid/liquid interface has been introduced by

several groups in the form of (approximate) QM/MM schemes.22–24 The solvation energy

∆Gsolv as obtained by QM/MM methods is most usefully decomposed into two components:

∆Gsolv = Gel +Gnon−el (2)

where Gel is the electrostatic interaction between the solvent and the solute and Gnon−el

covers the remaining, non-electrostatic, interaction free energies, most notably the Lennard-

Jones interactions in the case of ”standard” force fields, but also near-chemisorption terms

as described by the GAL family of force fields.25–27

In the most straight forward (and most approximate) QM/MM scheme, ∆Gsolv is deter-

mined exclusively at the MM level (no back polarization of the QM subsystem by the MM

subsystem) of theory via free energy perturbation (FEP)39 or thermodynamic integration
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(TI).28

∆GMMsolv
solv = GMM

el +GMM
non−el (3)

This mechanical embedding approach, called MMsolv, has been shown to accurately

capture the competition between adsorption of aromatic molecules and water on Pt(111)

when compared to experiment.28

Figure 1: Schematic of our approximate QM/MM schemes. In MMsolv the QM/MM energy
is a simple addition of the QM energy plus a MM-derived solvation free energy. With
the electrostatic embedding (EEsolv) the charge distribution of the MM level is utilized to
determine a corrected QM energy accounting for the electrostatic interaction between the
two subsystems. In principle the scheme can be made self-consistent by cycling between QM
and MM.

Under periodic boundary conditions the unit cells have to be neutral. Hence, computing

the electrostatic solvation energy component becomes dependent on the size of the unit cell

and various (approximate) corrections are required to remove the spurious contribution of the

unavoidable homogeneous background charge.40 Establishing these corrections consistently

for arbitrary QM and the MM subsystems is cumbersome. As an alternative, we here evaluate

Gel at the QM level through the embedding of the QM subsystem in the charge-distribution
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of the MM subsystem (see Fig. 1). The Gnon−el interaction is, however, still determined by

FEP or TI, leading to what we call EEsolv:

∆GEEsolv
solv = GQM

el +GMM
non−el (4)

In order to assess the electrostatic interaction energy between the solvent and the solute,

the solvent and electrolyte charge distribution as obtained by the sampling at the MM level

needs to be included at the DFT level. In order to be compatible with the plane-wave

DFT descripiton, the MM-derived point-charges are represented as sharp Gaussian charges.

Since the solvent molecules undergo thermal fluctuations anyway, the technical reason for

the Gaussian blur is, furthermore, physically justified in the context of solvent effects. We

refer the interested reader to section S1 for the details of the freely available implementation

in VASPsol and the practical aspects thereof.

3 Computational Details

All DFT computations have been performed with VASP,41,42 linked to a (modified) version

of VASPsol to enable the use of point-charges, tentatively called VASPEE. The core-electron

interaction are described by the PAW formalism43,44 using the standard pseudopotentials.

The functional was chosen to be the dispersion corrected generalized gradient approximation,

PBE-dDsC.45,46 If not specified otherwise, the plane-wave cutoff was set to 500 eV, and the

settings for the numerical grids were ”accurate”. The wavefunctions have been converged to

an energy threshold below 10−5 eV.

All molecular dynamics (MD) simulations have been carried out by AMBER47 and are

driven by a modified version of the SolvHybrid package.28 The geometries of the DFT sub-

systems are frozen during the MD runs. The water model was chosen to be TIP3P48 and

the parameters for singly-charged ions (Na+, Cl– ) were chosen accordingly from the amber

force field. If not stated otherwise, the interaction between the DFT subsystem and the MM
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solvent are described by CM5 point-charges49 combined with Lennard-Jones parameters ob-

tained by the default combination rules as implemented in tleap, where the parameters for

the DFT subsystem are taken from UFF,50 except for MoS2 for which more accurate pa-

rameters are available.51 Water molecules were kept in their fixed geometry relying on the

SHAKE algorithm.52,53

In a typical setup, the geometry is optimized at the DFT level using VASPsol (isodensity

(NC K) of 0.000250 e−/Å−1), up to forces below 0.05 eV/Å. The Debye screening length

has been set to 3 Å, representative of a 1 M ionic strength. The atomic charges are then

extracted and the system prepared via SolvHybrid for a MD run in AMBER. We generally

used 2 × 2 supercells compared to the DFT unit cell in order to fit twice the cutoff radius

(8 Å) plus the boundary layer (2 Å) inside the MM unit cell. The system is optimized

for 100 steps, heated to 300 K during 200 ps, equilibrated in the NpT ensemble using the

Berendsen barostat54 for 300 ps and then a production run of 6 ns in the NVT ensemble

using a Langevin thermostat is performed. For the equilibration and production runs a finer

FFT (roughly two points per Å) and a larger real space cutoff (10 Å) has been used to ensure

a good description of the charged interface. The charge of the surfaces was neutralized via

a ∼ 1 M solution of NaCl. Snapshots are saved every 1 ps to obtain the charge distribution

that is used for VASPEE, leading to averages over 6000 snapshots. Figure S5 and S6 provide

convergence tests, showing that already 1200 snapshots would be enough to reach converged

results. Furthermore, a binning of 0.25 Å leads to an acceptable accuracy, while reducing

the number of charges (and thus the associated computational cost) by about 50%.

4 Results and Discussion

4.1 Solvation Energies from Electrostatic Embedding

As a first ”real” example for the use of VASPEE we have computed the electrostatic com-

ponents of the solvation energy of various systems, see Fig. 2. Starting with the water
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Figure 2: Electrostatic solvation energies obtained with VASPsol and EEsolv for water, two
non-polar adsorbates on the sulfur vacancy on the MoS2 basal plane and two polar adsorbates
on the corresponding anti-site defect. The experimental solvation energy of water in water49

is indicated in grey.
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molecule, we observe that the adopted iso-density value for the implicit solvent (chosen to

inhibit implicit solvent going between layers of MoS2
55) leads to an under-solvation of water

-0.11 eV compared to -0.27 eV according to experiment.49 This is expected, given that the

implicit solvent has been ”pushed away” from the solute by these settings. For the rather

non-polar systems, exemplified by the H-covered sulfur vacancy defects (Vs), the agreement

between VASPEE and VASPsol is good, suggesting that in these systems the water solvent

does not play a major role. This situation changes, however, for closely related anti-site

defects in MoS2, which we have shown to be covered by OH* or H2O*.55 Indeed, for these

quite polar systems the difference between VASPsol and VASPEE are significant, especially

for H2O*. Apparently, the chemisorbed water molecule benefits much more strongly from

the solvation at the solid/water interface than the OH* adsorbate.

4.2 Grand-canonical DFT with Electrostatic Embedding

We now turn to the actual target application: The description of charged surfaces. To

start with, we analyze the charge distribution on the positively charged MoS2 OH* covered

anti-site defect (see Fig. 3). It turns out the countercharge contribution is only responsible

for about 1% of the total polarization density. This might explain why previous reports

have suggested that achieving realistic counter-charge distributions does not merit significant

efforts.14,56 However, as can be seen from the top figure, the total charge distribution changes

significantly when moving from the implicit to the explicit solvent: Not only does an MM-

derived charge distribution show more fine-structure, but also the intensity of the polarization

is very different. The identification of the origin of this difference in structuring is beyond

the scope of the present study, but could be due to the competition between the electrostatic

and the non-electrostatic interactions. If so, we would expect the difference to be even

higher on metallic surfaces, where the near-chemisorption of water leads to a more structured

interface.25

Then we analyse the grand-canonical energy as a function of the electrochemical potential.
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Figure 3: Average charge polarization density across the unit cell for VASPsol (lPBE) in
blue and EEsolv (NaCl) in red. The top shows the total (solvent plus electrolyte), while
the bottom only shows the contribution of the countercharge distribution. The yellow zones
correspond to the volume occupied by MoS2 and the blue zone indicates the location of OH*.

Still using the same model system to exemplify the effect of EEsolv, Figure 4 shows the

significantly different behavior when using the implicit and the explicit solvent. The first

observation is that EEsolv leads to a reasonably parabolic behavior, with the maximum being

at the potential of zero charge as required for such a capacitor (see also ref57 and discussion

therein). This gives us further confidence that the scheme is working consistently across

the range of charges investigated. The second observation is that towards the negative

potentials (which are the ones of interest for HER) the curvature (capacitance) is very

similar for VASPEE and VASPsol. In other words, the stabilization of the negative surface

charge is quite well captured by the linearized Poisson-Boltzmann equation, even though the

solvent is quite ”far away” from the surface. However, the potential of zero charge and the

capacitance for the positively charged surface differ: Indeed, the asymmetry between the

positive and negative surface-charges is significantly more pronounced at the EEsolv level of

theory, presumably because cations (Na+) and anions (Cl– ) have different sizes and solvation
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Figure 4: Grand-canonical free energy (see Eq. 1) for OH* adsorbed on the anti-site defect.
The 2×2 super-cell compared to DFT has been charged with +1 and +2 electron/Na+ pairs
for the negative potentials and with -1 and -2 electron/Cl– pairs for the positive potentials.
The energy of the neutral, VASPsol-solvated surface is taken as the reference.

Now that we have gained confidence in the viability of EEsolv, we turn to the hydrogen

evolution reaction. Figure 5 shows the adsorption energy as a function of the electrochemical

potential of hydrogen on two potential active sites on the basal-plane of MoS2:
55 the sulfur

vacancy and the OH* covered anti-site defect. One recognizes that for the apolar active

site, the two approaches coincide. In other words, the explicit and implicit solvation models

solvate these geometries to a similar extent. This is in good agreement with the weak

interaction of water molecules with this defect determined at the DFT level,55 but also with

the rather weakly interacting Lennard-Jones potentials.51

This situation changes dramatically when moving to OH* on the anti-site defect. As

already seen in Fig. 2, the chemisorbed water molecule is significantly more solvated at the

interface compared to OH* when using explicit solvation instead of the contiuum model. This
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(a) sulfur vacancy (b) anti-site

Figure 5: Adsorption energy of H+ + e– as a function of the electrochemical potential on the
sulfur vacancy (a) and the OH* covered anti-site defect (b).

increases the strength of the adsorption energy of the proton/electron pair on the active site,

so that a higher thermodynamic overpotential would be required to drive HER according to

EEsolv, compared to the implicit solvent (0.2 V vs 0 V, see Table S3).

According to experiments, the HER reaction over MoS2 is dominated by active sites on

the edges.59 Previously, we have assessed the activity and stability of these edges sites by GC-

DFT in combination with VASPsol.55,60 Here, we revisit their activity with VASPEE (Figure.

6). The first active site closely resembles the one of Fig. 5b, i.e., it is a chemisorbed OH*.

Again, VASPEE solvates H2O significantly more strongly, suggesting that the Heyrovsky

step (liberation of H2) will be limiting. The thermodynamic overpotential turns out to be

equivalent and low (0.1 V), leaving the conclusion of a highly active catalytic site unchanged.

In contrast, the hydrogen adsorption on the ”second” active site is destabilized in VASPEE

compared to the implicit solvent, leading to prohibitively high thermodynamic overpotential

of 0.7 V.

Having analysed four possible active sites of MoS2, we have evidenced non-trivial differ-

ences between the implicit and QM/MM description of the solvent effects. In other words,

comparing the activity of apolar and polar active sites critically depends on the description

of their solvation, suggesting that QM/MM should be routinely replace the less realistic

implicit solvent model.
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(H++e-)
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Figure 6: Adsorption energy of H+ + e– as a function of the electrochemical potential on the
Mo-edge covered by OH* (a) and the sulfur atom of S-edge (a).

5 Conclusion

We have implemented an electrostatic embedding for the widely used electronic structure

code VASP, calling it VASPEE. The usefulness of the electrostatic embedding in VASP has

been illustrated by the computation of hybrid quantum-mechanical/molecular mechanics

solvation energies of solid/liquid interfaces, where the accuracy of implicit solvents is ques-

tionable. Furthermore, we have demonstrated the robustness of VASPEE and the associated

sampling at the molecular mechanics level to obtain a representative solvent/electrolyte

distribution at the example of two active sites of MoS2 for the hydrogen evolution reaction.

Indeed, VASPEE in combination with an Amber-based phase-space sampling allows to reach

a grand-canonical DFT description of electrified interfaces with a more realistic solid/liquid

interface compared to implicit solvents. For these electrified interfaces the DFT surface bears

a net charge, which is exactly cancelled by the distribution of the counter-charges within the

MM solvent. Analyzing the polarization density from VASPsol and VASPEE, we highlight

that the major difference between the two approaches is less the electrolyte (countercharge)

distribution, than the polarization of the solvent. As a consequence, VASPEE represents a

cost-effective means to study solvation effects at (charged) interfaces.
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(29) Rey, J.; Clabaut, P.; Réocreux, R.; Steinmann, S. N.; Michel, C. Mechanistic Investi-

gation and Free Energies of the Reactive Adsorption of Ethanol at the Alumina/Water

Interface. J. Phys. Chem. C 2022, 126, 7446–7455.

(30) Garza, A. J. Solvation Entropy Made Simple. J. Chem. Theory Comput. 2019, 15,

3204–3214.

18



(31) Jeanmairet, G.; Levesque, M.; Borgis, D. Tackling Solvent Effects by Coupling Elec-

tronic and Molecular Density Functional Theory. J. Chem. Theory Comput. 2020, 16,

7123–7134.

(32) Fdez Galvan, I.; Sanchez, M.; Martin, M.; Olivares del Valle, F.; Aguilar, M.

ASEP/MD: A program for the calculation of solvent effects combining QM/MM meth-

ods and the mean field approximation. Computer Physics Communications 2003, 155,

244–259.

(33) Lim, H.-K.; Lee, H.; Kim, H. A Seamless Grid-Based Interface for Mean-Field QM/MM

Coupled with Efficient Solvation Free Energy Calculations. Journal of Chemical Theory

and Computation 2016, 12, 5088–5099.
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