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ABSTRACT Epik version 7 is a software program that uses machine learning for predicting the 

pKa values and protonation state distribution of complex, drug-like molecules. Using an ensemble 

of atomic graph convolutional neural networks (GCNNs) trained on over 42,000 pKa values across 

broad chemical space from both experimental and computed origins, the model predicts pKa values 

with 0.42 and 0.72 pKa unit median absolute and RMS errors, respectively, across seven test sets. 

Epik version 7 also generates protonation states and recovers 95% of the most populated 

protonation states compared to previous versions. Requiring on average only 47 ms per ligand, 
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Epik version 7 is rapid and accurate enough to evaluate protonation states for crucial molecules 

and prepare ultra-large libraries of compounds to explore vast regions of chemical space. The 

simplicity of and time required for the training allows for the generation of highly accurate models 

customized to a program’s specific chemistry. 

INTRODUCTION  

In solution, many molecules undergo ionization where a proton associates or dissociates. The 

equilibrium between associated (HA) and dissociated states ([H+] and [A–]) is measured by the 

quantities pKa and Ka. 
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In the associated state, the proton is tightly bound to specific titratable sites around the molecule. 

If a molecule has more than one titratable site, a proton can associate with any of them through 

prototropy with a specific microscopic pKa, or μpKa value. Together the μpKa values from multiple 

sites contribute to the apparent, macroscopic 𝑝𝐾! or 𝑝𝐾!&!'()values of the molecule. 

Scheme 1. Thermodynamic cycle used to calculate pKT. 
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The various protonated forms of a molecule with the same net charge are referred to as tautomers 

or, more specifically, protomers. Some sites can dissociate more easily than others, and this 

influences the distribution of protomers which are all in equilibrium with one another. The 
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equilibrium between two prototropic tautomers (pKT) that are related by a common ionization can 

be calculated from the difference in μpKa values (Scheme 1 & Eqn 2). In this way pKa and pKT 

values can be used to estimate the populations of different states at any pH value. This is important 

because it allows prediction of the most populated protonation states for structure-based drug 

design. There is a free energy cost associated with conversion of protonation states that isn’t 

included explicitly in most structure-based methods such as docking and naive free energy 

perturbation (FEP) calculations which assume input of the lowest energy state.1 So input of a 

higher energy ligand state will result in misprediction of binding affinity and/or prediction of a 

binding pose that isn't reflected by experimental observation.2 

The pH dependence of the state distribution can affect a number of molecular properties3,4, 

including solubility, membrane permeability, and protein binding affinity. Because pKa affects key 

molecular properties it is a critical quantity to know for drug design. Several software applications 

utilizing different approaches have been developed to address the need of predicting pKa values 

for molecules, and some also predict state populations. One popular approach is the empirical 

Hammett-Taft (HT) method using linear free energy relationships to predict pKa. Because this 

trained method can have thousands of finely-tuned parameters, high accuracy (< 0.5 pKa units) can 

be achieved.5 Popular programs using the HT method include ACD/Labs’ ACD/pKa module6 and 

earlier versions of Schrödinger’s Epik7,8. The pKa Plugin9 from ChemAxon uses empirically 

calculated partial charges and other parameters to predict pKa values10,11. pKa values may also be 

calculated to high accuracy through quantum mechanical (QM) computation coupled with 

empirical fitting, as is done by Schrödinger’s Jaguar12 pKa,13,14 which has a mean absolute deviation 

of 0.49 pKa units15.  MoKa16 from Molecular Discovery uses a novel QSPR method based on 

molecular interaction fields to predict pKa values. The COSMO-RS pKa method17,18 uses QM 
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calculations coupled with statistical thermodynamics to more realistically include solvation effects 

than traditional implicit solvation models. 

Within the past few years, machine learning (ML) has found use in predicting pKa values. An 

example is S+pKa
19 from SimulationsPlus, which uses a series of models constructed from artificial 

neural network ensembles to predict both pKa values to within 0.5 pKa units and the distribution of 

microstates. Li, et al.20 used radial basis function artificial neural networks with a particle swarm 

optimization algorithm to predict pKa values for a small number of neutral and basic drugs with 

MAE of 0.31. Roszak et al.21 estimated pKa values in DMSO and reactivities of carbon acids using 

atomic graph convolutional neural networks22 (GCNNs). In their report, they use only the local 

topological neighborhood out to 4 bonds away, as well as Gasteiger partial charges to reach 

accuracies of 2.1 pKa units. Baltruschat and Czodrowski published23 an RDKit descriptor-based 

random forest method for predicting pKa values of monoprotonated molecules and reported an 

accuracy of 0.68 pKa units. 

We report the new program Epik v 7, ML software for predicting pKa values and populations of 

protonation states for molecules. It is the successor to Epik, hereafter referred to as Epik Classic. 

Epik v 7 is based on atomic GCNNs that use a minimal set of rapidly computed atomic descriptors 

and the local topological neighborhood for short-range chemical perturbation. Epik v 7 can predict 

pKa values and the populations of states at a target pH in aqueous solution. We demonstrate that 

Epik v 7 is more accurate than its progenitor at up to double the speed. In addition to accuracy, 

speed is an important factor for pKa and state prediction software, as the current demand is growing 

to include screening billions of compounds.24,25 This volume is expected to grow rapidly in the 

coming years as larger enumerated libraries come online. Epik v 7 must be both rapid and 

generalizable enough to handle the diversity of chemical space in such vast enumerations. 
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In addition to being generalizable, we also recognize the desire for customizability. Many 

organizations have large internal libraries of pKa data on proprietary compounds, which we hope 

to leverage to generate highly-accurate local models around chemistries more pertinent to the user. 

In the following sections we will discuss the Epik v 7 methodology, training, accuracy, and 

performance. 

METHODS 

Epik v 7 can perform two main types of calculations, pKa query and state prediction. In the query 

calculation, pKa values are predicted for all titratable sites of the input molecule. In the state 

prediction calculation, Epik v 7 enumerates potential states, predicts their pKa values, and estimates 

the populations for all highly populated microstates at a supplied pH. There are three stages to any 

Epik v 7 calculation: 1) ionization state and tautomer network construction, 2) pKa prediction, 3) 

microstate population estimation. 

Microstates Network Construction.  Upon entering Epik v 7, an input molecule is first 

converted to an RDKit molecular graph and then has its titratable sites identified by matching 

against a list of 74 acidic and basic SMARTS patterns. These rules were manually curated to cover 

most of the traditionally ionizable sites under aqueous conditions near standard temperature and 

pressure.  Any hydrogens directly bound to these sites are considered both labile and equivalent 

and will be the ones that are redistributed during tautomer enumeration. The initial list of tautomers 

at the input ionization state (q0) are generated from the combination of the titratable sites and the 

labile hydrogens. Because the number of tautomers considered grows quickly with the number of 

titratable sites, each titratable site is assigned a priority to filter which tautomers are processed. 

High priority sites are always taken, medium priority sites are taken if the total number of high 
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and medium sites is 10 or below, and low priority sites are taken only if the total number of high, 

medium and low sites is 10 or below. 

Tautomers are generated by moving explicit labile hydrogens to different sites around the 

molecular graph of heavy atoms stripped of hydrogens. Each tautomer then has its Lewis structure 

adjusted to accommodate the new hydrogens and then the relevant resonance structures are 

enumerated by charge cancellation and resonance adjustment, if needed. Finally, high-energy 

tautomers, e.g., structures with multiple separated opposite charges, are filtered out, reducing the 

overall number of structures whose pKa are evaluated. To generate different ionization states, 

hydrogens are either added to (qi > q0) or removed from (qi < q0) consideration as labile. In practice, 

we find that the default q0 ± 2 usually captures the vast majority of the experimentally relevant 

ionizations, although these bounds may be modified from the command line or Maestro panel. 

Thus, the tautomers across the available ionization levels form the microstates network. 

pKa Prediction. pKa values are predicted site-wise given the atom indices of the donors and the 

RDKit molecule to which they belong. Predictions may be made with either the single best ML 

model based on its 95% confidence interval t*-scores or an ensemble of the three best models. To 

improve the stability of our predictions, we utilize a five-fold cross-validation ensemble of the top 

three ML models. Predictions were made by evaluating each of the five folds with the top models 

and taking the Olympic mean. The standard deviation of the ensemble is taken as the pKa 

uncertainty. The predicted pKa values are finally mapped back onto the parent states in the 

microstates network. Although using the single best model is faster the results are usually less 

accurate than the ensemble26 and precludes the calculation of ensemble-based uncertainties. 

Microstates Populations Estimation. Obtaining the microstates’ populations first starts with 

calculating the pH-dependent populations in a self-consistent manner using thermodynamic 
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cycles. Pairs of microstates within the same ionization state (i.e., tautomers) in the network are 

connected by pKT values, which can be calculated from the pKa values to common ionized states 

(Scheme 1). 

Scheme 2. Thermodynamically consistent cycles and consistency relations used to calculate pKT 

values. 

 

Experimentally, the pKT value between a tautomer pair is invariant to the thermodynamic cycle 

used. In practice, pKas are usually predicted in isolation from the entire thermodynamic landscape, 

and therefore are not self-consistent.27 To correct for the pKa inconsistencies, we calculate pKa 

weights using two types of four-membered thermodynamic cycles (Scheme 2), the absolute sum 

of which, c, is a measure of consistency, where c = 0 is perfectly consistent. The pKa,j weight, wj, 

is determined by the number of consistency relations involving pKa,j that are poorly met (c ≥ 1) 

versus those that are well met (c < 1). 

An N×N microstates coefficients matrix C is compiled from the pKa weights, and an N×1 matrix 

V is compiled statewise from the ∆pKa,j (i.e., pKa,j - pHref) weighted by wj. For convenience, we 

work with ui values from the pH-dependent state populations pi: 

𝑢- 	= 	−𝑙𝑜𝑔,.(𝑝-). (3) 

These ui values are solved collectively in the N×1 matrix U collectively via  

𝑉	 = 	𝐶	 • 	𝑈. (4) 
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The ui values are finally converted back to pi populations, which are then normalized and 

converted to state penalties to be reported as molecular properties. 

Once the pH-dependent populations of all the microstates have been estimated, the microspecies 

across all ionization states can be ranked according to their populations and returned. The default 

population threshold (pthresh) to return microstates is pthresh = 0.1, but this can be changed by the user. 

The cutoff can also be expressed in terms of a pH tolerance, ∆pH, as  

𝑝/0(120 = 103∆5%. (5) 

This allows the user to define a pH window (pHref ± ∆pH) in which to search. This pH tolerance 

setting is by default 1.0 as per eqn. 5 with the default pthresh = 0.1, but it can similarly be changed 

by the user. 

The pH-independent populations are obtained as the ratio of a single state’s pH-dependent 

population over all the pH-dependent populations for the charge state q the state belongs to, also 

known as the charge population factor (fq). 

𝑝-
5%3-6715. = 5#
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 Finally, macroscopic pKas are calculated between pairs of successive charge states, e.g., q 

= +1 & q = 0 using the [H+] at the reference pH (via [H+] = 1035%.'/) in the following equation: 

𝑝𝐾!
&!'(),<=,	3	< 	= 	−𝑙𝑜𝑔,.

:+([%"])
:+"-

	 (7) 

The collection of all macroscopic pKa values spanning the queried charge levels are added as a 

molecular property on all returned structures. 

 We have also adapted from Macro-pKa
28 a feature that produces a single ligand pKa report 

as an HTML page (e.g., Figure S6). The report includes the major contributing species spanning 
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the queried charge levels, their pH-dependent populations at the queried pH, their pH-independent 

populations, the macro-pKas, and a speciation diagram. 

Datasets. The pKa data (42,890 total values) contain both mono- and polyprotic compounds and 

were collected from five sources of which roughly half are experimental and the other half are 

calculated from quantum mechanics using Jaguar pKa: 1) 4,326 experimental values from the Epik 

Classic training set7, itself compiled from various experimental sources; 2) a curated selection of 

13,698 experimental values from the pKaData database compiled by IUPAC29; 3) 9,920 Jaguar 

pKa calculated values from the Epik Classic training and IUPAC sets for “off”-sites, i.e., titratable 

sites that are not the primary contributor to the experimentally observed pKa and whose protonated 

forms are minor tautomers; 4) Jaguar pKa calculated values for an enumeration of 11,432 

heterobicycles of 11 heavy atoms or fewer from the GDB-13 dataset30 (see Supporting Information 

for methods); and 5) 3,514 additional values for refinement either calculated with Jaguar or 

compiled from the literature. 

The structures in the experimental datasets were adjusted to what we determined to be the single 

most populated tautomeric form that contributes to the observed pKa. By including the “off”-sites 

we intended to train the model to be able to predict the populations of minor tautomers with 

reasonable accuracy. Inclusion of the GDB13 heterocycles expands the chemical diversity of the 

model to novel scaffolds, to a total of 7,759 Bemis-Murcko (BM) scaffolds. Overall, Jaguar pKa 

calculations complement the experimental values to extend model coverage (Fig. S2) and improve 

the accuracy for predicting experimental values (Fig. S3). 

From the Epik Classic training and the additional, non-IUPAC experimental datasets, a random 

sample of 1,031 pKa values was withheld for validation, and the remainder was used for training. 



 10 

It is important to note that an external set for validation was never held out from Epik Classic, 

which was trained on the molecules in this validation set and thus will show bias. 

The datasets show a bimodal distribution of pKa values with two means at ~3 and ~9, owing to 

a predominance of carboxylic acids and basic amines, respectively. While the training set has 

nearly twice as many entries of pKa ~3 than pKa ~9, the validation set is more balanced (Fig. S1). 

Whereas the training set had 7,559 BM scaffolds, there are 874 BM scaffolds across all of the test 

sets, of which 515 are unique to the test sets. That over half of the scaffolds in the test sets are 

unique provides a rough indication of how well Epik v 7 is expected to handle chemistry it has not 

been trained on.  

Model Training. The Epik v 7 model is built on the DeepAutoQSAR framework31,32, a machine 

learning platform based upon the DeepChem33 package. The approach underlying Epik v 7 is the 

atomic GCNN, where the model behaves as a fingerprint of the local subgraph of the molecular 

graph centered about an ionizing atom, conceptually similar to Morgan fingerprints.34  

The automated training mechanism in DeepAutoQSAR enables a mostly hands-off approach, 

requiring only the maximum model search time to be specified by the user before launching a 

training session. DeepAutoQSAR first rapidly featurizes the molecular graph with minimal, mostly 

one-hot atomic features, e.g., element, hybridization, formal charge, etc. as calculated by RDKit. 

DeepAutoQSAR then automatically samples hyperparameter space, including number of training 

epochs, normalization scheme, model algorithm, and layer depth. 

We found optimal accuracy on our training set for atomic GCNNs with a layer depth (D) of 

three, corresponding to a topological neighborhood of out to 2D (six) bonds away from the ionizing 

site (Figure 1). This regime models pKa as being a function of the local chemical environment 
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only, similar to Roszak’s approach but with graph pooling between layers. Such a model has a 

limitation in that remote effects are not taken into account. 

 

Figure 1. Inductive substituent effects (A) diminish faster than resonance (B). In Epik v 7, 

substituent effects cut off at > 6 bonds between the acidic oxygen and the R atoms. The bars in the 

induction plot represent moving out from the carboxylic acid by one methylene carbon, but those 

in the resonance plot move out by two vinylic carbons. Directly compare the plots by doubling the 

resonance plot’s x-axis values. 

However, for many cases, substitution effects attenuate rapidly or gradually with distance (r) 

from the ionizing site depending on the type of effect. Whereas induction can diminish more 

rapidly than either 1/r or 1/r2 for charged or dipolar substituents35, respectively, resonance effects 

drop off much more slowly. For example, we compared the pKa values of trifluoromethyl- (R = 

CF3) and methyl-terminated (R = H) carboxylic acids of increasing lengths to measure induction 

(Figure 1, A). After n = 4 methylene units, Epik v 7 reports the exact same pKa values regardless 

of the terminal substituent because it is too far away from the ionizing site to be registered, but at 

this distance the perturbing effect is already negligible as can be seen in the Macro-pKa predictions, 
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which do take into account all the atoms in the molecule. We measured resonance substituent 

effects similarly with nitrovinyl- (R = NO2) and vinyl-terminated (R = H) carboxylic acids (Figure 

1, B). The Jaguar predictions show a longer tail, where substituents can perturb out to at least ten 

bonds away through resonance. The six-bond cutoff in Epik v 7 results in at most a 0.33 ∆pKa unit 

error for a group right outside this range, but decreases with distance. The cutoff was chosen to 

strike a balance between accuracy, training time and training set size, the latter two of which 

increase at larger D (Table S1). 

We attempted to introduce long-range effects by incorporating an additional “master” atom36 

that is connected to all atoms, but this resulted in a non-predictive model (Figure S5). The 

regression is presumably due to the fact that this approach puts all atoms on equal footing, and 

with D = 1, leading to an exaggeration of remote effects. Computing and including Gasteiger 

charges to account for remote effects as Roszak does21 was not fast enough for our application. 

The Epik v 7 training set is simply a collection of structures protonated at the site of ionization, 

along with the atom index of the site of ionization, and the reference pKa value. To improve Epik 

v 7 accuracy for a specific chemotype, one simply needs to add additional representative structures 

to the training set and retrain. 

RESULTS AND DISCUSSION 

Accuracy. We first evaluated Epik v 7 on the validation set for both the ensemble and the single-

model modes and compared them to Epik Classic (Figure 2). Because Epik Classic has already 

been trained on most of the validation set, it is expected to and indeed does perform quite well, 

with a median absolute error of 0.45 and an RMSE of 1.23 pKa units. By comparison, Epik v 7 

ensemble predictions find a median absolute error of 0.46 and RMSE of 1.01 pKa units, similar to 

the accuracy of Epik Classic though with fewer outliers (>2 pKa units) leading to a smaller RMSE. 
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The single-model mode fares slightly worse but is still acceptable for some applications, with a 

median absolute error of 0.52 and RMSE of 1.21 pKa units. 

 

Figure 2. Comparing Epik Classic, Epik v 7 ensemble mode, and Epik v 7 single-model mode on 

the validation set. Frequency of absolute errors ≥ 2 pKa units for each method are inset. Note that 

Epik Classic was trained on this data, and so this does not represent a true test set for that version 

of Epik.  

We additionally tested a number of publicly-available datasets, (Table 1). Some of the publicly-

available sets contain molecules that were already in the Epik v 7 training sets, and so these 

molecules were excluded from evaluation. However, as with the validation set, many of these data 

were already included in Epik Classic’s training set and so can’t be considered true prospective 

tests for that program. The Epik v 7 ensemble model on average had a median absolute error of 

0.42 and RMSE of 0.72 pKa units, outperforming Epik Classic in most cases. Furthermore, the 

standard deviations of the MAD and RMSE are much lower in Epik v 7 ensemble (0.13 and 0.16, 

respectively) than in Epik Classic (0.74 and 0.76, respectively) indicating improved consistency. 
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Table 1. Comparison of Epik Classic and different modes of Epik v 7 on various publicly available 

test sets. 

  Epik Classic Epik v 7 Ensemble Epik v 7 Single Model 

Dataset N r2 MAD RMSE r2 MAD RMSE r2 MAD RMSE 

Validation 1,031 0.85 0.45 1.23 0.89 0.46 1.01 0.85 0.53 1.21 

AstraZeneca37 243 0.85 0.37 0.83 0.87 0.44 0.79 0.83 0.48 0.92 

Manchester38 142 0.96 0.29 0.48 0.86 0.61 0.80 0.87 0.37 0.80 

Morgenthaler39 43 0.53 2.34 2.73 0.94 0.21 0.62 0.94 0.24 0.72 

Novartis40 152 0.96 0.23 0.55 0.97 0.31 0.54 0.93 0.34 0.74 

SAMPL641 31 0.91 0.52 0.84 0.95 0.39 0.61 0.89 0.56 0.92 

Vertex42 51 0.74 0.59 1.17 0.92 0.49 0.68 0.89 0.52 0.86 

Total/Average 1,693 0.85 0.68 1.08 0.91 0.42 0.72 0.89 0.43 0.88 

Comparison to Other Methods.  The SAMPL6 set of 31 pKa values were excluded from the 

training and validation sets. Had the Epik v 7 ensemble model been submitted to the final results36, 

it would have ranked first by both MeanAE and RMSE (Table 2) ahead of Grimme’s rigorous QM 

with linear fitting submission43, S+pKa, ACD/pKa, MoKa, and Epik Classic.  



 15 

Table 2. Top ranked submissions44 for the SAMPL6 set. 

Rank Method ID RMSE MeanAE 

1 Epik v 7 ensemble N/A 0.61 0.48 

2 Grimme xvxzd 0.68 0.58 

3 S+pKa gyuhx 0.73 0.59 

4 ACD/pKa xmyhm 0.79 0.56 

5 MoKa nb017 0.94 0.77 

6 Epik Classic nb007 0.95 0.78 

 

From AstraZeneca’s dataset of pKa values on publicly disclosed compounds we took a subset of 

243 of the strongest basic values which has previously been evaluated with ChemAxon version 

Fermium.44 ChemAxon had a median absolute error of 0.54 and RMSE of 1.11 pKa units. By 

contrast, Epik v 7 ensemble was more accurate, with a MAD of 0.44 and RMSE of 0.79 pKa units. 

We also evaluated the 142 pKa values spanning 85 molecules in the supplementary information 

of Manchester’s original work38 with Epik v 7. Epik Classic outperforms Epik v 7 ensemble with 

mean absolute errors of 0.37 and 0.56 pKa units, respectively. Although Epik Classic was on par 

with S+pKa v7, which achieved a mean absolute error of 0.41 on the same set19, Epik Classic was 

explicitly and heavily trained on this dataset.45 While Epik v 7 was trained on molecular fragments 

similar to those in the Manchester set, none of the Manchester molecules in full are members of 

the training set. Unfortunately, the Epik v 7 model performs worse than both Epik Classic and 

S+pKa on this dataset. 

Model Customization. Because many medicinal chemistry programs focus on the diversity 

within a narrow chemical space, it would be advantageous to have an Epik v 7 model trained to 



 16 

the specific program chemistry. In these cases, we can train a new model by adding to the full 

training set either a portion of the existing data or synthetic data from Jaguar pKa calculations. 

Retraining on existing data. The Morgenthaler set contains several examples of the tricyclic 

thrombin inhibitors in Figure 3. The amine pKa value is very sensitive to intramolecular forces and 

can be modulated by different substituents around the molecule to vary from between < 2 to 7 (Fig. 

S16). Since there exist across the training and test sets39,42 a total of 84 of these thrombin inhibitors, 

we considered this series to be representative of a small drug design program and to use them to 

demonstrate the ability to train a custom model to a particular chemotype. 

 

Figure 3. The pKa values of the amine in 84 tricyclic thrombin inhibitors are highly tunable 

depending on the substituents at various points (green circles) around the molecule. Errors from 

the ensemble model with different amounts of examples included in the training set. 

To get a baseline performance, we first removed all examples of this tricyclic core from the 

training set and then retrained the ensemble model. Next, we held out 20% of the removed 

structures for testing and then retrained a series of models by adding increasing amounts of the 

remaining thrombin inhibitors to reduce the error to a reasonable level. Tranches were selected 

such that their pKa value distributions mirrored that of the entire set. 
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The absence of this chemotype from the baseline model results in an erroneous prediction on the 

holdout set, with a median absolute error of 2.25 and RMSE of 2.28 pKa units. Starting with adding 

just 6% of the training examples, we already see a halving of the error. This halving continues as 

we increase the number of examples all the way to 25%, where we see a sizable reduction in 

median absolute error and RMSE (Figure 3) down to 0.13 and 0.23 pKa units, respectively. This 

does appear to be a slight minimum, however, because further increasing the number of examples 

erodes both MAD and RMSE slightly. A second series of models was trained with a different 

random selection with a pKa distribution matching that of the full dataset, and again we found a 

slight minimum at 25% inclusion. We suspect that this is due to the fact that the extrema have 

already been well described by this point, and additional data introduces noise to the model. This 

result suggests that, at least for sets covering narrow chemical space, a training set should be 

representative, but not overly so. 

Retraining on synthetic data. As an illustrative example of training on calculated data, we 

took an internal program containing a challenging tautomerizable heterocycle core46 where we 

thought we might be able to improve accuracy with a custom model. We first performed Jaguar 

pKa calculations on the three unfunctionalized variants of the core to obtain the μpKa values for 

each of their four tautomers (Figure 4, A). Because these compounds are not members of the test 

set, we did not need to take a holdout. To the full training set we added these 12 structures and 

retrained the model for 48 h. This exercise is relatively straightforward and requires little expertise. 

The longest parts of the process are the retraining and the Jaguar calculations. The improvement 

over the default model is clear (Figure 4, B). Whereas the default Epik v 7 ensemble model has a 

median absolute error of 0.91 pKa units, the custom model has an error of 0.18 pKa units while the 

RMSE improved by a factor of 2. 
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Figure 4. A custom Epik v 7 model was trained to the specific chemistry of an internal drug 

discovery program. A) The four tautomers added to the training set; B) Comparing the Epik v 7 

ensemble models before and after custom retraining.

Performance. To test how Epik v 7 will perform in real-world screening we performed a state 

prediction calculation at pH 7.4 ± 2.0 with a charge range of ±2 for a batch of 10,000 randomly 

chosen drug-like molecules from the Enamine REAL database47. On a single 3.50 GHz Intel® 

Xeon® processor and an NVIDIA® GeForce® GTX 1080 GPGPU, Epik v 7 takes 0.047 s to predict 

the pKa values and state populations in the single-model mode, and in ensemble mode the speed is 

0.072 s per molecule. By comparison, Epik Classic has an average speed of 0.106 s per molecule 

on the same hardware (although Epik Classic does not use the GPGPU). Additionally, Epik v 7 

and Epik Classic agree on the most populated state in 95% of the cases. And in over half of the 

remaining cases, Epik v 7 recovers Epik Classic’s top state with a population ≥ 10%.

Limitations. In addition to the aforementioned neglect of remote effects of atoms separated by 

> 6 bonds, Epik v 7, like Epik Classic before it, does not explicitly take into account non-covalent 

and conformational effects, e.g., conformation dependent hydrogen bonding, shielding, etc. 
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However, in some cases, these effects may be implicitly included in a conformationally averaged 

way resulting from experiments or calculations15. Likewise, the Epik v 7 model also does not 

consider stereochemistry in its pKa calculation, and thus different stereoisomers will all return the 

same pKa value. Such stereochemistry dependent pKa effects are rare and are usually the result of 

underlying conformational or hydrogen-bonding effects (e.g., Chart S2A). 

By default, Epik v 7 enumerates the ionization states ± 2 net charge levels with respect to the 

input charge, which for some molecules would not be sufficient to locate the most populated state 

at the queried pH, e.g., Chart S2B. The range of ionization states considered in enumeration can 

be modified by the user, but at the expense of processing time. 

CONCLUSIONS 

In this work, we disclosed Epik v 7, a new ML-based software program for predicting pKa values 

and protonation state distributions of small, druglike molecules. Our atomic GCNN approach 

trained on over 42,000 pKa values produces a robust ML model that accurately captures the local 

chemistry surrounding an ionizing site out to six bonds away. Protonation state populations were 

calculated from the predicted pKas using a self-consistent method. 

We demonstrated across almost 1,700 publicly available compounds contained within seven 

different datasets that Epik v 7 ensemble performs competitively to Epik Classic and other 

commercial programs at predicting pKa values. We also showed two approaches to customize a 

highly accurate local model through additional training on a minimal set of druglike ligands, either 

by using known experimental values or by computing values through physics-based approaches, 

like with Jaguar pKa or Macro-pKa. 

Beyond standalone usage, which has been the focus of this report, Epik v 7 is a critical supporting 

technology in Schrödinger’s ligand preparation workflows, such as LigPrep48 and the Protein Prep 
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Workflow49. We have also integrated it as a computational model in our informatics platform 

LiveDesign50. Overall, Epik v 7 is not only a replacement for, but an improvement over, Epik 

Classic in most cases. 
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