Investigating Molecular Exciton-Polaritons using Many-body Electronic Structure Theory with Cavity Quantum Electrodynamics
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Abstract

Polariton chemistry has emerged recently as a new way to control chemistry using the quantum light-matter interactions by coupling molecules with an optical cavity. Much of the recent theoretical work in understanding exciton-polaritons has stemmed from reformulating electronic structure software to include the interactions between photonic and molecular degrees of freedom. In this work, we present a conceptually simple framework to uncover these phenomena utilizing already-made and heavily tested electronic structure packages for the complicated molecular Hamiltonian and simply combining this information into the popular Pauli-Fierz Hamiltonian to perform a second diagonalization to obtain the polaritonic properties. In this way, we can also easily compute various quantities useful for analysis of the polaritonic excited states, including the transition density matrix, real-space projected transition density, mixed electron-photon transition density, natural transition orbitals, and linear spectroscopy.

Introduction. Coupling molecules to the quantized radiation field inside an optical cavity creates a set of new photon-matter hybrid states, so-called polariton states.1–3 These polariton states have delocalized excitations among molecules and the cavity mode, which have been shown to facilitate new chemical reactivities.1,3,4 Theoretical investigations play a crucial role in understanding new principles in this emerging field and have suggested interesting reaction mechanisms enabled by cavity Quantum Electrodynamics (QED).5–14 Polariton chemistry thus provides a new strategy to control chemical reactivity in a general way by tuning the fundamental properties of photons and provides a new paradigm for enabling chemical transformations that can profoundly impact catalysis, energy production, and the field of chemistry at large.

Theoretical investigations play a crucial role in understanding new principles in this emerging field and have suggested interesting reaction mechanisms enabled by cavity quantum electrodynamics (QED).9,14–36 In recent works, traditional electronic structure methods have been generalized to include the effects of light-matter interactions and used to solve the polaritonic states of the molecule-cavity hybrid systems. To name a few, these efforts include the cavity QED density functional theory (QED-DFT),29,32,37,38 time-dependent DFT (QED-TD-DFT),29,31,39–41 coupled cluster (QED-CC) and its equation-of-motion extension (QED-EOM-CC),33,33,37,42 or full configuration interaction (FCI) methods.37,43 In this way, the light and matter description are calculated on the same footing in their respective methodologies, where the to-
tal polariton wavefunction is expressed as the linear combination of different configurations (e.g., Slater determinants of single-particle states), with each configuration composed as a tensor product of the electronic configuration and the photonic configuration. In this work, these schemes will be denoted as self-consistent quantum electrodynamical (scQED) methods.

An alternative approach is to solve the same problem in two steps. This procedure involves obtaining the electronic adiabatic states (eigenstates of the adiabatic molecular Hamiltonian, see Eq. 2) using any of the previously mentioned traditional electronic structure methods and then constructing the total polariton wavefunction using these adiabatic states for the molecule – and Fock states for the photonic modes – through diagonalization of the total light-matter Hamiltonian. For this procedure, only the molecular energies and dipole operator matrix elements are required as input in the dipole-gauge Pauli-Fierz Hamiltonian (see Eq. 1 in Theoretical and Computational Methods section).

In this work, this procedure is referred to as the parameterized QED (pQED) scheme.

In principle, both pQED and scQED will generate identical results under the complete basis limit. Compared to scQED, the pQED scheme is much simpler in the sense that it does not require additional re-development of electronic structure theory for the QED Hamiltonian as well as the simplicity that comes with a non-self-consistent solution. Despite the enormous recent progress in scQED and pQED schemes, what is generally missing is a consistent comparison of both approaches and assessment of the strengths/limitations of each method under different scenarios. In particular, an open question in the field of ab initio polariton chemistry is whether a pQED calculation can provide the same level of accuracy compared to the scQED simulation.\(^{40,44,45}\)

In this work, we use the pQED approach to compute polariton properties and directly compare to the existing work based on the scQED approaches. We will directly assess the accuracy of the pQED approach by computing the eigenspectrum of the polariton system. Further, we also present new theoretical metrics to analyze the excited state properties of the molecule-cavity hybrid systems, which will be a valuable tool to understand how forming polaritons can influence the excited state properties of the molecule. Finally, we will investigate how forming polaritons can influence the fundamental property of molecules, including dramatically changing the excited state character of the polyphenyl ether (PPE) molecule, as well as compute the polariton eigenspectra and absorption spectra of coupling a single-walled carbon nanotube (SWCNT) that contains \(\sim 1000\) carbon atoms with an optical cavity.

**Theoretical Approach.** We use the Pauli-Fierz (PF) Hamiltonian\(^{38,46–48}\) to describe the interactions between ab initio molecular systems and the photon field. The PF Hamiltonian can be written as follows

\[
\hat{H}_{\text{PF}} = \hat{H}_M + \hbar \omega_c (\hat{a}^\dagger \hat{a} + \frac{1}{2}) + \omega_c \hat{A}_0 \cdot \hat{\mu} (\hat{a}^\dagger - \hat{a}) + \frac{\omega_c}{\hbar} (\hat{A}_0 \cdot \hat{\mu})^2,
\]

where the \(\hat{H}_M\) is the bare molecular Hamiltonian, \(\hbar \omega_c (\hat{a}^\dagger \hat{a} + \frac{1}{2})\) is the cavity photon field Hamiltonian (under the single mode assumption), \(\omega_c \hat{A}_0 \cdot \hat{\mu} (\hat{a}^\dagger - \hat{a})\) is the molecular-cavity coupling term under the dipole (length) gauge, and \(\frac{\omega_c}{\hbar} (\hat{A}_0 \cdot \hat{\mu})^2\) is the dipole self-energy, which is an essential for the correct description of a bounded ground state\(^{46}\) as well as for including other effects for energy and off-diagonal coupling corrections at large light-matter coupling strengths.

The total dipole operator of the molecule is \(\hat{\mu} = \sum_i z_i \hat{R}_i - \sum_k \hat{r}_k\), where \(\hat{R}_i\) is the position operator of nucleus \(i\), with charge \(z_i\), and \(\hat{r}_k\) is the position operator of electron \(k\) (with the unit negative charge). Further, \(\omega_c\) is the frequency of the mode in the cavity, \(\hat{a}^\dagger\) and \(\hat{a}\) are the photonic creation and annihilation operators, and \(\hat{q}_c = \sqrt{\frac{\hbar}{2\omega_c}} (\hat{a}^\dagger + \hat{a})\) and \(\hat{p}_c = i\sqrt{\hbar\omega_c/2} (\hat{a}^\dagger - \hat{a})\) are the photonic coordinate and momentum operators, respectively. For a FP cavity, the coupling strength is \(\hat{A}_0 = A_0 \hat{\epsilon}\), where \(\hat{\epsilon}\) is the unit vector of the field polarization and \(A_0 = \sqrt{\hbar/2\omega_c \varepsilon_0 V}\) is the field intensity, \(V\) is the quantization volume inside the cavity, \(\varepsilon_0\) is the permittivity. Throughout this letter, we treat \(A_0\) (in atomic units) as a parameter. This parameter is related to the commonly used Jaynes-Cummings (JC) Hamiltonian coupling strength \(g_c\), where \(g_c = \omega_c A_0 \mu_{01}\) for a two-level electronic system transition dipole \(\mu_{01}\). As a concrete example, if \(\omega_c = 5.0\) eV, \(A_0 = 0.01\) a.u., and \(\mu_{01} = 5.0\) a.u. – which will be average parameters in this letter, then \(g_c \approx 0.01\) a.u. with a Rabi frequency of \(\Omega_R = 2g_c = 0.04\) eV. Although, it should be noted that including a many-level generalization, including DSE and highly oscillatory terms (i.e.,
not making the rotating wave approximation) as is done in the full PF Hamiltonian causes this direct analogy to be weak as more complex effects arise at large coupling strengths where non-linear effects are ubiquitous.

The molecular Hamiltonian (in the position representation) is expressed as \( \hat{H}_M = \hat{T}_R + \hat{H}_{el}(r, R) \), where \( \hat{T}_R = -\sum_i \hbar^2 \nabla^2_{R_i}/2M_i \) is the nuclear kinetic energy operator, \( \hat{H}_{el}(r, R) = \hat{T}_r + \hat{V}_{\text{coul}}(r, R) \) is the electronic Hamiltonian, with the electronic kinetic energy \( \hat{T}_r \) and Coulomb potential \( \hat{V}_{\text{coul}}(r, R) \) among electrons and nuclei. The electronic adiabatic state \( |\psi_\alpha(R)\rangle \) is defined as the eigenstate of \( \hat{H}_{el} \) as,

\[
\hat{H}_{el}|\psi_\alpha(R)\rangle = E_\alpha(R)|\psi_\alpha(R)\rangle, \tag{2}
\]

where \( \alpha = 0, 1, 2..., \) and \( |\psi_0(R)\rangle \) is the ground electronic state of the matter. The matrix elements of the total dipole operators can be obtained using the adiabatic states as,

\[
\mu_{\alpha\beta} = \langle \psi_\alpha(R)|\hat{\mu}|\psi_\beta(R)\rangle. \tag{3}
\]

In a similar sense of defining the electronic Hamiltonian and corresponding eigenvalue equation for the matter, one can define a similar expression for the polaritonic system, \( \hat{H}_{PF} - \hat{T}_R \), which includes all operators of molecules and cavity, except for the nuclear kinetic energy operator \( \hat{T}_R \). As such, the polariton state is defined as the eigenstate of \( \hat{H}_{pl} \) through the following eigenvalue problem

\[
(\hat{H}_{PF} - \hat{T}_R)|\Phi_j(R)\rangle = \mathcal{E}_j(R)|\Phi_j(R)\rangle, \tag{4}
\]

where \( \hat{H}_{pl} \equiv \hat{H}_{PF} - \hat{T}_R \) is the polariton Hamiltonian, \( |\Phi_j(R)\rangle \) is the polariton eigenstate, and \( \mathcal{E}_j(R) \) is the polariton potential energy surface. As can be seen clearly, both \( |\Phi_j(R)\rangle \) and \( \mathcal{E}_j(R) \) parametrically depends on the nuclear configuration \( R \). We denote \( |\Phi_0\rangle \) as the ground state of polariton Hamiltonian.

To solve the eigenvalue problem in Eq. 4, one can represent the polaritonic state through the convenient adiabatic-Fock basis as,

\[
|\Phi_j(R)\rangle = \sum_{\alpha,n} C_{jn}^\alpha|\psi_\alpha(R)\rangle \otimes |n\rangle, \tag{5}
\]

where \( C_{jn}^\alpha \) is the expansion coefficient of the \( j_{th} \) polariton for the \( \alpha_{nth} \) basis state, \( |\psi_\alpha(R)\rangle \) is the \( \alpha_{th} \) electronic adiabatic state (i.e., the eigenstate of \( \hat{H}_{el} \) in Eq. 2), and \( |n\rangle \) is the Fock/number state (i.e., the eigenstate of \( \hbar \omega_c (\hat{a}^\dagger \hat{a} + \frac{1}{2}) \)). At a particular molecular geometry, direct diagonalization of the polaritonic matrix, with matrix elements defined as \( \langle \psi_\beta, m|\hat{H}_{pl}|\psi_\alpha, n\rangle \), provides both expansion coefficients \( C_{jn}^\alpha = \langle \psi_\alpha(R), n|\Phi_j(R)\rangle \), as well as the polariton eigenenergy \( \mathcal{E}_j(R) \).

All polaritonic observables in this letter between the ground and the \( j_{th} \) polariton state are conveniently computed as

\[
(\hat{A}\hat{B})_{0j} = \langle \Phi_0(R)|\hat{A}_{el} \otimes \hat{B}_{ph}|\Phi_j(R)\rangle = \sum_{\alpha n \beta m} C_{\alpha n}^0 C_{\beta m}^j \langle \psi_\alpha(R)|\hat{A}_{el}|\psi_\beta(R)\rangle \otimes \langle n|\hat{B}_{ph}|m\rangle, \tag{6}
\]

where \( \hat{A}_{el} \) and \( \hat{B}_{ph} \) are operators in the electronic and photonic Hilbert sub-spaces, respectively, \{\( |\psi_\alpha(R)\rangle, |\psi_\beta(R)\rangle \}\) are electronic adiabatic states, \{\( |n\rangle, |m\rangle \}\) are Fock/number states, and \( \{C_{\alpha n}^j\} \) are the expansion coefficients in Eq. 5 in the adiabatic-Fock basis. For example, \( A_{\alpha\beta} \) may be the molecular dipole matrix, transition density, or natural transition orbitals, while \( B_{nm} \) may be the photon number matrix, photonic transition density, or photonic dipole matrix. See Theoretical Details for more information on the computation of the individual electronic and photonic properties.

With this approach, one must necessarily treat the number of electronic and photonic basis states as convergence parameters for the polaritonic properties (e.g., the energy \( \mathcal{E}_j(R) \) (Fig. S1). For practical use, one can further truncate the electronic basis to a more reasonable number while obtaining identical chemical insight with the dominating error stemming from the choice of electronic structure method (as shown in Table ??).

This provides a convenient and straightforward approach, due to the extensive, thoroughly tested, and commercially available methods developed in the electronic structure community to solve Eq. 2 in an accurate and efficient fashion. This approach does not require any redevelopment of new electronic-photonic structure theory but rather utilizing what is already available for a new purpose. More details of using this approach to compute the excited state properties are described in the Theoretical Details together with brief computational details at the end of this letter as well as in the Supporting Information.

First, we consider the ground state energy of the coupled molecule-cavity hybrid system. Fig. 1
Figure 1: (a) Potential energy surface (PES) as computed from the intrinsic reaction coordinate (IRC) method for the aminopropenal proton transfer reaction showing an asymmetric PES with barrier height $\sim 10.5$ kcal/mol and thermodynamic potential (product energy) of $\sim 8.5$ kcal/mol. (b) Energy of the (i) barrier (TS) and (ii) product (P) species as functions of the coupling strength $A_0$ inside a cavity of frequency $\omega_c = 3.0$ eV with cavity polarizations in both the X- (solid, black line) and Z- (solid, red line) directions. (c) Energy relative to the reactant for the transition state and product species with an X-polarized cavity using scQED-DFT/OEP$^{50}$ (green), scQED-CCSD$^{50}$ (black) and pQED-TD-DFT/$\omega$B97XD (red).

presents a cavity mediated proton-transfer reaction by coupling the aminopropenal molecule to the cavity. This system was recently reported in Ref. 50 utilizing the modified electronic structure methods scQED-HF, scQED-DFT, and scQED-CC to examine the ground state barrier and product energies of the proton reaction. This asymmetric reaction is thus a perfect example to assess the accuracy of the corresponding pQED calculations.

Fig. 1a presents the potential energy surface (PES) of the reaction outside the cavity, computed using the intrinsic reaction coordinate (IRC) method at the density functional theory (DFT) level (see Theoretical and Computational Methods section). The reaction has a large potential energy barrier around 10 kcal/mol from the reactant (R) to the transition state (TS). This is in nearly perfect agreement with the CC results from Ref. 50. However, the energy difference between the reactant and product from the DFT calculation ($\sim 8$ kcal/mol) is much larger than the CC results (5 kcal/mol), due to the limitations of DFT. Following the previous work,$^{50}$ we define the X- and Y-direction of the molecule, indicated in the inset of Fig. 1a. The Z-direction is perpendicular to the defined X-Y plane. We will place the cavity polarization direction $\hat{e}$ will be aligned with either X- or Z-direction of the molecule. Coupling this molecule to an optical cavity can have a strong influence on the PES, depending on the polarization of the cavity with respect to the molecular orientation.

Fig. 1b(i) presents the TS barrier height $\Delta E^\dagger = E_0(\text{R}_{\text{TS}}) - E_0(\text{R}_{\text{Reac}})$ (polariton energy difference between transition state and reactant nuclear configuration) on the polariton ground state $|\Phi_0(\text{R})\rangle$ as a function of the light-matter coupling $A_0$ a.u. with the cavity frequency set to $\omega_c = 3.0$ eV. The optimized reactant, transition state (TS), and product geometries were calculated outside the cavity, as was done in Ref. 50, which will be used for direct comparison. Note that the mechanism for modifying the group state potential energy surface in this case due to the coupling to the excited states, which is different than the recent studies of vibrational strong coupling.$^{15}$ The X-polarization (solid black line) demonstrates a larger effects on barrier height, because there exists a strong transition dipole between the ground state and second electronic excited state ($\mu_{01}^z \sim 1.47/1.26$ a.u.) as well as strong ground state permanent dipole
agreement with the scQED-CCSD transition state

\[ E^\dagger \] (panel b(ii)) and \( \Delta E_p \) (panel b(ii)) obtained from the pQED-TD-DFT calculation is also consistent with the previous work\(^5\) using the scQED-CC approach. In particular, with the Z-polarization and a coupling strength of \( A_0 \) with the same cavity frequency of \( \omega_c = 3.0 \) eV. The effects of the cavity for the product energy are reduced for the X-polarization, in comparison to the TS, while increased for the Z-polarization. Similarly to the TS geometry, the X-polarization presents a continuous increase to the energy while the Z-polarization shows a slight decrease. The influence of the Z-polarized cavity on \( \Delta E^\dagger \) (panel b(ii)) and \( \Delta E_p \) (panel b(ii)) obtained from the pQED-TD-DFT and scQED-CC methods is less than 10 meV. For \( \Delta E_p \), the difference between the two methods is less than 5 meV. This further exemplifies that the pQED-TD-DFT method and the scQED-CC methods provide the same quantitative description for the prediction of \( \Delta E_p \) and \( \Delta E^\dagger \), without the additional effort of developing new DFT functionals. That said, the accuracy of the electronic structure method (which provide the electronic energy and transition dipole moments, see Fig. S2) do play an important role for providing accurate polariton eigenstates.

For a direct comparison to self-consistent methods, Fig. 1c showcases the scQED-DFT/OEP,\(^5\) scQED-CCSD,\(^5\) and pQED-TD-DFT/\( \omega B97XD \) methods in calculating the transition state (TS) and product (P) ground state reaction points. We will assume scQED-CCSD to achieve a superior accuracy to either of the two additional methods presented and is taken as the benchmark. The scQED-DFT/OEP method showcases much higher barrier and product energies relative to the reactant, by roughly \( \sim 8 \) kcal/mol in comparison to the scQED-CCSD result. The pQED-TD-DFT/\( \omega B97XD \) results showcases near-perfect agreement with the scQED-CCSD transition state while exhibiting an overestimation of the product energy by \( \sim 4 \) kcal/mol. It should be noted that the level of DFT used in this work was at the hybrid \( \omega B97XD \) level while in Ref. 50, a new functional was used that includes approximate electron and photonic exchange-correlation referred to as the optimized-effective potential (OEP) approximation.\(^3\) The differences in the cavity effects between the scQED-CCSD and the method used in this work are less than 30 meV, which is well-within the degree of accuracy between DFT and CC levels of theory for these systems. As expected, the physics of the system is well-represented using either pQED and scQED methods and the overall accuracy is dictated by the choice of underlying electronic structure theory used as input.

Fig. 2 presents the results of molecular polaritons generated by coupling the excited electronic states of the formaldehyde molecule with a single-mode cavity for various cavity frequencies \( \omega_c \) and coupling strength \( A_0 \). We chose this system and parameters based on the recent theoretical simulations in Ref. 31 using the scQED-TD-DFT scheme. Here, we use the pQED-TD-DFT procedure to obtain the polariton PES and transition density (see Theoretical Details) for the coupled molecule-cavity hybrid systems. Fig. 2a presents the two lowest-energy \( ^1 \)A\(_1\)-symmetry excited states of the formaldehyde molecule as a function of the C-O bond length, which are denoted as \( | \psi_1(A_1) \rangle \) and \( | \psi_2(A_1) \rangle \). They are the adiabatic states of \( H_{el} \). The C-O bond length was scanned by changing only the location of the oxygen atom, keeping all other nuclei frozen. At the C-O bond length of 1.22 \( \text{Å} \), these two states correspond to \( | \psi_4(R) \rangle \) and \( | \psi_7(R) \rangle \). At other C-O bond lengths, these two states may correspond to different labels of the adiabatic states due to the presence of other adiabatic states with a different symmetry and trivial crossings with these two states. The symmetry of the adiabatic state determines the orientation of the non-zero transition dipole. Note that there is an avoided crossing near 1.3-1.4 \( \text{Å} \) of the C-O bond, with an energy gap of roughly 75 meV (see inset) for this level of theory. Fig. 2b,c present the polaritonic PESs \( \mathcal{E}_j(R) \) (defined in Eq. 4) for the system in a cavity with the polarization direction \( \hat{e} \) along the C-O bond, and a cavity photon frequency of \( h\omega_c = 6.5 \) eV (Fig. 2b) and \( h\omega_c = 9.5 \) eV (Fig. 2c), respectively. The character of the polaritonic excited state are color coded according to the photon number in the cavity (right).
In Fig. 2b, the green-colored curve is largely composed of the photon-dressed ground state $|\psi_0(R)\rangle \otimes |1\rangle \equiv |\psi_0(R), 1\rangle$. Near to a C-O bond length of 1.45 Å, the $|\psi_0(R)\rangle \otimes |1\rangle$ state crosses the $|\psi_{A1}^\dagger(R)\rangle \otimes |0\rangle$ state, which is an excited state with 0 photons (thick gray curve in Fig. 2b). The light-matter interaction (in Eq. 1) hybridizes the two states and generates the polariton states, with the energy splitting generated commonly referred to as the Rabi splitting. At this nuclear configuration, both polariton states contain roughly equal contributions of the excitonic and photonic character (indicated as 50% on the colorbar as black). Further, the molecule-cavity interaction produces hybridized states with mixed ground and excited adiabatic character. The original adiabatic potential energy minima located near the C-O bond length of 1.5 Å for the lower-energy $\psi_{A1}^\dagger$ state (see panel a) has now been removed (see panel b). The new lowest-energy excited-state polariton now has a totally downward slope toward the same minimum location as the ground polariton state $|\Phi_0(R)\rangle$, with nearly 100% photonic character (green color) in that region.

Fig. 2c presents similar features of the polariton potential with a cavity frequency of $\hbar \omega_c = 9.5$ eV. For this case, the photon dressed state $|\psi_0(R), 1\rangle$ (green curve) hybridizes with the $|\psi_{A1}^\dagger, 0\rangle$ (gray) and generate a large Rabi splitting at $R = 1.25$ Å. Interestingly, due to the light-matter interaction, the middle polariton curve (red curve in R=1.35 Å) in this panel has a lower energy compared to the original adiabatic state $|\psi_{A1}^\dagger, 0\rangle$ (gray). The inset shows that the avoided crossing has been reduced to 9 meV, a reduction by an order of magnitude compare to the original avoided crossing in the bare molecule (Fig. 2a). This is because that the photon-dressed ground state (green) “pushes” down upon the $\psi_{A1}^\dagger$ state (due to the light-matter coupling), effectively reducing the magnitude of the avoided crossing. In Supporting Information, we also present the magnitude of the avoided crossing as a function of the cavity energy in Fig. S3b.

Fig. 2d presents the real-space projected transition density (Eq. 13), where the photonic DOFs have been traced out, leaving only the electronic contributions mixed through the polaritonic expansion coefficients in the adiabatic matter/Fock basis (see Eq. 5). The theoretical details on computing the polaritonic transition density calculations...
are provided at the end of this letter. The light-matter hybridization leads to super-positions between photon dressed electronic states. This results in changes of the transition density as a function of the coupling strength $A_0$ (varied along the X-axis of panel d) for the upper and lower polaritons, which correspond to the lowest-energy PESs, with a C-O bond length of 1.22 Å and at cavity energy $\omega_c = 7.92$ eV. Under this configuration, the cavity is nearly resonant with the molecular adiabatic transition from the ground state to the $\psi_1^{A_1}$ state at the Frank-Condon point, according to the previous work in Ref. 31. Through mixing of the characters of electronic states, the transition density is modified for each coupling strength. The transition density obtained from the pQED simulation presented in panel d are visually identical to those obtained from scQED in Ref. 31.

After comparing the pQED method with existing sc-QED approaches, we move toward a discussion of computing and manipulating polaritonic properties in the excited state for interesting chemical and physical processes. Fig. 3 showcases one such example where the intention is to compute various excited state quantities such as the natural transition orbitals (NTOs), transition density matrix, and transition density, which are commonly utilized in the electronic structure community to interpret excitations in molecular systems. See Theoretical Details for more information on the computation of these quantities. In particular, we aim to showcase how one is able to manipulate the character and energetic alignment of an exited charge transfer state (which is optically inactive) via coupling a nearby excited state with non-zero oscillator strength to the cavity.

The excitations in the bare molecular system are characterized in Fig. 3a via the molecular transition dipole matrix, truncated to the lowest six electronic states. Along the diagonal (permanent dipole elements), the character of each transition is labeled, where R (L) indicates a $\pi \pi^*$ excitation localized on the long right (short left) arm, and CT indicates a charge transfer state between arms. The NTOs outside the cavity are shown in Fig. S4 for the lowest six molecular excitations. In many photovoltaic or light emission applications, one aims to control the energetic positioning of the charge transfer states with respect to other types of excitations, e.g., $\pi \pi^*$, in order to provide the most beneficial pathway for the excited state population. Here, we showcase the ability to control the energetic alignment and character of a low-energy charge transfer state (CT$^1$) via coupling a higher-energy electronic transition (L) with non-zero oscillator strength to the cavity.

Fig. 3b showcases the polaritonic energy as a function of the coupling strength $A_0$, where the colorbar indicates the percent of photonic character. Here, the cavity frequency is in resonance with the fifth molecular excitation (L) at $\omega_c = 3.45$ eV with cavity polarization in the X-direction (see inset between panels d and e). Further, Fig. 3c shows the excitonic absorption spectra as a function of coupling strength $A_0$ (see Theoretical Details), where the vertical dotted lines indicate the cavity frequency (right) and the low-energy $\psi_1$ transition. Above Fig. 3c, the absorption spectrum outside the cavity is shown. To analyze the character of the low-energy CT$^1$ excitation as a function of the coupling strength $A_0$, we compute the (Fig. 3d-f) polaritonic NTOs ($\zeta^{H/L}_{M,j \beta}$) and (Fig. 3g-i) transition density at three coupling strengths $A_0 = 0.0, 0.02,$ and $0.05$ a.u. (see Theoretical Details for more information on NTOs and transition density). At $A_0 = 0.0$ a.u., the character of the CT$^1$ exciton is evident as the electron and hole NTOs are spatially separated across both arms while the transition density is only present at the corner where the electron/hole NTOs are strongly overlapping.

At low values of coupling strength $A_0 < 0.02$ a.u., there are a series of crossings between polaritonic states that exhibit a variety of splittings on the order of $\sim 20$ meV or less. Although, most ground-to-excited matter states are little-to-no oscillator strength, all states are coupled by the complex transition dipole matrix (Fig. 3a). The absorption spectra showcases multiple peaks at zero coupling, while at larger coupling ($A_0 < 0.05$ a.u.) all oscillator strength becomes focused into the two main bands except for the oscillator strength originating from the eighth electronic state $|\phi_8\rangle$ which does not strongly couple to the cavity in this polarization.

At increased coupling strength $A_0 = 0.02$ a.u., the character of the second polaritonic state (originally CT$^1$) becomes mixed with the descending-in-energy polaritonic state largely composed of the original $\psi_5$ exciton (L) which exhibited a $\pi \pi^*$ excitation localized to the left arm. At $A_0 = 0.02$ a.u., the CT$^1$ state and the descending polaritonic state are fully mixed which localizes the transition density (Fig. 3h) to the left arm. The NTOs (Fig. 3e) show that the hole is largely unperturbed by the nearby polariton due to the shared hole charac-
Figure 3: Excited state polariton properties for the 35 PPE molecule coupled to an optical cavity at $\omega_c = 3.45$ eV with cavity polarization in the X-direction (see inset between panels d and 3). (a) Transition dipole matrix of the bare 35PPE molecule (outside the cavity) with labels for the character of each excitation along the permanent dipole of each excited state. In order of increasing energy: ground state (GS), $\pi\pi^*$ transition localized to the right arm ($R^1$), charge transfer state 1 (CT$^1$), charge transfer state 2 (CT$^2$), $\pi\pi^*$ right-localized ($R^2$), and $\pi\pi^*$ left-localized (L). The color bar indicates the magnitude of the dipole matrix element, and the $\omega_c$ label indicates the ground-to-excited bare molecular transition in resonant with the cavity frequency. (b) Polaritonic energy spectrum as a function of coupling strength $A_0$. The color of the curves denote the percent of photonic character of the state as mostly excitonic (red) or photonic character (green). (c) Excitonic absorption spectra of the 35PPE molecule as a function of the coupling strength $A_0$. The vertical lines indicate the bare molecular $\psi_{10}$ transition energy (left) and the cavity frequency (right) in resonance with the $\psi_{15}$ transition energy. See above panel c for the 35PPE absorption spectrum outside the cavity. (d-f) Natural transition orbitals (NTOs) for the ground-to-second polaritonic excitation for three coupling strengths $A_0 = 0.0$, 0.02, and 0.05 a.u. (g-i) Transition density $\rho_{02}(r)$ for the same coupling strength as (d-f). At zero coupling strength, the second excited polaritonic transition corresponds to the CT$^1$ state and is tracked by the arrows in panel a for different coupling strengths and labeled by its character in panels (g-i). The isovalue for the transition densities and NTOs were chosen to be 0.001 and 0.02, respectively. The absorption spectra was broadened with a Lorentzian distribution with width $\sigma = 0.1$ eV.

At larger coupling ($A_0 = 0.05$ a.u.), the descending polariton interacts with the lowest-energy polaritonic excited state (originally $R^1$) which then adds right-localized character to the $\Phi_2$ state, effectively delocalizing the transition density across both arms. The NTOs are similarly perturbed showing the electron distribution delocalized while the hole distribution is only weakly delocalized at this coupling strength. As an additional analysis technique, the fragmented polaritonic transition density matrix can be found for both the $|\Phi_1\rangle$ and $|\Phi_2\rangle$ polaritonic excitations in Fig. S6a-c at three values of coupling strength, which gives more information regarding the spatial coherence for each polaritonic excitation.$^{51}$ A similar analysis of the modifications to the $|\Phi_1\rangle$ transition can be found in Fig. S6d-f showing that the $R^1$ state can be similarly manipulated to show delocalized character at larger coupling strengths. At this point, the bright character of the $R^1$ exciton was transferred to the $|\Phi_2\rangle$ state.

In this example, we were able to effectively manipulate the CT$^1$ state in the bare molecular system by coupling to a higher-energy transition with
non-zero oscillator strength. The character, including the optical activity, of the second polaritonic state was changed to allow experimental tunability of this CT system that can be utilized in realistic light-harvesting or light-emitting systems to achieve a high degree of exciton splitting or radiative recombination, respectively, after photo-excitation processes.

In conclusion of this example, the procedure of utilizing common electronic structure analysis techniques to examine coupled electron-photon systems is largely unchanged and requires little-to-no conceptual extension when one is interested in modifications to the electronic sub-system as a result of the photonic DOFs. Thereby, we propose to utilize the framework already established by the electronic structure community to analyze polaritonic properties of light-matter hybrid systems with the pQED procedure (using Eq. 6 to compute)

Fig. S7 in the Supporting Information presents a slightly abstract extension of the real-space transition density matrix (Fig. S6) by now examining the coherence between a single electronic coordinate and a photonic one. The mixed electronic-photonic transition density $\rho_{ij}(r_e, q_o)$ (Eq. S10) for the $H_2$ molecule is shown for three choices of coupling strengths. Due to the simplicity of the electronic system, the electron and photonic transition densities look very similar and yield conceptually simple results (see Supporting Information for discussion) regarding the mixed coordinate spatial coherence. This analysis tool will have direct application to multi-mode cavities where one is interested in examining the coherence between cavity modes or between electron and photon DOFs for low-frequency cavities where the electron and photon coordinates may, together, provide extremely meaningful insight into the complex interplay between these DOFs.

As our final example, we present results for a single-walled carbon nanotube (SWCNT) system (~1000 atoms, see Computational Details) which has been the subject of recent experimental interest. Semi-conducting SWCNTs are known to be “dark” to emission due to low-lying optically inactive states below the so-called band-edge $E_{11}$ exciton. Fig. 4a provides the transition dipole matrix for the pristine (6,5) SWCNT system, showing a sparse matrix with only the ground-to-$E_{11}$ (i.e., the sixth bare molecular transition) transition to be optically allowed with a large dipole moment of $\sim 28$ a.u. with minimal dipole coupling between excited states. This is in strong contrast to previous molecules studied in this work (see Fig. 3a, Fig. S2, Fig. S3, and Fig. S5). The $E_{11}$ transition is just below 2.0 eV, which agrees with previous theoretical calculations of the $E_{11}$ excitonic energy. See above Fig. 4c,d for the real-space projected transition density of the $E_{11}$ ground-to-$E_{11}$ exciton showcasing its delocalized character. Semi-conducting SWCNTs, when functionalized with covalent adducts forming a hybridization defect, exhibit bright emission features due to the addition of a defect-associated exciton below the band edge, which have been the subject of much experimental and theoretical work over the last decade for their use as single-photon light sources and for their tunable emission at low-energy telecommunications wavelengths. The simplicity of this system’s dipole matrix will lead to simple results and a new pathway toward the tunable manipulation of SWCNT without the need for chemical functionalization.

Fig. 4b shows the polaritonic energy as a function of the coupling strength for the SWCNT system when the cavity is in resonance with the bright $E_{11}$ transition, showcasing the many optically inactive (weakly dipole-coupled) molecular states housed in the same region of energy. The colorbar indicates the percent of photonic character. In this case, one is able to note the nearly symmetric Rabi splitting due to the inactivity of the nearby states acting essentially as spectator states until extremely large coupling of $A_0 \sim 0.02$ a.u. where all states begin to exhibit a decrease in energy.

Fig. 4c shows the excitonic spectra of the system inside the cavity (see Theoretical Details) when the cavity energy is at half-resonance with the bright $E_{11}$ transition (i.e., when $|\phi_0, 2\rangle$ is in resonance with $|E_{11}, 2\rangle$) and so shows weak splitting of the effective upper and lower polaritons which form through coupling of the $|\phi_0, 2\rangle$ and $|E_{11} = \phi_0, 0\rangle$ states. At very large coupling strengths, the lowest-energy excited polaritonic state $|\Phi_1\rangle$ becomes partially bright due to the mixing with the $E_{11}$ state over the large energy difference of nearly 1.0 eV. Fig. 4d-f show the same information but with varied cavity energy: (d) 1.5 eV, (e) 2.0 eV, (f) 2.5 eV. Interestingly, the resonant case (panel e) shows nearly perfect Rabi splitting (denoted as $\Omega_R$) as a function of coupling strength. The weakly negative (panel d) and positive (panel f) detunings showcase a very important result. Here, one can demonstrate that the bright character of the
$E_{11}$ state can be manipulated by tuning the cavity energy and coupling strength by either (d) blue-shifting or (f) red-shifting the bright state. In the ladder, the polaritonic system should be extremely emissive in the infrared telecommunications wavelengths. With low numbers of effective photons, this system could then operate as a source of single photons without the need for covalent functionalization. Until now, chemical functionalization was the only method to brighten the emission of these materials.\textsuperscript{62,65}

In this letter, using time-dependent density functional theory (TD-DFT), we have studied \textit{ab initio}, molecular exciton-polaritons, exploring various ways to analyze excited polaratonic states drawing from well-known excited state analysis methods from the electronic structure community. The community relies on simple methods to compute properties of excited states for high-throughput quantum chemistry, and with these tools, one is able to explore the physics and/or chemistry of any polaratonic system from first principles by focusing first on the complicated and computationally expensive molecular system, followed by the inclusion of the photonic degrees of freedom which can then be exactly diagonalized accounting for the exact electron-photon correlation up to the truncation of the basis size. This is in stark contrast to many recent works focusing on the development of electronic-photonic structure methods.\textsuperscript{31,40,41,43,70,71}

There is strong merit to formulating such an approach as it allows a variational solution to the mixed electron-photon problem – meaning that the electronic and photonic bases are optimized to give the correct eigenstates of the QED Hamiltonian given only a few original adiabtic-Fock states as a starting point. However, there are two main issues at the present time: (I) These electronic-photonic structure methods are not widely available/tested in commercially available software. (II) These methods require treating the electronic and photonic bases on the same footing even though the photonic DOFs are much simpler than their electronic counterparts.

For example, in the coupled cluster approach,\textsuperscript{42,43} the number of Fock states (\textit{i.e.}, coupled cluster excitation operators) and interaction terms used dramatically increases the computational cost such that only two Fock states have
been utilized in recent works,\textsuperscript{37,42} where some benchmarking has been done in model systems,\textsuperscript{43} effectively limiting calculations to a specific high-cavity-energy regime with minimal relevant electronically excited states. In other methods, such as density functional theory, some implementations are limited to treating the electronic and photonic DOFs using the same exchange-correlation functional,\textsuperscript{32} which shows performance similar to that of the Hartree-Fock method.\textsuperscript{37,50} In this way, one sacrifices some part of the problem in order to treat the two parts of the system on the same footing. These current limitations can be alleviated by first solving the more complex molecular subsystem on its own before diagonalizing the full, electron-photon system giving, in principle, the exact electron-photon correlation.

**Theoretical Details**

In order to examine the excited state properties of the polaritonic systems, the computation of the individual properties of the isolated electronic and photonic systems must be first computed and then mixed through linear combinations by Eq. 6 to acquire the polaritonic properties. We will derive one example for clarity to outline the general procedure, but this can be simplified by using commercial electronic structure packages to obtain the final results for the bare electronic quantities. The one-particle transition density operator\textsuperscript{31,51,72,73} between the $\alpha^\text{th}$ and $\beta^\text{th}$ molecular states $\xi_{\beta\alpha}^\text{M}$ is defined as

$$\xi_{\beta\alpha}^\text{M} = \langle \psi_\alpha | \rho | \psi_\beta \rangle = \int d\mathbf{r} d\mathbf{r}' \psi_\alpha(\mathbf{r}) \psi_\alpha^*(\mathbf{r}') | \mathbf{r} \rangle \langle \mathbf{r}' |$$

where $\xi_{\beta\alpha}^\text{M}(\mathbf{r}, \mathbf{r}') = \psi_\alpha(\mathbf{r}) \psi_\alpha^*(\mathbf{r}')$, $\psi_\alpha(\mathbf{r}) = \langle \mathbf{r} | \psi_\alpha \rangle$, and $\mathbf{r} = \{ \mathbf{r}_1, \cdots, \mathbf{r}_{N_e} \}$, where $N_e$ is the number of electrons. One can perform an integration over all but one of the electronic degrees of freedom (for both the primed and unprimed coordinates) and arrive at the molecular one-particle transition density matrix $\xi_{\beta\alpha}^\text{M}(\mathbf{r}_e, \mathbf{r}_h)$, defined as,

$$\xi_{\beta\alpha}^\text{M}(\mathbf{r}_e, \mathbf{r}_h) = \int d\mathbf{r}_1 d\mathbf{r}'_1 \cdots d\mathbf{r}_{N_e} d\mathbf{r}'_{N_e} \xi_{\beta\alpha}^\text{M}(\mathbf{r}_1, \cdots, \mathbf{r}_{N_e}, \mathbf{r}'_1, \cdots, \mathbf{r}'_{N_e})$$

where we have replaced $\mathbf{r}_1$ with $\mathbf{r}_e$ and $\mathbf{r}'_1$ with $\mathbf{r}_h$ on the left-hand side, which helps to signify that one may interpret the two coordinates as the electron and hole position in real space. One can also define the real-space projected transition density for the molecule,

$$\xi_{\beta\alpha}^\text{M}(\mathbf{r}_e) = \int \prod_{i=2}^{N_e} d\mathbf{r}_i \langle \mathbf{r}_1, \cdots, \mathbf{r}_{N_e} | \xi_{\beta\alpha}^\text{M} | \mathbf{r}_1, \cdots, \mathbf{r}_{N_e} \rangle$$

which is just the diagonal matrix elements of $\xi_{\beta\alpha}^\text{M}(\mathbf{r}_e, \mathbf{r}_h)$ in Eq. 8. Both $\xi_{\beta\alpha}^\text{M}(\mathbf{r}_e, \mathbf{r}_h)$ is readily available from most excited state electronic structure methods, such as CIS, TD-DFT, and EOM-CC.

The interpretation of the above transition density matrix $\xi_{\beta\alpha}^\text{M}(\mathbf{r}_e, \mathbf{r}_h)$ (in the real-space basis) is well-defined.\textsuperscript{51} The off-diagonal elements give indication of the spatial coherence between the electron and hole coordinates, indicating the probability of finding an extra electron at $\mathbf{r}_e$ and a hole at $\mathbf{r}_h$ upon transition from adiabatic state $\psi_\alpha$ to $\psi_\beta$. The diagonal elements of this matrix can be thought of as the net charge induced at $\mathbf{r}$ upon the electronic transition. This quantity is zero when the electron and hole do no occupy the same $\mathbf{r}$ and can thus be thought of as an electron-hole overlap density.

The transition density operator for the ground to $j_{\text{th}}$ state in the polaritonic system $\hat{\rho}_{0j}$ can be written as

$$\hat{\rho}_{0j} = | \Phi_j \rangle \langle \Phi_0 | = \sum_{\alpha n} \sum_{\beta m} C_{\alpha \beta}^j (C^0_{\alpha \beta})^* | \psi_\alpha, n \rangle \langle \psi_\beta, m |$$

where each polaritonic state has been expanded in the basis of molecular and photonic states (see Eq. 5). We are interested in examining the changes of the electronic part of the system as a result of hybridization, so we first trace out the photonic degrees of freedom and define the following molecular-projected transition density operator

$$\hat{\rho}_{0j}^\text{M} = \text{Tr}_{\text{Ph}}[\hat{\rho}_{0j}] = \sum_{\alpha \beta} C_{\alpha \beta}^j (C^0_{\beta \alpha})^* | \psi_\alpha \rangle \langle \psi_\beta |$$

where we have explicitly used the orthonormality relation of the Fock states $\langle n | m \rangle = \delta_{nm}$. This expression implies that the $\hat{\rho}_{0j}^\text{M}$ mixes all molecular transition densities according to the expansion coefficients of the polaritonic states. One can perform an integration over all but one of the electronic DOFs, arriving at the matter-projected one-particle transition density matrix $\rho_{0j}^\text{M}(\mathbf{r}_e, \mathbf{r}_h)$ as fol-
\[
\rho_{0j}^{M}(r_e, r_h) = \int \prod_{i=2}^{N_e} d\mathbf{r}_i d\mathbf{r}_i' \langle \mathbf{r}_1 \cdots \mathbf{r}_{N_e} | \rho_{0j}^{M} | \mathbf{r}_1' \cdots \mathbf{r}'_{N_e} \rangle \\
= \sum_{\alpha \beta n} C_{\alpha n}^{j} (C_{\beta n}^{\ast})^{\ast} \cdot \xi_{\beta \alpha}^{M}(r_e, r_h), 
\]
where \(\xi_{\beta \alpha}^{M}(r_e, r_h)\) is the elementary single-particle transition density (Eq. 8). The diagonal elements of \(\rho_{0j}^{M}(r_e, r_h)\) comprise the real-space projected transition density of the polariton system,

\[
\rho_{0j}^{M}(r) = \sum_{\alpha \beta n} C_{\alpha n}^{0} (C_{\beta n}^{j})^{\ast} \cdot \xi_{\beta \alpha}^{M}(r), 
\]
where \(\xi_{\beta \alpha}^{M}(r) \equiv \rho_{0j}^{M}(r, r) = \psi_{\alpha}(r)\psi_{\beta}^{\ast}(r)\). Recall that we have explicitly removed the photonic transition density from appearing, but, in principle, could also appear to give a more general expression. The generalization of Eq. 13 to include all possible one-particle matter, photonic, and mixed matter-photonic observables is shown in Eq. 6.

Natural transition orbital (NTO) \(^{72-74}\) analysis is another, maybe even more common, method to understand the electron and hole distributions in real space, which can be readily evaluated by electronic structure packages through diagonalization (or rather singular value decomposition, in general) of the transition density matrix, \(\xi_{\beta \alpha}^{M}(r_e, r_h)\) (see Eq. 8). The dominant singular values \(\{s_d\}\) represent the largest contributions to the electron and hole distributions in real-space for a particular \(\alpha \beta_{lh}\) electronic transition while retaining the phase information of the orbitals. The transition orbitals are referred to as the highest occupied transition orbital (HOTO) \((s_d^{H})_{\alpha \beta}^{M}\) and lowest unoccupied transition orbital (LUTO) \((s_d^{L})_{\alpha \beta}^{M}\). For the NTOs presented in Fig. 3c-e, the polaritonic NTOs \((\Xi_{d}^{H/L})_{\alpha \beta}^{M}\) for a given polaritonic transition were constructed by computing the electronic NTOs for all bare molecular transitions \((\xi_{d}^{H/L})_{\alpha \beta}^{M}\) followed by inserting into Eq. 6 with \(\hat{B}_{ph} = \hat{1}_{ph}\), where \(\hat{1}_{ph}\) is the identity matrix for the photonic DOFs. This will give a similar result as that of Eq.13 where the photonic DOFs have been traced out, and the examination of the cavity-induced effects on the local electronic structure can be examined. The inclusion of such an analysis of the photonic DOFs are not required due to the simplicity of the single quantized cavity mode harmonic oscillator structure.

In Figs. 3 and 4, the excitonic absorption spectra was computed as,

\[
A(E) = \sum_{j} f_{0j} \delta(E - \mathcal{E}_{0j}), 
\]
where \(\mathcal{E}_{0j}\) is the transition energy between the ground and \(j_{th}\) polaritonic states and \(f_{0j}\) is the oscillator strength between the ground and \(j_{th}\) polaritonic state computed as,

\[
f_{0j} = \frac{2}{3} \xi_{0j} |\mu_{0j}|^2. 
\]

Note that the delta-function in Eq. 14 is usually broadened with by a finite-width Gaussian or Lorentzian function to account for excitonic, photonic, and/or environmental relaxation/broadening processes present in realistic experimental conditions. Here, we chose to use a Lorentzian function where \(\sigma = 0.1\) eV is the broadening parameter. In Eq. 15, \(\mu_{0j}^{M}\) is the molecular part of the polaritonic dipole calculated from Eq. 6 with \(\mu_{0j}^{M} = \hat{A} \hat{B} = \hat{\mu} \otimes \hat{1}_{ph}\). The matrix elements of \(\hat{\mu}\) are computed according to Eq. 3.

In principle, another term should be added to account for the photonic part of the absorption/emission, which is proportional to \(\hat{A}_{el} \otimes \hat{B}_{ph} \sim \hat{1}_{el} \otimes \hat{q}_{c} \sim \hat{1}_{el} \otimes (\hat{a}^{\dagger} + \hat{a})\). However, the relative magnitude of the electronic and photonic contributions in experiment is extremely reliant on the experimental setup (e.g., cavity loss, direction of the probe etc.). Other works have used different quantities to explore the cross-correlation of various observables for the spectroscopic analysis of molecular systems in cavities.\(^{28}\) In experiment, usually the photonic contribution to the absorption and emission will dominate the intensity of the spectrum in Fabry–Pérot-type cavities.\(^{75,76}\) However, for theoretical calculations, the excitonic absorption spectra (as well as other molecular properties), expressed here and in other works,\(^{31,34,39,40}\) is better-suited to understand the effects of the cavity on the electronic sub-system and gives more direct insight into the local reactivity and local electronic reorganization in the molecule upon excitation of the polaritonic system. It is also important to recall that most of these reported results are in a single-mode cavity and, in principle, only represent the \(\theta = 0\) special incident angle in a FP cavity.

**Computational Details.** All molecules were optimized with density functional theory (DFT) in the ground state electronic configuration, with-
out influence of the cavity. Formaldehyde, 35PPE, and H₂ utilized the B3LYP/6-311++G** while aminopropenal was calculated with ωB97XD/6-311++G**. The excited states were calculated with time-dependent DFT (TD-DFT) at the same level of theory. All DFT, TD-DFT, and natural transition orbital (NTOs) calculations were performed using the Gaussian 16 software package. The dipole matrix elements, real-space projected transition densities, and transition density matrices were computed using the Multiwfn v3.7 software package.

For formaldehyde and aminopropenal, Eq. 4 was solved with 500 electronic states and 10 Fock states. For 35PPE, Eq. 4 was solved with 100 electronic states and 10 Fock states. The H₂ molecule was solved in the basis of 3 electronic states and 5 Fock states.

The finite-size (6,5) SWCNT was constructed using the visual molecular dynamics (VMD) package including 3 unit cells (∼10 nm, 1092 atoms). The edges were properly capped with hydrogens according to previous works.
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