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Abstract 

In this study, we compute the hyperpolarizability of the nitroaniline isomers, para-nitroaniline 

(pNA), ortho-nitroaniline (oNA), and meta-nitroaniline (mNA), by density functional theory 

(DFT), including with optimally tuned range separated hybrid (RSH) functionals. By utilizing the 

nitroanilines hyperpolarizability trend based on charge transfer (pNA>oNA>mNA), we can 

uncover how the excitation wavelength affects the prediction of the hyperpolarizabilities in both 

on and off resonant regimes, and optimal gap tuning of RSH functionals. In non-resonant regions, 

with reference to CCSD/aug-cc-pVDZ and experimental studies, we find that some computational 

approaches do not always reproduce the nitroanilines trend at specific excitation wavelengths. For 

example, RSH functionals require optimal gap tuning to reproduce the trend. In resonant regions, 

we find that the damped response theory predicts that the trend is maintained at the two-photon 

absorption, however, it breaks near the one photon pole. This suggests that the underlying charge 

transfer characteristics are undermined in the one-photon pole which in comparison to the two-

state model suggests that this is due to the presence of other electronic states in some of the 
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isomers. Furthermore, we find that cases where optimal gap tuning is ineffective (pathological 

behavior) are dependent on the excitation wavelength. 

Introduction 

Devices and techniques utilizing second order nonlinear optical properties have found 

extensive applications in telecommunications and surface sensitive characterization techniques.1–

4  Central to these applications is the magnitude of the first molecular hyperpolarizability, 𝛽𝑖𝑗𝑘, 

which is directly related to the extent of charge transfer within a system. The magnitude of the 

molecular hyperpolarizability can be determined via experimental routes, such as electric field-

induced second harmonic generation (EFISH) and hyper-Rayleigh-scattering (HRS) 

experiments.5–7 In these experiments, light with an excitation or fundamental wavelength (𝜆𝑒𝑥) 

interacts with a species to yield an output with half the wavelength (
𝜆𝑒𝑥

2
). Complementary to 

experimental measurements, over the last three decades, extensive computational work involving 

the use of various theoretical methods to predict the hyperpolarizability has been achieved.8–11 The 

bulk of these studies have been accomplished at off-resonant excitation wavelengths. While it is 

known that the hyperpolarizability can be resonantly enhanced at the one-photon pole (𝜆𝑒𝑥 = ∆𝐸) 

and the two-photon pole (2𝜆𝑒𝑥 = ∆𝐸), it is unclear how the underlying charge transfer 

characteristics of a system would behave in these resonance regimes.  

A commonly used reference system in previous studies is the push-pull 𝜋-conjugated 

molecule, para-nitroaniline (pNA), which has been thoroughly investigated both experimentally 

and computationally.5,12–21 Compared to meta (mNA) and ortho (oNA) nitroaniline isomers 

(Figure 1), it displays a remarkably larger hyperpolarizability as shown in both EFISH and HRS 

experiments at off resonant excitation wavelengths (𝜆𝑒𝑥  =1064 nm and 1907 nm), which 



consequently led to determining the hyperpolarizability trend of pNA>oNA>mNA.5,22–25 Early 

theoretical studies based on a two-state model attributed the trend to the intramolecular charge 

transfer between the donor (-NH2) and acceptor (-NO2) groups in the nitroaniline isomers, which 

has led to computational and experimental investigations into more push-pull type 𝜋-conjugated 

systems.23,25–27  

The use of computational methods in the evaluation of both on and off resonant 

hyperpolarizabilities face challenges in reproducing the experimental measurements. Early 

computations involving the use of Hartree-Fock and semi-empirical methods were found to 

severely underestimate the hyperpolarizabilities relative to correlated methods based on coupled 

cluster and second-order Møller-Plesset perturbation theory (MP2).31–34 Although the use of 

electron correlated methods has a profound effect on the accuracy of the hyperpolarizability, their 

practicality, computational cost, and convergence behavior, limit the widespread use of these 

methods in computations of hyperpolarizabilities.35 

On the other hand, the use of density functional theory (DFT) provides an alternative route 

at a fraction of the computational cost. However, these methods are also susceptible to challenges 

in accurately predicting hyperpolarizability values, stemming from the choice of the exchange-

correlation (XC) functional.26,36 Hybrids and generalized gradient approximation (GGA) 

functionals poorly describe charge transfer excitations due to the wrong asymptotic behavior in 

the Coulomb operator.37,38  To overcome this weakness, the concept of the range-separated hybrid 

functionals (RSH) was developed, where the Coulomb operator is partitioned into short- and long-

range parts, using a standard error function.39–42 Based on this formulation, a new variable called 

the range separation parameter, 𝜔 (or μ), is needed, which controls the switching between short-

range and long-range behavior. An overall improvement is observed in the prediction of nonlinear 



optical properties of systems with RSH functionals relative to traditional GGA functionals, 

however the tendencies to over or underestimate the properties relative to experimental studies 

still persists.43–46 An approach to improve the description of hyperpolarizabilities involves the 

optimization of the range separation parameter by a process known as nonempirical optimal gap 

tuning, which entails the enforcement of the molecule and its anion to obey Koopman’s theorem.47–

51  However, due to the sensitivity to the environment, this approach has provided predictions with 

variable success relative to the experimental values and high-level ab initio computations.12,45,52–

54  

As such in this study, we utilize the known nitroaniline isomers’ hyperpolarizability trend 

(pNA>oNA>mNA) as a means of qualitatively assessing the role of the excitation wavelength on 

the computation of hyperpolarizabilities. By computing the hyperpolarizabilities at different 

excitation wavelengths in addition to the static limit, we observe that the nitroanilines trend is not 

always maintained in on and off resonant conditions. For example, in the off-resonant and the two-

photon absorption region (500-700 nm) the trend is maintained, however below this region and in 

the one photon region (250-350 nm) it is no longer maintained. Comparison to the damped two 

model suggests the resonance enhancement and possible presence of other states could dominate 

the charge transfer characteristics. Furthermore, we find that the previously identified pathological 

behavior associated with optimal gap tuning is wavelength dependent.  



 

Figure 1: Structures of the nitroaniline isomers: para-nitroaniline (pNA), ortho-nitroaniline (oNA), 

and meta-nitroaniline (mNA). 

Computational Details 

Density functional theory (DFT) computations on the nitroaniline isomers (Figure 1) were 

carried out using the Gaussian 16 suite of programs,55 while coupled cluster and time dependent 

density functional theory (TDDFT) with damped response theory computations were done in 

Dalton 16.56  The geometries of pNA, oNA, and mNA were optimized with CAM-B3LYP/6-

31+G(d,p) using default convergence parameters.57–63 The optimized geometries for each of the 

molecules are provided in the supplementary material. 

First-order hyperpolarizabilities computed with DFT utilized the following functionals: 

B3LYP,64 CAM-B3LYP,57 𝜔B97XD,65 𝜔B97,66 and LC-BLYP39 with the 6-311+G(d,p) basis set 

in both the gas and solvent phases.  Additional TDDFT computations were done with the same 

basis set.67 All solvent effects in DFT computations were accounted for with the polarizable 

continuum model (IEF-PCM).68 Additional gas phase computations were done with second-order 

approximate coupled cluster (CC2), coupled cluster singles (CCS), and coupled cluster with 

singles and doubles (CCSD), with the use of the frozen core approximation and the aug-cc-pVDZ 

basis set.56,69,70 The range-separated hybrid functionals (RSH) were non-empirically tuned by 

setting the values of the range separation parameter (𝜔) with the internal options (IOps) for the 



anion, cation, and neutral species of the molecule in the gas phase.47–49 Tuning was accomplished 

by minimizing the absolute difference (𝐽2) via 

𝐽2(𝜔) = [𝜖𝐻𝑂𝑀𝑂(𝑁) + 𝐼𝑃(𝑁)]2 + [𝜖𝐻𝑂𝑀𝑂(𝑁 + 1) + 𝐼𝑃(𝑁 + 1)]2 ,   (1)  

where IP refers to the ionization potential of the species (neutral = N electrons and anion = N+1 

electrons) and 𝜖𝐻𝑂𝑀𝑂 is the energy of the highest occupied molecular orbital of the corresponding 

species. To take solvation into account in optimal tuning studies, we utilize one of the approaches 

suggested by Kronik and Kümmel,71 whereby optimal gap tuning is achieved in the gas phase and 

subsequent PCM is added using the 𝜔 value obtained in the gas phase. To avoid confusion in 

differentiating the range separation parameter, 𝜔, and excitation energy (wavelength), we label the 

latter as 𝜆𝑒𝑥. 

Hyperpolarizabilities are presented in the ‘T’ convention, which is based on the Taylor 

series expansion of the induced dipole moment, 𝜇, 

𝜇(𝐸) = 𝜇𝑖
𝑜 + 𝛼𝑖𝑗𝐸 + 𝛽𝑖𝑗𝑘𝐸𝐸 + 𝛾𝑖𝑗𝑘𝑙𝐸𝐸𝐸 .       (2) 

In Eq. 2.2, 𝜇𝑖
𝑜 represents the permanent dipole moment, without the presence of the field E, 𝛼𝑖𝑗 is 

the polarizability, 𝛽𝑖𝑗𝑘 is the first hyperpolarizability, and 𝛾𝑖𝑗𝑘𝑙 is the second hyperpolarizability. 

The subscripts ‘ijk’ and ‘ijkl’ indicate that the hyperpolarizabilities are tensors with components 

defined in the molecular principal axis frame. The reported values, in atomic units (au), are the 

vector components of the hyperpolarizability which are parallel to the permanent dipole moment, 

𝛽||. This value is related to tensor components by 

𝛽|| =
1

5
∑ (𝛽𝑧𝑖𝑖 + 𝛽𝑖𝑧𝑖 + 𝛽𝑖𝑖𝑧)𝑖  .         (3) 

For computations where the coordinate system does not align with the dipole moment, the value 

is given by4 



𝛽|| =
1

5
(𝛽𝑥

2 + 𝛽𝑦
2 + 𝛽𝑧

2)1/2 ,         (4) 

where the components 𝛽𝑗 are 

𝛽𝑗 =
1

5
∑ (𝛽𝑗𝑖𝑖 + 𝛽𝑖𝑗𝑖 + 𝛽𝑖𝑖𝑗)𝑖  .          (5) 

For excitation energies near an electronic resonance, it has been shown that the 

hyperpolarizabilities should be determined through a damped two-state model (TSM). 21,28,72–76 In 

this model, the hyperpolarizability is given by  

𝛽𝑖𝑗𝑘(−2𝜔; 𝜔1, 𝜔2) = 𝑃 ∑ ∑ {
⟨0|𝜇𝑖|𝑚⟩⟨𝑚|𝜇𝑗̅̅ ̅|𝑛⟩⟨𝑛|𝜇𝑘|0⟩

(𝜔𝑚0 + 2𝜔 − 𝑖𝛾)(𝜔𝑛0 − 𝜔1 − 𝑖𝛾)
 +𝑛≠0𝑚≠0

 
⟨0|𝜇𝑘|𝑚⟩⟨𝑚|𝜇𝑗̅̅ ̅|𝑛⟩⟨𝑛|𝜇𝑘|0⟩

(𝜔𝑚0 + 𝜔2 + 𝑖𝛾)(𝜔𝑛0 − 2𝜔 + 𝑖𝛾)
 +  

⟨0|𝜇𝑘|𝑚⟩⟨𝑚|𝜇𝑗̅̅ ̅|𝑛⟩⟨𝑛|𝜇𝑗|0⟩

(𝜔𝑚0 + 𝜔2 + 𝑖𝛾)(𝜔𝑛0 −𝜔1 − 𝑖𝛾)
} .     (6) 

where the term ⟨𝑚|�̅�|𝑛⟩ = ⟨𝑚|𝜇|𝑛⟩  −  ⟨0|𝜇|0⟩. In Eq. 6, P is a permutation operator taking all the 

combinations into account, 𝜔𝑚0 is the excitation energy between the ground and mth state, 

⟨𝑛|𝜇𝑘|0⟩ is the transition dipole moment between the ground and nth excited state, and 𝛾 is the 

damping parameter.  

In the damped response theory, we compute the isotropic average hyperpolarizability based on the 

previous work,21 

 �̅� =
1

5
∑ (𝛽𝑧𝑖𝑖 + 2𝛽𝑖𝑧𝑖)𝑖  .          (7) 

The inclusion of the relaxation results in complex hyperpolarizability values. Therefore, we 

present the absolute values. To facilitate a comparison between the computed and experimental 

values, experimental calibration and conversion factors were considered.14,77 Details are provided 

in the supplementary material.  

Results and Discussion 

We begin the discussion by commenting on the influence of optimal gap tuning on the 

value of the range separation parameter (𝜔) of the range separated hybrid (RSH) functionals. The 



values were optimized in the gas phase, with ± 0.02 Bohr−1 accuracy, as shown in the plots of the 

absolute errors (J2) versus 𝜔 in the supplementary material (Figure S1). Relative to the default 

values of the range separation parameter, optimal gap tuning significantly affects 𝜔B97XD (𝜔 = 

0.33 to 0.20) as compared to LC-BLYP and 𝜔B97 (𝜔 = 0.33 to 0.28) for all the nitroaniline 

isomers. The values of 𝜔 for pNA closely match those predicted by the previous work done with 

different basis sets.12,78  

With the tuned RSH functionals in hand, the gas phase hyperpolarizabilities at the static 

limit (𝜆𝑒𝑥 = ∞) and dynamic (𝜆𝑒𝑥= 1064 nm) were computed, along with computations with 

B3LYP, CAM-B3LYP, CCS, CC2, and CCSD as presented in Table 1. Assessing the dynamic 

hyperpolarizabilities (𝛽||
1064𝑛𝑚) with the experimental hyperpolarizability trend (pNA > oNA > 

mNA), we find that the RSH functionals can reproduce the dynamic hyperpolarizability trend 

without optimal gap tuning being required. When assessing the hyperpolarizability trend predicted 

by the other methods, we find that B3LYP, CCS, and CAS/DZP,20 are unable to reproduce the 

experimental trend. Although B3LYP provides a good approximation of pNA relative to the CCSD 

computation, it performs poorly for the other isomers. The tendency of B3LYP to predict well the 

hyperpolarizability of pNA, but under or over-estimate for other systems is well documented.18 

The failure of CCS is not surprising too, as previous studies done on pNA in the gas phase indicate 

that it will underestimate the static hyperpolarizabilities relative to CCSD computations, whereas 

CC2 will do the opposite.18,35 As we show here, these behaviors associated with CCS and CC2 

extend to the dynamic hyperpolarizabilities (𝜆𝑒𝑥 = 1064 nm) and the other nitroaniline isomers 

studied here.  

Table 1: Gas phase static and dynamic hyperpolarizabilities (in au) of the nitroaniline isomers 

computed with DFT functionals and wave function theory-based methods with 6-311+G(d,p) and 



aug-cc-pVDZ basis sets, respectively. Optimally tuned RSH functionals are distinguished by an 

asterisk (*). 

 

 pNA oNA mNA 

Method 𝛽||
𝑆𝑡𝑎𝑡𝑖𝑐 𝛽||

1064𝑛𝑚 𝛽||
𝑆𝑡𝑎𝑡𝑖𝑐 𝛽||

1064𝑛𝑚 𝛽||
𝑆𝑡𝑎𝑡𝑖𝑐 𝛽||

1064𝑛𝑚 

B3LYP 908 1646 252 604 342 635 

CAM-B3LYP 791 1274 271 543 285 437 

𝜔B97XD 803 1271 279 526 298 449 

𝜔B97XD* 789 1230 280 518 291 432 

𝜔B97 725 1082 277 473 257 358 

𝜔B97* 778 1230 280 539 282 419 

LC-BLYP 739 1095 288 482 261 360 

LC-BLYP* 827 1330 297 588 302 457 

HF 518 710 197 287 168 222 

CC2 1255 2025 325 586 359 533 

CCS 581 779 185 247 204 272 

CCSD 987 1495 291 476 311 438 

CAS𝑎 805 1097 231 267 241 321 

PM3𝑏 729 NR 116 NR 231 NR 

𝑎Static and dynamic hyperpolarizabilities (𝛽||) based on the use of complete active space and 

double zeta valence (DZV) basis set with polarization functions on all atoms.20 𝛽|| for the isomers 

are calculated using the individual tensor components provided and equation 4.  

𝑏Static hyperpolarizabilities from Ref. 79. Dynamic hyperpolarizabilities not reported (NR). 

On the other hand, assessing the static hyperpolarizabilities, (𝛽||
𝑆𝑡𝑎𝑡𝑖𝑐), of the nitroaniline 

isomers, we find that CCSD/aug-cc-pVDZ computations indicate that the trend of the isomers does 

not follow the one predicted by experiments (pNA > oNA > mNA) instead the hyperpolarizability 

of mNA is greater than oNA where the trend becomes pNA > mNA > oNA. As a result, CC2, 

CCS, B3LYP, CAM-B3LYP, the previous CAS/DZP, PM3, and B3LYP/aug-cc-pVDZ 

computations done on the isomers follow this trend in the hyperpolarizabilities at the static 

limit.15,20,79 The change in the hyperpolarizability trend suggests that the excitation wavelength 



plays a role in the computation of hyperpolarizabilities in off resonant conditions. This is surprising 

as it suggests that the underlying charge transfer characteristics of the nitroanilines do not always 

persist. 

 The effect of optimal gap tuning becomes apparent at the static limit too, where the 

untuned RSH functionals 𝜔B97 and LC-BLYP do not follow the static hyperpolarizability trend 

being predicted by the CCSD/aug-cc-pVDZ computations. However, after tuning the range 

separation parameter as described before, the functionals follow the trend predicted by the 

CCSD/aug-cc-pVDZ computation. We do note that tuning has a minimal influence on oNA at the 

static limit as compared to at 1064 nm, where for example 𝜔B97XD changes by 1 au at the static 

limit compared to 7 au at 1064 nm. Nevertheless, this shows that optimal gap tuning is necessary 

to improve the description of static hyperpolarizabilities relative to CCSD/aug-cc-pVDZ 

computations. 

To determine whether these changes in the hyperpolarizability trend persist in the presence 

of a solvent, we compare the computed hyperpolarizability trend to experimental studies 

determined at two excitation wavelengths (𝛽||
1064𝑛𝑚 & 𝛽||

1907𝑛𝑚) which are in the presence of 

different media (Table 2).5,23,24 The significant shift in the experimental hyperpolarizabilities at the 

different excitation wavelengths cannot be solely attributed to the change in the excitation 

wavelength. Previous work has highlighted the vibrational contributions, solvent effects and 

systematic errors associated with the experimental measurements can lead to different 

hyperpolarizabilities.14,22,72,77,80 Nonetheless, all experiments show that the hyperpolarizability 

trend (pNA>oNA>mNA) persists at these off-resonant frequencies.  



Table 2: Dynamic hyperpolarizabilities (in au) with 𝜆𝑒𝑥= 1064 nm and 1907 nm of the nitroaniline 

isomers computed with the default DFT functionals and optimally tuned functionals (distinguished 

by an asterisk (*)). 

 pNA oNA mNA 

Method 𝛽||
1064𝑛𝑚 𝛽||

1907𝑛𝑚 𝛽||
1064𝑛𝑚 𝛽||

1907𝑛𝑚 𝛽||
1064𝑛𝑚 𝛽||

1907𝑛𝑚 

Ref. 5𝑎 6112 - 1333 - 874 - 

Ref. 23𝑎 5750 - 1417 - 833 - 

Ref. 24𝑏 - 2162 - 521 - 396 

B3LYP 4070 2131 1310 600 1959 801 

CAM-B3LYP 3160 1785 1150 610 1035 616 

𝜔B97XD 2919 1683 1106 591 971 592 

𝜔B97XD* 2830 1645 1089 590 925 574 

𝜔B97 2450 1476 991 568 727 487 

𝜔B97* 2814 1629 1112 600 890 558 

LC-BLYP 2508 1503 1018 586 731 490 

LC-BLYP* 3111 1751 1220 639 986 601 

HF 1594 1023 617 383 499 346 

𝑎 Experimental values of Levine and Bethea5 as well as Oudar and Chemla23 which measured pNA 

in methanol, and oNA/ mNA in acetone at 𝜆𝑒𝑥= 1064 nm. 

𝑏Experimental values derived from Cheng et al.24 where pNA was measured in acetone whereas 

mNA and oNA were measured in 1,4-dioxane at 𝜆𝑒𝑥 = 1907 nm. 

At 𝜆𝑒𝑥 = 1064 nm, several similarities to the gas phase computations of  

𝛽||
1064𝑛𝑚 can be found, where the traditional GGA functional B3LYP is the only functional unable 

to reproduce this trend as it overestimates the hyperpolarizability of mNA. Likewise, the need for 

optimal gap tuning is unnecessary at this excitation wavelength. On the other hand, at 𝜆𝑒𝑥 = 1907 

nm, B3LYP, CAM-B3LYP, and 𝜔B97XD fail to reproduce the experimental trend. Although it is 

not surprising for B3LYP to fail to reproduce the experimental trend, it is surprising for CAM-

B3LYP and 𝜔B97XD as they can do so at 1064 nm. Indeed, similar to the gas phase static 

hyperpolarizabilities, optimal gap tuning corrects the behavior of 𝜔B97XD. Furthermore, tuning 



𝜔B97XD has a minimal effect on oNA at 1907 nm where the hyperpolarizability changes by 1 au 

as compared to a change of 17 au observed at 1064 nm.  

The difference in the behavior of functionals at different excitation wavelengths indicates 

the role the excitation wavelength plays in both the prediction of the hyperpolarizabilities and 

optimal gap tuning. To further investigate the first connection, the hyperpolarizabilities were 

computed at excitation wavelengths utilized by Ref.13 in their experimental EFISH study 

conducted on pNA in 1,4 dioxane (experimental excitation wavelength dependent 

hyperpolarizabilities of mNA and oNA have not been determined). Adopting their excitation 

wavelengths, we evaluate the performance of the functionals with solvent effects of 1,4 dioxane 

(PCM) being considered. Figure 2(a) compares the 𝛽|| of pNA computed at the wavelengths 

employed in the EFISH experiment. All the RSH functionals can reproduce the increment seen in 

the experimental hyperpolarizability of pNA with varying degrees of accuracy relative to the 

experiment. CAM-B3LYP and 𝜔B97XD provide a closer approximation to the experimental 

values than 𝜔B97 and LC-BLYP. The accuracy relative to the experiment is dependent on the 

excitation wavelength as the error significantly increases at shorter excitation wavelengths (higher 

energies).  

 



 

Figure 2: (a) Variation of the β|| of pNA as a function of the excitation wavelength for all RSH 

functionals in comparison to experimental values.13 Computations were done in 1,4 dioxane. Gas 

phase (b-d) log (β||) of all isomers in a broader wavelength range from 1907 nm to the static limit. 

Additional gas phase CCSD/aug-cc-pVDZ computations on pNA from Sałek et al.18 are presented 

too.  

To obtain a qualitative picture of the excitation wavelength dependence, the gas phase 

hyperpolarizabilities were computed with RSH functionals over a wider excitation wavelength 

window (Figure 2(b-d)). Additional previous CCSD/aug-cc-pVDZ computations done by Sałek et 

al. are also included.18 The hyperpolarizabilities of all the nitroaniline isomers significantly 

increase as the wavelength is lowered from 1907 nm to 750 nm. From 830 - 1907 nm, notably, the 

ωB97XD results provide a closer approximation to the previous CCSD/aug-cc-pVDZ values of 



pNA than ωB97 and LC-BLYP. In this region, all the default RSH functionals can reproduce the 

experimental hyperpolarizability trend. However, between 500 nm and the static limit, there is no 

consistency between the RSH functionals, as each gives different nitroaniline hyperpolarizability 

trends. We tentatively assign this enhancement of the hyperpolarizabilities to the presence of 

electronic resonances for all isomers. Indeed, TDDFT computations summarized in Table S2 

confirm that the electronic resonances for the isomers lie between 250 - 350 nm. Moreover, the 

presence of the electronic resonance can explain the different nitroaniline trend predicted by the 

gas phase CCSD/aug-cc-pVDZ computations at the static limit. This change in the 

hyperpolarizability trend highlights the effect an electronic resonance can have on the computation 

of the hyperpolarizabilities.  

We can shed light on the influence of the electronic resonances by evaluating the 

hyperpolarizability in greater resolution by using the damped two-state model (TSM) in the near 

and on resonance regions. The damping parameter is set to 500 cm-1 based on previous work on 

pNA.21 As shown in Figure 3(a), the damped two-state model predicts that all isomers shows two 

distinct resonant centers or pole positions when the excitation energy is in close proximity to a 

resonant contribution. The first region between 250-350 nm (labelled ‘(i)’) is the one-photon 

resonance regime whereby the excitation energy is at resonance, while the second region between 

500 – 700 nm (labelled ‘(ii)’) is the two-photon resonance regime whereby the second harmonic 

energy overlaps with the resonant energy.28,81For pNA, these regions are in agreement with 

previous experimental and computational work.82,83 We find that for both one and two photon 

resonance, and the region between them, the nitroanilines hyperpolarizability trend is reproduced 

by the damped two-state model suggesting that the underlying donor-acceptor charge transfer 

characteristics significantly contribute to the hyperpolarizabilities.23 



 

Figure 3: Hyperpolarizabilities determined using the (a) damped two-state model (TSM) and (b) 

damped response theory (RT). The value of the relaxation parameter (𝛾) is set to 500 cm-1 for both 

approaches. Parameters utilized to compute the hyperpolarizabilities of the TSM are presented in 

Table S3 in the supporting information. All computations are done with CAM-B3LYP/6-

311+G(d,p) in the gas phase.  

 

In Figure 3(b), we show the hyperpolarizabilities computed with damped response theory 

(RT). Similar to the TSM, the damping parameter (𝛾) is set to 500 cm-1. In the two-photon 

resonance region (ii), we find that the hyperpolarizability trend is maintained. However, in two 

areas below this region (< 500 nm) the hyperpolarizability trend is not always maintained. Firstly, 

in the region between the one and two photon resonances, the trend is also broken, likely due to 



the damped two-state model (even with damping) not accounting for the additional electronic or 

vibronic states that are able to contribute to the hyperpolarizabilities in these regions.72,84,85  

Secondly, in the one photon resonance region, a direct comparison of RT to the TSM 

(Figure S3), shows that while good agreement can be found in the prediction of one-photon pole 

positions for pNA and mNA, this is not the case for oNA. Such a shift in the pole positions between 

the RT and TSM has been identified for LiH.76 This was linked to the prediction of an additional 

false pole by RT due to the shortcomings of the adiabatic approximation.  Indeed, the variations 

in the occurrence of the shifts in the isomers suggest the presence of additional poles is highly 

system dependent and thus the comparison to the damped two state model can serve as a good 

reference. 

Next, we investigate the role the excitation wavelength plays in optimal gap tuning. The 

hyperpolarizabilities were computed over the experimental excitation wavelength range (830-1907 

nm) with the tuned RSH functionals (Figure S2(a)). In comparison to the experimental values, 

tuning the RSH functionals over this wavelength range has a variable effect on the accuracy of the 

predicted hyperpolarizabilities in 1,4 dioxane.13 The accuracy improves for LC-BLYP and 𝜔B97 

at 803, 909, and 1064 nm, however, reduces at 1907nm. In comparison to the gas phase CCSD/aug-

cc-pVDZ computations done by Sałek et al.18 on pNA, optimal gap tuning improves the prediction 

of the hyperpolarizabilities by 𝜔B97 and LC-BLYP (Figure S2(b-d)). On the other hand, the 

opposite behavior takes place for 𝜔B97XD, where the prediction improves at 1907 nm while 

becoming worse at the lower excitation wavelengths. For all the RSH functionals at the static limit 

and 1907 nm, tuning the functionals has a minimal effect on the hyperpolarizabilities of oNA.  



The small change due to optimal gap tuning is interesting to note as this indicates that 

optimal gap tuning has a minimal influence on the hyperpolarizabilities of oNA. To explore these 

changes in oNA, we utilized the diagnostic test proposed by Scuseria and coworkers.12 In this test, 

optimal gap tuning is effective when 𝛽|| decays as the value of the range separation parameter (𝜔) 

increases. However, when this behavior is not followed, optimal gap tuning becomes less likely to 

improve the computed hyperpolarizabilities relative to experimental measurements. This approach 

was developed on pyrrole derivatives which displayed an increase in the 𝛽|| values followed by a 

decrease as the value of 𝜔 was increased. Optimal gap tuning was found to have a minimal 

influence on the hyperpolarizabilities of these derivatives in comparison to that of pNA. Indeed, 

such behavior has been observed in other charge transfer systems.54 

Based on these observations, we present the plots of the 𝛽|| of oNA as a function of 𝜔 at 

different excitation wavelengths in Figure 4. At the static limit and 1907 nm, all RSH functionals 

show that the 𝛽|| rises initially followed by a decline as the value of 𝜔 increases (Figure 4 (a & c)). 

This behavior is similar to that found with the pyrrole derivatives and suggests that oNA represents 

a pathological case at the static limit and 1907 nm.12 However, as shown in Figure 3(b), at 1064 

nm a typical decay curve is observed indicating that the molecule is not the only contributing factor 

to this pathological behavior, but the choice of the excitation wavelength can also contribute and 

results in optimal gap tuning having a minimal effect on the hyperpolarizabilities. We do note that 

pNA and mNA exhibit typical behavior as the 𝛽|| decays as 𝜔 increases for all the excitation 

wavelengths (Figure S3). Furthermore, the behavior of all the nitroaniline isomers observed in the 

gas phase extends to computations done in the solvent phase (1,4 dioxane) as well (Figure S5). 

Hence, setting the correct excitation wavelength is an important parameter when gauging the 

efficacy of optimal gap tuning in the prediction of hyperpolarizabilities. 



 

Figure 4: Variation of the hyperpolarizabilities (𝛽||) of oNA with respect to the range separation 

parameter (𝜔) for RSH functionals at (a) the static limit (b) 1064 nm, and (c) 1907 nm in the gas 

phase. All computations used the 6-311+G(d,p) basis set. 



Conclusions 

In conclusion, the hyperpolarizabilities of para, ortho, and meta-nitroaniline were evaluated 

using DFT, including with optimally tuned range separated functionals, and coupled cluster 

calculations utilizing the charge transfer based hyperpolarizability trend (pNA > oNA > mNA) as 

a qualitative measure of accuracy. The excitation wavelength plays a pivotal role in the prediction 

of the hyperpolarizability trend as it is not always maintained, for example CCSD/aug-cc-pVDZ 

computations at the static limit. Monitoring the hyperpolarizabilities over a wider excitation 

wavelength range with damped response theory indicates near the one-photon resonance region 

the trend is broken. Comparison to the damped two-state model reveals that the underlying charge 

transfer characteristics of the isomers are compromised by the presence of additional states or false 

poles in the one photon resonance region. The role of the excitation wavelength is also apparent in 

the optimal gap tuning process, where oNA exhibits pathological behavior which makes optimal 

gap tuning ineffective at 1907 nm and the static limit, but it reverts to the typical behavior at 1064 

nm. These findings highlight that the excitation wavelength is an important factor to consider in 

both gas phase and solvent phase computations of hyperpolarizabilities and optimal gap tuning of 

RSH functionals. 
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Supplementary Material 

Plots of the absolute differences (J2) against the range separation parameter used to determine the 

optimized 𝜔 values, previous experimental studies of hyperpolarizabilities were done on 

nitroaniline isomers, variation of the hyperpolarizability from the static limit to 2000 nm for the 

tuned RSH functionals, results from TDDFT computations, comparison of the damped response 

theory to the damped two state model, variation of the hyperpolarizabilities of pNA and mNA with 

respect to the range separation parameter for RSH functionals at the static limit, 1064 nm, and 

1907 nm in the vacuum; and coordinates of the computed ground state geometries of all the 

nitroaniline isomers. 
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