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Abstract 

The recently proposed permutationally invariant polynomial-neural network (PIP-NN) based ∆-

machine learning (∆-ML) approach (PIP-NN ∆-ML, J. Phys. Chem. Lett. 2022, 13, 4729) is a flexible, 

general, and highly cost-efficient method to develop full dimensional accurate potential energy surface 

(PES). Only a small portion of points, which can be actively selected from the low-level (often DFT) 

points, with high-level energies are needed to bring a low-level PES to a high-level of quality. The 

hydrogen abstraction reaction between methanol and hydroxyl radical, OH + CH3OH, has been studied 

by theories and experiments for a long time due to its great importance in combustion, atmospheric and 

interstellar chemistry. However, it is not trivial to develop the full dimensional accurate PES for it. In 

this work, the PIP-NN ∆-ML method is successfully applied to the title reaction. The DFT PES was fitted 

by using 140192 points. Only 5% of the DFT dataset was needed to be calculated at the level of 

UCCSD(T)-F12a/AVTZ, and to improve the DFT PES to the target high-level, UCCSD(T)-F12a/AVTZ. 

More than 92% of the original unaffordable calculation cost were saved. The kinetics, including rate 

coefficients and branching ratios, were then studied by performing quasi-classical trajectory calculations 

on this newly fitted PES for the title reaction. 

  



1. Introduction 

 Both hydroxyl radicals (OH) and methanol (CH3OH) are widely present in many chemistry related 

scenes, like atmosphere,1 combustion,2-4 and interstellar space.5 Methanol, the simplest alcohol, is a green, 

clean, renewable and pivotal energy source, which is well recognized not only as a fuel to reduce CO2 

emissions, but also as a source for a variety of complicated organic molecules, such as olefins, carbonyl 

compounds, peptides and polypeptides, and even RNA.6 Similar to the F/Cl/H + CH3OH reactions,7-10 

the reaction between OH and CH3OH has several product channels. The major channels are the hydrogen 

abstractions,  

OH + CH3OH → H2O + CH2OH,                              (R1) 

OH + CH3OH → H2O + CH3O.                              (R2) 

Over the past decades, the reaction mechanisms and the kinetics of the two channels have been studied 

comprehensively1-5, 11-50 by experiment and theory, due to not only their significance in various chemical 

environments, but also the fundamental role as a prototypical polyatomic reaction with competitive 

channels. 

 As shown in Figure 1, ample experimental investigations have been carried out to study the rate 

coefficients (denoted as k, in cm3molecule-1s-1), branching ratios between R1 and R2, as well as kinetic 

isotope effect. Most experimental measurements focused on kinetics over the temperature between 200 

and 2000 K.2, 13-15, 18-26, 28, 32-36, 49, 51 The measured branching ratios of the R2 channel (defined as k2 / kt, 

kt = k1 + k2) were 0.11±0.03,18 0.17±0.13,19 0.25±0.08,20 0.17±0.03,23 0.15±0.0824 at 298 K, 0.22±0.07 at 

393 K,18 and >80% at 900 ~ 1300 K.34 

Recently, the title reaction was found to play an important role in the interstellar medium. 

Interestingly, at low temperatures below 200 K, CH3O becomes the main product due to the quantum 

tunneling effect and thus an important contributor to the formation of interstellar CH3O.5, 52 At 10, 50, 

and 100 K, the rate coefficients were measured to be 3.0, 0.49, and 0.38 × 10-10 experimentally.38 Antiñolo 

et al. obtained the rate coefficients (3.6±0.1) × 10-12 (T/300K)-(1.0±0.2) over 22 ~ 64 K.39 Ocana et al. 

studied the kinetics over 11.7 ~ 177.5 K, and found almost two orders of magnitude increase in the rate 

coefficient from 175 to 100 K.48 Gómez Martín studied the kinetics of the title reaction over 56 ~ 202 

K,1 and confirmed that at temperatures below 180 K, the R2 channel dominates due to the quantum 

tunneling.5 



Theory is very helpful to provide the dynamic detail along the reaction. The potential feature largely 

determines the reaction kinetics and dynamics. As shown in Figure 2, both R1 and R2 channels have 

apparent barriers, TS1 and TS2, sharing the same pre-reaction complex, RC, which has been 

characterized also experimentally.37 There exist two different product complexes, PC1 and PC2, before 

arriving at the final products, H2O + CH2OH and H2O + CH3O. The former product channel is ~10 

kcal/mol more exothermic than the latter, and the energy difference between PC1 and PC2 is also similar, 

~ 11 kcal/mol. TS1 is ~ 2 kcal/mol lower than TS2. Indeed, the reaction mechanisms of R1 and R2 

channels for the title reaction have been studied by various electronic structure levels of theory,4, 27, 30, 31, 

34, 40, 43, 47, 48 such as MP2, MP4, DFT, QCISD(T), G2, CCSD(T), CCSD(T)-F12a and CASPT2, and the 

kinetics were then determined by statistical rate theories, like transition state theory (TST), Rice-

Ramsperger-Kassel-Marcus (RRKM), or master equation. As shown in Figure 1, theoretical results are 

generally consistent with experiment at temperatures above ~300 K. At interstellar low temperatures, 

kinetics computations based on high-level ab initio information also predicted that the rate coefficients 

were increased, consistent with experiment, due to quantum tunneling effect. However, the experimental 

results are still significantly higher than the kinetics calculations. The theoretical studies by Siebrand et 

al. suggested that methanol dimers can play a significant role in the interstellar low temperature 

kinetics,40 which was questioned by the combined experimental and theoretical investigation.42 

 Except the statistical rate theories, dynamic methods, including quasi-classical trajectory (QCT), 

ring-polymer molecular dynamics, and quantum dynamics (QD), can provide rate coefficients and 

dynamic details. Roncero et al. developed a full dimensional potential energy surface (denoted as PES-

2018) for the reaction OH + CH3OH, and carried out QCT calculations under 100 K. The results showed 

the reactivity was increased at low temperature / energy due to the complex forming mechanism. 

However, the QCT predictions were still lower than the measured ones because the quantum effect was 

not considered in QCT.44 The PES-2018 was fitted to more than 2×105 points whose energies were 

calculated at the CCSD(T)-F12a/AVTZ level. The analytical function form included a many-body term 

that is described by the permutationally invariant polynomial (PIP) method following the method of 

Aguado et al.53 and the resulting fitting error was 1.937 kcal/mol.44 

 The performance of the PES is key to determine the dynamic and kinetic properties. The construction 

of full-dimensional, high fidelity, computationally efficient PESs for chemical systems has been a 



challenge for a long time in theoretical and computational chemistry. In the last decade, many machine 

learning methods for developing PESs have emerged, such as the PIPs,54 PIP-neural network (PIP-

NN),55-57 and the fundamental invariant-NN (FI-NN).58 PIP or FI can guarantee the rigorous symmetry 

property with respect to the permutation of identical atoms, and NN can ensure the high accuracy of the 

PES. PIP-NN or FI-NN has been successfully employed in fitting full-dimensional accurate PES of many 

chemical systems7, 9, 59-67 based on ample points calculated at the UCCSD(T)-F12a/AVTZ level. 

 It is not trial to develop a full-dimensional accurate PES for the OH + CH3OH reaction system. One 

reason is that the title system has 8 atom and 28 degrees of freedom (DOFs), and thus the sampling 

configuration space is huge, particularly, there exists long-range dipole-dipole interaction in the entrance 

channel. Another difficulty is the single reference method, UCCSD(T)-F12a, may result in some 

discontinuity along some dimensions, as the title system is of multi-reference in nature.68 Although 

carefully selected Hartee-Fock (HF) orbitals can delete the discontinuity, as proposed by us for the OH 

+ HO2 system,61 a single-point energy calculation at the level of UCCSD(T)-F12a/AVTZ69-71 still takes 

30 ~ 70 minutes with 8 cores of a computational node with Intel Xeon CPU E5-2682 v4 @ 2.50GHz. It 

is expensive to determine the energies of 105~106 points directly at the UCCSD(T)-F12a/AVTZ level.  

Note that the relatively “high-level” PES (VHL) can be improved from a “low-level” PES (VLL). Both 

the VLL and its difference (∆VHL-LL) from VHL can be developed efficiently, namely,  

HL LL HL-LLV V V= + .                                          (1) 

Based on this idea, several promising protocols have been proposed, such as the dual-level Shepard 

interpolation method,72 the hierarchical construction scheme,73 the Δ-machine learning (Δ-ML) 

method.74-77 As ∆VHL-LL, with a small energy scope, features a very flat characterization, only a much 

smaller portion of the low-level dataset needs be calculated at the target high-level electronic structure 

method to fit the correction PES, ∆VHL-LL. In the dual-level Shepard interpolation72 and the hierarchical 

construction method,73 the interpolation was used to represent VLL and ∆VHL-LL, and data points were 

selected from reduced grids of data points for VLL. In the ∆-ML approach,75-77 both VLL and ∆VHL-LL 

were fitted by PIP or fragment-PIP,78 and the method was successfully applied to developing PESs of 

several systems, including CH4, H3O
+, trans and cis-N-methyl acetamide (NMA), CH3CONHCH3, and 

acetylacetone.  



The grid approach used in the interpolation for sampling is very expensive for systems with more 

than 3 atoms. In previous ∆-ML method, the accuracy of the PES fitted by the PIP method cannot be as 

high as that of the PES fitted by the NN-based method, like PIP-NN or FI-NN. Furthermore, representing 

VHL of a system as the sum of two PESs, VLL and ∆VHL-LL, would reduce the efficiency of the PES 

evaluation, particularly in the dynamical calculations. 

Very recently, our group proposed a new ∆-ML strategy using PIP-NN for the construction of the 

full-dimensional high-accuracy PES of complicated systems. Firstly, a suitable low-level method (often 

DFT) was selected after comprehensively testing and a low-level PES (VLL) is firstly fitted by the PIP-

NN method based on ample DFT calculated points that cover all dynamically relevant regions. The next 

step is to select points from the existing DFT dataset to construct the correction PES (∆VHL-LL) between 

VLL and VHL. Then ∆VHL-LL is used to predict the energy differences of the remaining points whose 

energies are not computed directly at the target high-level method. Namely, the target high-level energy 

of these remaining points is the sum of the DFT energy and the predicted energy difference by ∆VHL-LL. 

Finally, all points with the high-level energy are used to fit the target high-level PES. In the new strategy, 

∆VHL-LL is used to efficiently determine the energy difference for points that are not computed directly 

at the high-level method. The final PES is still represented by a single NN function, which is faster than 

Eq. (1) in evaluation.67 All NN based PES methods, PIP-NN, FI-NN, or the high-dimensional-NN (HD-

NN) proposed by Behler et al.,79 can be employed. 

In order to reduce the cost of constructing the correction PES as much as possible, it is crucial to 

select points from the DFT dataset. Namely, the selecting should be efficient and the final number of the 

selected points for high-level calculations need be as few as possible. Note that NN has limited 

extrapolation ability. That is, for regions lacking sampled points, different NN PESs may give very 

different predictions.80 For any DFT point, if several NN correction PESs yield significantly different 

corrections, then this DFT point should be included to improve the correction PES. This idea, which was 

used to automatically construct NN PESs without running trajectories,80, 81 was employed to actively and 

effectively sample points from the DFT data points. For the HO2 + HO2 PES, only 14% points were 

selected and calculated at the high-level (UCCSD(T)-F12a/AVTZ) to bring the DFT PES to the target 

UCCSD(T)-F12a level.67  

In this work, we employ this promising PIP-NN based ∆-ML approach to tackle the construction of 



the full-dimensional accurate PES for the title reaction OH + CH3OH. Briefly, for VLL, 140 192 points 

are calculated at the level of UM05-2X/6-311+G(3df, 2p),82 and fitted by the PIP-NN approach. Only 

7586 points are calculated at the UCCSD(T)-F12a/AVTZ level, and required to represent the correction 

PES ∆VHL-LL. Over 92% calculation cost is saved! The fitting error of the final PES is 0.467 kcal/mol. 

The geometry, energy, harmonic frequency of the stationary points, as well as reaction paths, long-range 

interactions between fragments are well reproduced, compared to the UCCSD(T)-F12a/AVTZ calculated 

ones. Then the kinetics of the title reaction, including the rate coefficient and branching ratio, are revisited 

on this new PES by QCT. 

2. Electronic structure calculation 

To develop a high-fidelity full-dimensional PES, the first key is to choose a suitable electronic 

structure method, which should be sufficiently accurate, time-consuming affordably, and provide reliable 

descriptions for all dynamically relevant regions, including reactants, products, transition states and 

intermediates, and regions far from the equilibrium of these stationary points.80, 83 The UCCSD(T)-

F12a/AVTZ method has succeeded in developing a series of PESs for reactive and non-reactive 

systems,64, 66, 67, 84, 85 and was suggested for effective construction of full-dimensional accurate PESs.86 

The energies, geometries and harmonic frequencies of the stationary points along R1 and R2 were 

determined at the level of UCCSD(T)-F12a/AVTZ as implemented in the Molpro program package.87 

The energies and harmonic frequencies are summarized in Table S1, and the structural parameters are 

given in Figure S1. The corresponding reaction profile is illustrated in Figure 2. Note that all energies 

are relative the asymptotic reactants, if not specified.  

For R1 channel, as shown in Figure 1, OH and CH3OH first form a reaction complex (RC), which 

is -6.53 kcal/mol in energy relative to the asymptotic reactants. This RC complex is stabilized by the 

hydrogen bond: the distance between the hydrogen atom of OH and the oxygen atom of CH3OH is 1.859 

Å at the level of UCCSD(T)-F12a/AVTZ. Compared to isolated OH and CH3OH, the O-H distance of 

OH is slightly enlarged from 0.971 to 0.978 Å, and the CH3OH moiety is nearly unchanged. TS1 is 1.39 

kcal/mol higher than the asymptotic reactants, and 7.92 kcal/mol above RC. The forming O-H bond and 

the breaking C-H bond are 1.452 and 1.163 Å, respectively. Via TS1, one H atom of the CH3 group is 

abstracted by the attacking reactant OH. Then the newly formed H2O shifts towards the OH moiety of 

CH2OH to yield the PC1 complex, which is stabilized again by the hydrogen bond between the O atom 



of H2O and the H atom of CH2OH. The PC1 complex, -28.69 kcal/mol lower than the asymptotic 

reactants, dissociates to the products CH2OH and H2O. The reaction energy is -22.10 kcal/mol (-22.7 

kcal/mol with ZPE correction), in good agreement with the experimental value of -23.1 ± 0.4 kcal/mol 

at 0 K.34 

RC is also involved in the R2 channel. The OH reactant can rotate around OH of the CH3OH to form 

TS2, which has a dynamic bond between O of OH and H of OH in CH3OH. TS2 is 3.86 and 2.47 kcal/mol 

higher than reactants and TS1, respectively. PC2 is -17.62 kcal/mol, and can directly dissociate to the 

products CH3O and H2O. The product energy of this channel is -12.55 kcal/mol (-13.65 kcal/mol with 

ZPE correction), in line with the experimental value -13.7 ± 0.8 kcal/mol at 0 K.34 

For the title reaction of multi-reference nature, particularly in the entrance channel, the single-

reference methods, including UCCSD(T)-F12a/AVTZ, may fail to give the correct solutions. The 

multiconfiguration reference internally contracted configuration interaction (MRCI), the optimal choice, 

however, is extremely expensive for the title reaction. Besides, CCSD(T) outperforms MRCI for 

stationary points generally. In the PES construction of the OH + HO2 system, we found that the 

wavefunction with the lowest Hartree-Fock (HF) energy from three different initial HF guesses, neutral, 

anion, and cation species, can make the consequent UCCSD(T)-F12a results smooth and correct.61 Tests 

show this method also works well for the title reaction, as shown in Figure S2. 

3. The PES construction 

3.1 The low-level PES, PESL 

Similar to our previous strategy for constructing PESs,57, 62, 88 140 192 points are sampled to cover 

all dynamically related regions along the two reaction pathways R1 and R2. These points are calculated 

at the select low-level method, UM05-2X/6-311+G(3df, 2p),82 which is implemented in the Gaussian 16 

program.89 Note that unrestricted Hartree-Fock (UHF) computation is used in UM05-2X, while restricted 

open-shell HF (ROHF) calculation is used in UCCSD(T)-F12a/AVTZ. The choice of the DFT method is 

not arbitrary and certain requirements need be fulfilled: (1) the DFT method should yield correct and 

smooth PES curves; (2) the DFT results should be close to the ones calculated by the target level 

UCCSD(T)-F12a/AVTZ; (3) the DFT calculation should be efficient. As shown in SI, UM05-2X/6-

311+G(3df, 2p) fulfills these requirements and is the best one among 12 different combinations of DFT 

and basis sets. 



As shown in Figure 3 (a) and (b), these DFT points were sampled in wide configuration space for 

the R1 and R2 channels. The distances of OH-CH3OH, H2O-CH2OH and H2O-CH3O are as long as 12 

Å, so that the long-range interactions can be well captured. The insets show the regions around the 

stationary points are relatively sampled with denser sampling to guarantee the performance around these 

key regions. The full dimensional DFT PES, named as the low-level PES (PESL), are fitted by PIP-NN 

to the DFT dataset. The explicit form of the PIP-NN function is as follows, 
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In the PIP-NN, all PIPs up to some specified maximum order are used as the input layer of NN. 

Specifically for the title system, ˆ mn
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constant λ (λ = 1.05 Å-1 in this work). Ŝ  is the symmetrization operator of the system that contains all 

permutation operations among five identical hydrogen atoms, or between two identical oxygen atoms; 
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square error (RMSE), 
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Generally, several different NN architectures, namely with different I, J and K, are tested to obtain better 

fittings. For each NN architecture, 100~200 NN trainings were carried out with different initial random 

parameters. For each NN training, the entire dataset was randomly divided into the training (90%), 



validation (5%), and test (5%) parts to prevent the “over-fitting” issue. In addition, the fitting was 

accepted only if all three parts (training, validation, and test) have similar RMSEs, which can efficiently 

circumvent false extrapolation caused by edge points in the randomly selected validation and test sets. 

Meanwhile, the maximum deviation was also considered for the choice of PIP-NN PES. 

 After tests, the DFT PES (denoted as PESL) has the following architecture: the input adopts 3059 

PIPs, the first and second hidden layers have 4 and 50 neurons. With a total of 12541 fitting parameters, 

the final fitting error is 0.470 kcal/mol. The scattered distribution of fitting errors for PESL is shown in 

Fig. 4(a), which shows that the errors are evenly distributed within the energy range from -28.8 to 120 

kcal/mol. The percentages of absolute fitting errors less than 0.2, 0.4 and 0.5 kcal/mol are 50.2%, 74.8% 

and 81.8%, respectively. The energy distribution of the DFT data points is illustrated in Fig. 4(b), and 

most points fall in the energy range of 0 ~ 40 kcal/mol. 

3.2 The correction PES: ∆VHL-LL 

For ∆VHL-LL, ~ 1000 points are first selected from the DFT dataset, of which roughly 700 are around 

the stationary points and 300 are near the minimum energy paths (MEPs). The generalized Euclidean 

distance criterion is used to screen points that are of similar configurations according to the formula

228
{ } 'i i ii
r r r = − , where  ir and  'ir  represent the internuclear distances of the point i and i′.57 

These points are calculated at the UCCSD(T)-F12a/AVTZ level. A preliminary correction PES (∆VHL-LL) 

is fitted to the energy differences of these 1000 points by PIP-NN. Three different NN structures are used 

to fit ∆VHL-LL: 3059-4-50-1, 3059-3-100-1, 3059-3-200-1. The corresponding total number of parameters 

are 12541, 9681, 10181, relatively.  

To minimize the random error of the NN fit, four best correction PESs, HL-LLVi , i=1~4, with same 

or different NN architectures were selected to calculate the average energy difference (D) between them. 

The limited extrapolated properties of the NN function are used to sample points from the DFT dataset, 

namely,  

4
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∆𝑉HL−LL
𝑖  and ∆𝑉HL−LL

𝑗
 denote the ith and jth correction PES, respectively. For a point in the DFT dataset, 

Eq. (4) is used to guide if this point should be included in the correction PES. A bigger D indicates that 



it should be calculated at the UCCSD(T)-F12a/AVTZ level. About 1 000 points are selected at each 

iteration. The procedure is repeated iteratively until the correction PES is converged. Effectively, the 

mean absolute total average energy difference (MTAD) and the root mean squared difference (RMSD) of 

the correction PES are calculated at each iteration, 
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where Ndata and i are the total number of DFT points and the ith point in the DFT dataset. Once both 

MTAD and RMSD do not change with additional points, then the correction PES is converged with respect 

to the number of CCSD(T)-F12 calculated dataset, as shown in Figure 5. In the meantime, the MTAD is 

very close to the RMSD. 

Finally, 7586 points, marked as the CC dataset, are selected from the DFT dataset, 140 192 points, 

and calculated at the level of UCCSD(T)-F12a/AVTZ. These points were used to fit the correction PES, 

ΔVHL-LL. Figure 3 (c) and (d) display the distribution of the CC dataset along R1 and R2 channels, 

respectively, with the two reactive bond lengths up to 12 Å. Details near RC, TS1, TS2 and PC2 are given 

in the inset. Clearly, the CC dataset has a similar distribution to the DFT dataset. 

The final correction PES with a total fitting error of 0.180 kcal/mol is the average of four optimal 

correction PESs, whose fitting errors are 0.194, 0.200, 0.203, 0.207 kcal/mol, respectively. Figure 6 (a) 

demonstrates the scattered distribution of the fitting errors for ΔVHL-LL, with fitting errors less than 0.2 

kcal/mol accounting for 84.2%. Figure 6 (b) illustrates the histogram of the DFT dataset along the 

correction energy. Clearly, most points have an absolute energy difference less than 4 kcal/mol, and only 

a small portion have an absolute energy difference from 4 to 12 kcal/mol. Figure 6 (c) depicts the DFT 

energy versus the difference energy for the DFT dataset.  

3.3 The high-level PES: PESH 

In our NN based Δ-ML method, the final correction PES ΔVHL-LL is used to bring those DFT points 

without direct UCCSD(T)-F12a/AVTZ calculation to the UCCSD(T)-F12a/AVTZ quality effectively. 

The target high-level PES is finally fitted to 140 192 points with high-level energies, 7586 points were 



calculated at the level of UCCSD(T)-F12a/AVTZ, and the remaining points, namely, 140192-

7586=132606, were predicted as a sum of the DFT energy and its correction. The same NN architecture 

for PESL is used for fitting PESH and the final fitting error is 0.467 kcal/mol. Note in this work, we focus 

on the kinetics of the title reaction below 1000 K, and thus the PESH may be not reliable for dynamics 

and kinetics simulations above 1000 K.  

As shown in Figure 2, S1, and Table S1, various properties, including energy, geometry, and 

harmonic frequency of the stationary points, are well reproduced by PESH, compared to those calculated 

at the UCCSD(T)-F12a/AVTZ level. 

As shown in Figure 7 (a), the scattered fitting errors for the correction and entire dataset in the PESH 

are small in the entire energy range. Figure 7 (b) shows the distribution of the absolute fitting errors for 

the training and Entire dataset on the PESH. In fact, the absolute fitting errors of the Entire dataset are 

less than 0.2, 0.4 and 0.5 kcal/mol in 52.3%, 75.9% and 82.4% of the cases respectively. Obviously, there 

is a slight improvement compared to the PESL. 

Figure 8 (a) shows the contour plot of the R1 reaction channel on PESH along the two reactive bonds 

RCH3 and RO1H3 with other coordinates fixed at TS1. Similarly, Figure 8 (b) depicts the contour plot of 

the other reaction channel R2 along the two reactive bonds RO2H4 and RO1H4 with other coordinates fixed 

at TS2. It can be seen that both contour plots are smooth and the position of the TS1 and TS2.  

Figure 9 (a) and (b) show the potentials along the minimum energy path (MEP) from RC to PC1 via 

TS1 or from RC to PC2 via TS2 on PESH and PESL. Apparently, PESL and PESH are in good agreement 

with the direct electronic structure calculations, i.e., UM05-2X/6-311+G(3df, 2p) and UCCSD(T)-

F12a/AVTZ. Besides, the energy differences along the MEPs are included in the figure. One can see that 

the correction PES ΔVHL-LL is in line with the energy deviations, F12a-DFT. Both shows that the energy 

range of the correction PES is small, confirming that the selected DFT method (UM05-2X/6-311+G(3df, 

2p)) is suitable.  

Further, to demonstrate the performance of the PESH in the asymptotic reactant or product regions, 

several one-dimensional (1D) scans are shown in Figure 10. The PESH is highly in good agreement with 

the ab initio (UCCSD(T)-F12a/AVTZ) calculation. Overall, the PESH is highly accurate. 

4. Kinetics 

Kinetics of the title reaction are calculated on the new high-fidelity full-dimensional PESH at 



temperatures of 300, 500, 1000 K by the QCT approach implemented in the VENUS96C program 

package.91 The rate coefficient is determined according to the following formula: 

2 r
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( ) B
e

k T N
k T q b

N



=                                    (5) 

where kB is the Boltzmann constant, and μ for the reduced mass of two reactants. Nr and Ntotal are the 

number of reactive trajectories and the total number of trajectories. The OH spin-orbit splitting (140 cm-1) 

was considered in the factor, qe:
44 

2

2 2exp( 201.43 / )
eq

T
=

+ −
                                       (6) 

At each temperature of 300, 500, 1000 K, 2~7 x105 trajectories were carried out to make sure that the 

corresponding statistical errors are all less than 5%. All trajectories were launched with the initial 

separation between two reactants being 10 Å and halted once the distance between two fragments reaches 

10.5 Å. The maximum of impact parameter bmax was determined by increasing the impact parameter b 

gradually until no reaction takes place in a small batch of trajectories (often 104). Then for each trajectory, 

the impact parameter b was chosen from a range from 0 to bmax, according to the formula 1/2

maxb b = , 

where   is a uniform random number in [0, 1]. The propagations of trajectories were carried out with 

a time step of 0.05 fs, numerical gradients, and the combined fourth-order Runge–Kutta and sixth-order 

Adams–Moulton algorithms.92 Almost all trajectories conserved energy better than 10-4 kcal/mol, 

indicating that PESH is smooth. 

The QCT calculated rate coefficients at 300, 500, and 1000 K are 2.36 × 10-12, 4.20 × 10-12, and 1.30 

×10-11 cm3molecule-1s-1, respectively. Some available overall rate coefficients are compared in Figure 11 

(a). For clarity, only data at 200 ~ 1000 K are included. Many groups measured the rate coefficient at 

room temperature (282-300 K), and the results, as shown in Table S3, were generally consistent with 

each other, within 0.86 ~ 1.0 × 10-12 cm3 molecule-1 s-1. Hess and Tully measured the overall rate 

coefficients, 5.89 × 10-20 × T2.65 × exp[444/T] cm3molecule-1s-1 over a temperature range of 294-866 K 

under a total pressure of 1 atm and k(298 K)=0.943 × 10-12 cm3molecule-1s-1.25 Dillon et al. obtained k 

(210~351 K) = 6.67× 10-18 ×T2 × exp[140 /T] cm3molecule-1s-1.33 Atkinson et al.93 derived k = 6.38 × 10-

18 × T2 × exp(144/T) cm3molecule-1s-1 by fitting the overall rate coefficients over the range 210 ~ 866 K 



by Wallington et al.,22 Hess and Tully,25 Jimenez et al.,32 and Dillon et al.33 Liu et al.49 derived k (210-

1344K) = 3.25 × 10-13 ×(T/300)2.55 × exp[297.8/T] cm3molecule-1s-1 by combining their experimental 

values from 900-1300 K and the high-temperature data from Zaczek et al.94 with the low temperature 

data below 1000 K from Hess and Tully,25 Dillon et al.,33 and Jimenez et al.32 One can see that the 

experiments are consistent with each other.  

There are also many theoretical studies on the kinetics of the title reaction. Xu and Lin34 obtained k 

(200-3000K) = 4.65 × 10-20 × T2.68 exp(414/T) cm3molecule-1s-1 by the variational transitional state theory, 

and k (289.18K)=0.70 × 10-12 cm3molecule-1s-1. As mentioned above, Roncero et al.44 calculated the 

overall rate coefficients on the PES-2018 by the QCT approach at 10 ~ 400 K and fond that the results 

increased significantly with the decreasing temperature, which was about a factor of 8 than the low 

pressure semiclassical results (LPL-CCUS) of Gao et al.,43 but lower than the experiments due to that the 

quantum effects at the low temperature. The QCT calculated results are 2.68, 1.91, and 1.38 times the 

results measured by Liu et al.49 The rate coefficients calculated by Roncero et al.44 and Ocana et al.95 at 

the high pressure limit (HPL) are higher than other theoretical results, which are close to each other but 

lower than experiments.  

During QCT evolution process and in the final products, the vibrational energy of the system may be 

lower than the zero point vibrational energy (ZPE). The so called hard-ZPE constraint is applied. Namely, 

if the vibrational energy of each product is less than its ZPE, then this trajectory is not considered in the 

final statistics. Further, anharmonicity effects may affect the ZPE. To this end, the scale factor, 0.96. was 

obtained from the two reactants, OH and CH3OH, and the corresponding products, CH2OH, H2O, and 

CH3O, according to the formula,96 ( ) ( )
2exp t

theory theory
all all

ii i

i i

v  =    , where 
theory

i   and 
exp t

iv  

denotes the ith theoretical harmonic frequency (from the results at UCCSD(T)-F12a/AVTZ level in this 

work) and ith experimental fundamental frequency (in cm-1) (from NIST97 in this work), respectively. 

With this modified hard-ZPE constraint, named as hard-aZPE, the QCT results reduce to 0.767 × 10-12, 

1.71 × 10-12, and 8.00 × 10-12 cm3molecule-1s-1 at 300, 500, and 1000 K, which are in better agreement 

with available literature data, as shown in Figure 11 (a).  

 Correspondingly, Figure 11 (b) shows the branching ratio of the CH3O channel. The present QCT 

results vary from 0.43 to 0.46, and are much higher than the literature data, probably due to various 



inherent issues in QCT method. Then, the hard-aZPE results, 0.22, 0.19, 0.26, within 300 ~ 1000 K, 

demonstrate that the channel of CH2OH + H2O always dominates over this temperature range. As shown, 

the hard-aZPE results are consistent with and slightly higher than the theoretical results of Ocana et al.,46 

Shannon et al.,5 at 300 ~ 400 K and 425 ~ 900 K, respectively, and the experimental results by Liu et 

al.98 at 900 ~ 1000 K. To explore the reaction mechanism, several movies of trajectories are provided in 

SI. The Ring-polymer Molecular dynamics method (RPMD)99 or other methods, which can well describe 

the quantum effects, could be used in the future studies of kinetics below 300 K or even at 10 K on this 

newly fitted PIP-NN PES to explore the temperature dependences of rate coefficients.  

 

5. Conclusions 

Conventional ways to develop a full dimensional accurate potential energy surface (PES) based on 

an enormous number of CCSD(T) calculated points for complicated systems need an unaffordable cost 

at time and computational resources. In this work, the recently proposed ∆-machine learning (∆-ML) 

method based on the permutationally invariant polynomial-neural network (PIP-NN) method, namely, 

PIP-NN ∆-ML, was successfully applied to develop a highly accurate full-dimensional PES for the 

complicated reaction system of OH + CH3OH at the level of UCCSD(T)-F12a/AVTZ. The target high-

level (UCCSD(T)) PES is improved from a low-level (DFT method, in this work, UM05-2X/6-

311+G(3df, 2p)) PES. Only about 5% (7586) of the DFT dataset (140192) were chosen by utilizing the 

limited extrapolation capabilities of NN to evaluate and to estimate the uncertainty of the DFT dataset 

and were used to fit the difference PES between the low- and the high-level methods. Over 92% cost is 

saved and the final PES is highly accurate, of the UCCSD(T)-F12a/AVTZ accuracy, with a total fitting 

error of 0.467 kcal/mol.  

The prevalent kinetics of the title reaction, including rate coefficients and branching ratio, were 

calculated on this new PES by the QCT method at 300, 500, and 1000 K. The QCT method cannot 

consider the quantum effects, such as ZPE, tunneling effect, etc. With the hard-ZPE constraint, the QCT 

results agree well with the experiments, confirming the high-accuracy of the PES. It is our hope that the 

PIP-NN ∆-ML method could be a useful tool to pave the way for developing full-dimensional accurate 

PESs of complicated reaction systems, on which reliable dynamics and kinetics are expected. 
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Figure 1. Overall rate coefficients of the OH + CH3OH reaction at the temperature from 10 to 1200 K. 

 

  



 

Figure 2. Schematic reaction profile for the OH + CH3OH → CH2OH / CH3O + H2O reaction. Energies 

are in kcal mol-1 and relative to the reactant asymptote: PESH, UCCSD(T)-F12a/AVTZ, M05-2X/6-

311+G(3df, 2p). 

 

  



 

Figure 3. (a)/(b) Distribution of the DFT dataset for VLL along the two reactive bond length up to 12 Å. 

The inset plots show the details near the transition state. (c)/(d) Similar to (a)/(b) but for the UCCSD(T)-

F12a/AVTZ calculated dataset. (a) and (c) for R1, and (b) and (d) for R2. 

 

  



 

Figure 4. (a) Fitting error of PESL as a function of the DFT energy relative to the reactant asymptote. 

(b) Distribution of the DFT dataset. 

 

 

 

 

  



 

Figure 5. Dependence of MTAD and RMSD for the correction PES on the number of points (NCC) 

calculated by the high-level method, namely, UCCSD(T)-F12a/AVTZ. 

 

 

  



 

Figure 6. (a) Fitting error (Efit-Etarget in kcal/mol) of ∆VHL-LL as a function of the target energy, the energy 

difference (HL – LL). (b) Distribution of the CC points for △VHL-LL. The bin size is 1 kcal mol-1. (c) DFT 

energy vs. Energy difference (HL – LL) for the CC dataset. 

 

  



 

Figure 7. (a) Fitting error of PESH as a function of the target high level energy (UCCSD(T)-F12a/AVTZ) 

relative to the reactant asymptote. (b) Distribution of absolute fitting error of PESH. 

  



 

Figure 8. (a) Contour plot for R1 on PESH as functions of two reactive bonds RCH3 and RO1H3 with other 

coordinates fixed at TS1. (b) Contour plot for R2 on PESH as functions of two reactive bonds RO2H4 and 

RO1H4 with other coordinates fixed at TS2. 

 

  



 

Figure 9. (a) Potentials along MEPs from RC to PC1 on PESH and PESL, and determined directly by 

HL and LL calculations. The energy differences between UCCSD(T)-F12a/AVTZ and DFT and the 

corresponding energies on △VHL-LL are also included for comparison. (b) Similar to (a) but for the MEP 

from RC to PC2. 

 



 

Figure 10. Several 1-dimensional (1D) cuts for the interaction energy between OH and CH3OH or 

between CH2OH and H2O, or between CH3O and H2O at different configurations with other coordinates 

fixed at the equilibrium of the monomer. 

  



 

Figure 11. (a) Comparison of the rate coefficients of the title reaction from most available experimental 

and theoretical values with present work between 200-1000 K. (b) Branching ratios for reaction channel 

of R2 from theories in the LPL regime and experiments between 200-1000 K. 

 


