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Abstract

In this study, an analytical expression for the rate constant of the internal con-

version (IC) in a molecule was derived based on the crude adiabatic representation.

All vibrational modes were considered to be on equal footing in the rate constant ex-

pression. Based on this expression, we investigated the role of vibronic couplings and

electronic energy gap in IC processes, using 9-fluorenone as an illustrative example.

Vibrational modes with strong off-diagonal vibronic coupling constants (VCCs) give

rise to non-radiative transitions. Contrastingly, vibrational modes with strong diagonal

VCCs constitute the final vibronic states that accept the excess energy between the

initial and final electronic states. Therefore, vibrational modes are classified into pro-

moting and accepting modes based on their roles. We identified important promoting

modes responsible for the one-phonon emission/absorption and accepting modes that

contribute greatly to the final state. A Franck-Condon (FC) envelope describes the

final density of vibronic states and explains the dependence of the rate constant on
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the energy gap. VCC can be visualized as a spatial distribution of its density form,

i.e., vibronic coupling density (VCD), obtained from the electronic wave functions and

vibrational modes. Using the concept of VCD, the IC process can be understood and

controlled in terms of the electronic states and vibrational modes. This approach pro-

vides new chemical insights into IC processes. It has the advantage that the VCD

concept facilitates the design of functional molecules with IC processes controlled.

INTRODUCTION

A transition between electronic states is classified into radiative or nonradiative, depending

on whether a photon or phonon induces the transition.1 The nonradiative transition between

electronic states with the same spin multiplicity is called internal conversion (IC), whereas

that with a different spin multiplicity is called intersystem crossing (ISC). The theory of IC

has been studied for decades.2–12 The rate constant of the IC depends on both the electronic

energy gap and vibronic couplings. It is well known that the rate constant has an exponential

dependence on the electronic transition energy in the weak coupling limit, that is, the so-

called energy gap law.9,10 Contrastingly, the relationship between the rate constant and

vibronic couplings remains unclear. This is attributed to the difficulty in computing the rate

constant by incorporating all vibrational modes with different vibronic coupling constants

(VCCs). Shuai et al. derived an expression for the IC rate constant in a time-correlation

function formalism, where the density of vibronic states weighted by a matrix element of

multi-mode vibrational states is evaluated using an analytical path integral solution of a

multi-dimensional harmonic oscillator.13–15 This path integral approach has the advantage

of efficiently calculating the rate constant by considering all vibrational modes, and has

been widely employed by several authors.16–21 Notably, the analytical solution using the

vibrational correlation function has long been well-known.4,9,12

Formulations of the IC rate constant are commonly based on the Born–Oppenheimer

(BO) representation.2,8,14 The BO and crude adiabatic (CA) representations are well-known
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to treat nuclear motions in a molecule.22,23 In the BO representation, the vibronic wave

function is expanded by electronic wave functions depending on nuclear coordinates called

the BO basis. In contrast, the vibronic wave function in the CA representation is expanded

by electronic wave functions fixed at a reference nuclear configuration called the CA basis.

Sato et al. have investigated vibronic couplings using the CA representation through vibronic

coupling density (VCD), with which the local picture of a vibronic coupling is elucidated

from the electronic and vibrational structures of a molecule.24–26 VCD has been utilized to

determine the origin of vibronic couplings for various fluorescent molecules,27–32 and has been

applied to the design of novel compounds without requiring computational screening.33–35

In other words, the formulation using the CA representation can provide chemical insights

into vibronic couplings and enable rational molecular design.

Thus, we can expect detailed insights into the IC process from an expression of the IC rate

based on the CA representation, where the VCCs and the energy gap are incorporated. In this

study, we derived the IC rate expression based on the CA representation, and investigated

the role of the energy gap and vibronic couplings in the IC processes through the analytical

expression that included all vibrational modes on an equal footing. We focused on the

vibrational modes that contribute to the IC processes. 9-Fluorenone, in which the IC and ISC

rate constants have been previously observed in experiments,36–38 was used as an example.

THEORY

Rate Constants of Internal Conversion and Fluorescence

We considered a molecule consisting of M nuclei and N electrons. A set of electronic co-

ordinates is denoted by r = (r1, · · · , ri, · · · , rN) where ri = (xi, yi, zi) in the Cartesian coordi-

nates, and a set of mass-weighted normal coordinates is denoted by Q = (Q1, · · · , Qα, · · · , Q3M−5 or 3M−6).

Since we considered the stable structure of the initial electronic state as a reference nuclear

configuration, molecular deformation from the stable structure is described by the normal

3



coordinates. To express a vibronic wave function, we employed the CA basis, {Ψm(r,0)},

where the electronic wave function Ψm(r,0) is fixed at the reference nuclear configuration,

that is, Q = 0. This differs from the BO basis, {Ψm(r,Q)}, where the electronic wave func-

tion Ψm(r,Q) depends on the nuclear coordinates. A matrix representation of the vibronic

Hamiltonian H(r,Q) employing the CA basis is given by (for details, see Sec. S1.1 in the

Supporting Information)24,39

⟨Ψn(r,0)|H(r,Q)|Ψm(r,0)⟩

=

(
Em(0) +

∑
α

(
− h̄2

2

∂2

∂Q2
α

+ Vm,αQα +
ω2
α

2
Q2

α

))
δnm +

∑
α

Vnm,αQα(1− δnm). (1)

Here, in the diagonal element, (i) up to the quadratic orders are considered, and (ii) the

Duschinsky rotation effect40 is neglected, which is the Hamiltonian of a displaced harmonic

oscillator. In the off-diagonal element, up to the linear order is considered. In the above

equation, h̄ is the Dirac constant, Em(0) is the electronic energy at Q = 0, and ωα is the

angular frequency of vibrational mode α. Additionally, Vnm,α is a linear VCC defined by

Vnm,α = ⟨Ψn(r,0)|Vα|Ψm(r,0)⟩ , (2)

where Vα denotes the electronic part of the linear vibronic coupling operator (Eq. (S9)).

Particularly, Vm,α := Vmm,α with n = m is called the diagonal VCC, and Vnm,α with n ̸= m

is called the off-diagonal VCC. The direction of the vibrational mode is considered such

that the VCC is negative, that is, Vnm,α = −|Vnm,α|. The diagonal vibronic couplings cause

vibrational relaxation, and the off-diagonal vibronic couplings cause transitions between the

different electronic states. The off-diagonal matrix element in the CA basis is the vibronic

coupling whereas that in the BO basis is the derivative coupling.22,23 This difference between

the CA and BO bases leads to different expressions for the IC rate constant.

We considered IC from the initial electronic state m to the final state n within the

CA approximation. Within this approximation, a vibronic wave function, Φmν(r,Q), is
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expressed as the product of the electronic and vibrational wave functions, χmν(Q), with

ν = (ν1, · · · , να, · · · , ν3M−5 or 3M−6) being a set of vibrational quantum numbers:22,23

Φmν(r,Q) = χmν(Q)Ψm(r,0). (3)

Therefore, we considered the vibronic transitions from |Φmν⟩ = |χmν⟩ |Ψm⟩ to |Φnν′⟩ =

|χ̄nν′⟩ |Ψn⟩, treating the off-diagonal matrix element of the vibronic Hamiltonian as a per-

turbation. The reference nuclear configuration Q = 0 is taken at the equilibrium geometry

of the initial electronic state m, indicating Vm,α = 0 for all vibrational modes. It should

be emphasized that within the CA approximation, the final electronic state does not need

to be geometrically optimized because the displacement from the minimum of the initial

electronic state to that of the final state along vibrational mode α is given by Vn,α/ω
2
α, and

the reorganization energy of the final electronic state is given by V 2
n,α/2ω

2
α (Sec. S1.2).

According to Fermi’s golden rule, the IC rate constant from the initial electronic state m

to the final state n is given by27

kIC
n←m =

2π

h̄

∑
ν,ν′

Pmν(T )|(H′)nm|2δ(Enν′ − Emν), (4)

where the perturbation is the off-diagonal matrix element of the vibronic Hamiltonian, that

is,

(H′)nm =
∑
α

Vnm,α ⟨χ̄nν′ |Qα|χmν⟩ . (5)

Pmν(T ) =
∏

α Pmνα(T ) is a distribution of the initial vibrational states, which is represented

by Boltzmann’s distribution at temperature T in this study, assuming that the initial state

is in the thermal equilibrium. Emν and Enν′ are the vibronic energies of the initial and final

vibronic states, respectively (Eqs. (S17) and (S20)). Thus, the rate constant can be written
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as:27

kIC
n←m =

∑
α,β

kIC
n←m,αβ, (6)

kIC
n←m,αβ =

2π

h̄
Vnm,αVmn,βΘαβ, (7)

where Θαβ denotes the final density of vibronic states weighted by the vibrational matrix

element,

Θαβ =
∑
ν,ν′

Pmν(T ) ⟨χ̄nν′ |Qα|χmν⟩ ⟨χmν |Qβ|χ̄nν′⟩ δ(Enν′ − Emν). (8)

The vibrational matrix element is given by27

⟨χ̄nν′ |Qα|χmν⟩ = ⟨ν̄ ′α|Qα|να⟩
∏
β ̸=α

⟨ν̄ ′β|νβ⟩ , (9)

⟨ν̄ ′α|Qα|να⟩ =
√

h̄

2ωα

(√
να + 1 ⟨ν̄ ′α|να + 1⟩+

√
να ⟨ν̄ ′α|να − 1⟩

)
, (10)

where |να⟩ and |ν̄α⟩ are the initial and final single-mode vibrational states, respectively. The

FC overlap integral between the initial and final vibrational states is given by41,42

⟨ν̄ ′α|να⟩ =
√

να!ν ′α!

2να+ν′α
e−

g2n,α
4

min[ναν′α]∑
l=0

(−1)να−l2l
g
να+ν′α−2l
n,α

l!(να − l)!(ν ′α − l)!
, (11)

which depends on the dimensionless diagonal VCC, gn,α := Vn,α/
√
h̄ω3

α.43 Note that ⟨ν̄ ′α|να⟩ =

δν′α,να when gn,α = 0, or when the final electronic state is not displaced with respect to the

initial state, because it is orthonormalized.

Next, we discuss the selection rule for the integrals and factors that appear in the IC

rate expression. The selection rule in kIC
n←m,αβ is divided into Vnm,α and Θαβ (Eq. (7)). The

off-diagonal VCC, Vnm,α, is non-vanishing when the irreducible representation of vibrational

mode α, Γα, is contained in the product of the irreducible representations of the initial and

final electronic states, Γn×Γm, that is, Γα ∈ Γn×Γm.43 The vibrational mode with non-zero
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Vnm,α responsible for a vibronic transition is called a promoting mode.2,7 The diagonal VCC,

Vn,α, is non-vanishing when Γα ∈ [Γ2
n].43 The vibrational mode with non-zero Vn,α is called

an accepting modes because this mode, along which a potential energy surface is displaced,

mainly accepts excess electronic energy.2,7 The density of states weighted by the vibrational

matrix element, Θαβ, is non-vanishing when α = β or α ̸= β with Γα = Γβ ∈ [Γ2
n] (see

Sec. S1.3). As a result, kIC
n←m,αβ is non-vanishing when α = β with Γα ∈ Γn × Γm or α ̸= β

with Γα = Γβ ∈ Γn × Γm and Γα = Γβ ∈ [Γ2
n]. The second condition is satisfied when a

vibrational mode is both the promoting and accepting mode, which holds, for example, in

the C1 point group.

Suppose that vibrational mode α is a promoting mode but not an accepting mode, namely

Vnm,α ̸= 0 and Vn,α = 0. This assumption is valid for the IC from S1 to S0 in 9-fluorenone, as

shown in the following section (the treatment for a general case is presented in Sec. S1.3.). In

this case, since the initial and final vibrational states of promoting mode α are orthogonalized,

Θα := Θαα can be transformed into (see Eqs. (8)–(10)),

Θα =
∑
να

Pmνα(T )

[(
(να + 1)h̄

2ωα

)
F (α)(+h̄ωα) +

(
ναh̄

2ωα

)
F (α)(−h̄ωα)

]
, (12)

F (α)(E) =
∑
ν ̸∋να

∑
ν′ ̸∋ν′α

∏
β ̸=α

Pmνβ(T )| ⟨ν̄ ′β|νβ⟩ |2δ

(
En − Em +

∑
β ̸=α

h̄ωβ(ν
′
β − νβ) + E

)
. (13)

Here, F (α)(E) is the FC envelope with vibrational mode (promoting mode) α dropped. Em

and En are the energy minima of the potential energy surfaces for the initial and final elec-

tronic states, respectively (Eqs. (S21) and (S22)); therefore, Em−En represents the electronic

energy gap. The energy in F (α)(E) is the energy difference between the initial and final vi-

bronic energies that excludes the vibrational energy of mode α. The first term in Eq. (12)

indicates that the IC occurs at E = +h̄ωα through the one-phonon emission of promoting

mode α, whereas the second term with E = −h̄ωα represents the one-phonon absorption.

Particularly, phonon emissions with να = 0 and να ̸= 0 correspond to spontaneous and stim-

ulated emissions, respectively. Phonon absorption occurs when να ̸= 0. The final density of
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vibronic states described by the FC envelope, which depends on the energy gap, diagonal

VCCs, and frequencies of the accepting modes, receives excess electronic energy after phonon

emission and absorption.

The present expression for the IC rate can be regarded as a phonon analog of the radiative

transition (see Fig. 1). The rate constant from the initial vibronic state mν to the final state

nν ′ by emitting a phonon of promoting mode α with energy h̄ωα is expressed as (see Eqs. (7),

(12), and (13))

kphonon
nν′←mν,α =

2π

h̄
|Vnm,α|2

(να + 1)h̄

2ωα

∏
β ̸=α

| ⟨ν̄ ′β|νβ⟩ |2δ

(
En − Em +

∑
β ̸=α

h̄ωβ(ν
′
β − νβ) + h̄ωα

)
.

(14)

The rate constant from the initial vibronic state mν to the final state nν ′ by emitting a photon

with energy h̄ωk, where ωk is the photon frequency with wavevector k and polarization λ, is

given by44,45

kphoton
nν′←mν,kλ =

2π

h̄
|ekλ · µnm|2

(νkλ + 1)2πh̄ωk

V

∏
α

| ⟨ν̄ ′α|να⟩ |2δ (Enν′ − Emν + h̄ωk) . (15)

Here, ekλ with λ = 1, 2 is the polarization vector, µnm is the transition dipole moment be-

tween the electronic states m and n, νkλ is the photon quantum number, and V is the volume.

The matrix element of the perturbation between the electronic states is the off-diagonal VCC

and transition dipole moment for the phonon and photon emissions, respectively. Note that,

for photon emission, all vibrational modes appear in the expression of the final density of

vibronic states.

The rate constant of fluorescence, or spontaneous photon emission, from the initial elec-

tronic state m to the final state n is given by27

kf
n←m =

∫ ∞
0

dω
4ω3

3c3
|µnm|2F (0)(+h̄ω), (16)

F (0)(E) =
∑
ν,ν′

Pmν(T )| ⟨χ̄nν′ |χmν⟩ |2δ(Enν′ − Emν + E), (17)
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Figure 1: (a) Schematic diagram of a one-phonon emission process, where the phonon of a
promoting mode is emitted while the excess electronic energy is mainly received by accepting
modes. A reference nuclear configuration, Q = 0, is set at the equilibrium geometry of the
initial electronic state m. Displacement from the minimum of the initial electronic state to
that of the final state along accepting mode a is given by Vn,a/ω

2
a. (b) Schematic diagram of

a one-photon emission process.
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where c is the speed of a photon, and F (0)(E) is the FC envelope that includes all vibrational

modes. Fluorescence occurs when E = +h̄ω, where ω is the continuous photon frequency.

The integrand of Eq. (16) represents the fluorescence spectrum.

The FC envelope, Eq. (17), in the time-correlation function formalism is written as:3,46

F (0)(E) =
1

2π

∫ ∞
−∞

dτ ρ(0)(τ)ei(En−Em+E)τ , (18)

where τ is the time divided by h̄, and ρ(0)(τ) is the correlation function of the vibrational

states. F (0)(E) in the time representation can be evaluated with a reasonable computational

cost using the analytical expression of ρ(0)(τ).4,9,12,14 For displaced harmonic oscillators,

ρ(0)(τ) is given by4,9

ρ(0)(τ) =
∏
α

ρα(τ), (19)

ρα(τ) = exp

(
−
g2n,α
2

(2nα + 1) +
g2n,α
2

(nα + 1)eih̄ωατ +
g2n,α
2

nαe
−ih̄ωατ

)
, (20)

where nα = (eh̄ωα/kT − 1)−1, where k is the Boltzmann constant, is the number of excited

vibrations of mode α in thermal equilibrium. In the limit of T → 0 K, since nα → 0,

ρα(τ) = exp(−g2n,α/2 + g2n,αe
ih̄ωατ/2). The FC envelope with promoting mode α dropped,

Eq. (13), is given in the time representation by

F (α)(E) =
1

2π

∫ ∞
−∞

dτ ρ(α)(τ)ei(En−Em+E)τ , (21)

ρ(α)(τ) =
∏
β ̸=α

ρβ(τ), (22)

where ρ(α)(τ) is the correlation function of the vibrational states excluding promoting mode

α.

In an actual situation, the density of the final vibronic states is continuous and broadened

by the neglected interactions, including rovibronic states and interactions with a surrounding
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environment with infinite degrees of freedom, such as other molecules or solvents. This

broadening is expressed using a Gaussian function incorporating the linewidth, σ, in the

Fourier transformed expression of ρ(0/α)(τ)e−σ2τ2/2 instead of ρ(0/α)(τ) in Eqs. (18) and (21).

Vibronic Coupling Density

The origin of the VCC is investigated based on its density form, or the VCD. The VCD is

given by an integrand of the VCC (for details, see Sec. S1.4);24–26

Vnm,α =

∫
dx ηmn,α(x ), (23)

where x = (x, y, z) is a three-dimensional Cartesian coordinate and

ηnm,α(x ) =

 ∆ρnm(x )× vα(x ) (n = m)

ρnm(x )× vα(x ) (n ̸= m)
. (24)

ηn,α(x ) := ηnn,α(x ) is called the diagonal VCD and ηnm,α(x ) with n ̸= m is called the off-

diagonal VCD. ∆ρnm(x ) and ρnm(x ) are the electron density difference and overlap density

between the electronic states m and n, respectively, and vα(x ) is the potential derivative of

vibrational mode α. The VCD elucidates the local picture of vibronic coupling by separating

it into electronic and vibrational structures (Fig. S1).

METHOD OF CALCULATION

The ground and excited electronic structures of 9-fluorenone were calculated at the B3LYP/6-

31G(d,p) and TD-B3LYP/6-31G(d,p) levels of theory, respectively. The solvent effect of

toluene was included through the polarizable continuum model (PCM).47 The electronic

and vibrational structures were computed using Gaussian 16 Revision C.01.48

The calculation methods for the VCC and VCD are described in Refs. 25 and 27. The
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fluorescence spectrum and kf
n←m were calculated using Eqs. (16), and (18)–(20), whereas

kIC
n←m was calculated using Eqs. (6), (7), (12), and (20)–(22). The FC factors were evaluated

using Eq. (11). The VCC, VCD, fluorescence spectrum, kf
n←m, and kIC

n←m were computed

using in-house codes.

RESULTS AND DISCUSSION

Rate Constant of Internal Conversion

The geometrical structure of 9-fluorenone in the S1 excited state was optimized with the C2v

symmetry. S1 belonging to the B2 irreducible representation mainly consists of the HOMO–

LUMO transition, and has an oscillator strength of f = 0.0121 (Table S1 in the Supporting

Information). The HOMO and LUMO are shown in Fig. S2.

Since the calculated value of the IC rate depends on the linewidth σ, we should determine

σ based on a reliable physical basis or some experiment for the calculation of kIC
n←m. We used

the experimental fluorescence spectrum of 9-fluorenone49 to determine σ. The fluorescence

spectrum from S1 to S0 was calculated at T = 300 K (Fig. 2). The linewidth was determined

so that the calculated spectrum reproduced the broadening of the experimental spectrum

(Table S2). We determined the linewidth to be σ =400 cm−1. This computational condition

for the final density of vibronic states was employed to calculate the fluorescence and IC rate

constants.

Table 1 summarizes the computed fluorescence and IC rate constants from S1 to S0 at

T = 300 K. This result indicates that the final vibronic state was appropriately represented

within the CA approximation. For example, the reorganization energies of S0 from the

S1 to S0 optimized structures are in good agreement between the CA (0.410 eV) and BO

(0.397 eV) approximations. The value of the IC rate constant depends on the linewidth of

the Gaussian function (Table S3); therefore, the linewidth should be determined carefully.

We employed a linewidth of 400 cm−1 because it best reproduced the line shape of the
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Figure 2: Calculated fluorescence spectrum from S1 to S0 of 9-fluorenone in toluene at
T = 300 K, compared with the experimental spectrum.49 The broadening of the density of
the final vibronic states was expressed using the Gaussian function with a linewidth of 400
cm−1. The vertical line shows the intensities of the FC factors, where 000 represents the FC
factor of the 0–0 transition. The inset shows the structure of 9-fluorenone.

experimental fluorescence spectrum.

Table 1: Calculated fluorescence and IC rate constants from S1 to S0 of 9-fluorenone in
toluene at T = 300 K. The density of the final vibronic states was expressed using the
Gaussian function with a linewidth of 400 cm−1.

Calc. Exp.36 Exp.37

kf
n←m /106 s−1 3.0 2.7 3.2

kIC
n←m /107 s−1 8.8 8.6 3.7

The contributing factors of the IC rate constant, kIC
n←m, were examined from its vibra-

tional decomposition, kIC
n←m,αβ (Eq. (6)). First, we discussed the selection rule of kIC

n←m,αβ, in

which that of the off-diagonal VCC, Vnm,α, and the density of states weighted by the vibra-

tional matrix element, Θαβ (Eq. (7)), were separated for discussion purposes. The reducible

representation of the vibrational modes of 9-fluorenone with C2v symmetry is decomposed

as follows:

Γvib(C2v) = 21A1 + 9A2 + 10B1 + 20B2. (25)

Since S1 and S0 belong to the B2 and A1 irreducible representations, respectively, the vibronic

active mode for Vnm,α between S1 and S0 is B2, that is, Γα = B2. Additionally, Θαβ is non-
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vanishing when α = β with Γα = A1, A2, B1, and B2 or α ̸= β with Γα = Γβ = A1. As a

result, kIC
n←m,αβ is non-vanishing only when α = β with Γα = B2. Therefore, it is sufficient to

consider the case α = β. The vibronic active mode for the diagonal VCC, Vn,α, of S0 is the

totally symmetric mode, A1. Thus, the vibrational modes with Γα = B2 are the promoting

modes and those with Γα = A1 are the accepting modes.

Figures 3 (a)–(c) show kIC
n←m,α := kIC

n←m,αα and its components, i.e., |Vnm,α|2 and Θα,

plotted with respect to vibrational modes. The numbering of the vibrational modes is in

ascending order of frequency. The primary promoting modes are modes 34 and 48, resulting

in a large kIC
n←m,α. Therefore, we focused on the IC promoted by these modes below.
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Figure 3: (a) IC rate constants, kIC
n←m,α, (b) square of off-diagonal VCCs, |Vnm,α|2, and (c)

final density of vibronic states weighted by vibrational matrix element, Θα, plotted with
respect to vibrational modes. kIC

n←m,α and Vnm,α are non-vanishing only when Γα = B2. The
primary promoting modes are modes 34 and 48. (d) FC envelope, F (α)(E) = F (34)(E), with
promoting mode 34 dropped, and (e) its enlarged view around E = +h̄ω34. The energy
reference is the difference between the initial and final vibronic energies. Vertical lines show
the intensities of the FC factors excluding mode 34. (f) Diagonal VCCs, |Vn,α|, of S0, which
are non-vanishing when Γα = A1. The primary accepting modes are modes 44 and 51.

Figures 3 (d) and (e) show the FC factors (vertical lines) and FC envelope F (α) = F (34)

14



with promoting mode 34 dropped (Eq. (21)). The FC factor of the 0–0 transition is located

at E = 2.75 eV, corresponding to the electronic energy gap. The FC envelope decays expo-

nentially as the energy decreases from its maximum and has a larger value at E = +h̄ω34

than E = −h̄ω34. This result indicates that the IC from S1 to S0 proceeds mainly through

phonon emission rather than absorption (Table S4). Note also that spontaneous phonon

emission is the dominant process because the vibrational excited states of mode 34 with a

large frequency (ω34 = 1142 cm−1) are hardly populated at T = 300 K. The vibrational as-

signments of the FC factors providing the largest and second largest contributions to phonon

emission were determined to be 140235
0
244

0
551

0
552

0
1 and 140235

0
244

0
451

0
652

0
1, respectively, where

β
νβ
ν′β

denotes the transition from νβ to ν ′β for mode β. These vibrational modes that constitute

the final vibronic states are the accepting modes belonging to the A1 irreducible represen-

tation. In particular, the primary accepting modes are modes 44 and 51, in which highly

vibrational excited states are involved. Figure S3 shows the FC envelope with promoting

mode 48 dropped, where the primary accepting modes are modes 44 and 51. These accepting

modes have the largest and second-largest diagonal VCCs of S0 (Fig. 3 (f), see Fig. S4 for

the dimensionless diagonal VCCs).

Next, we discuss the dependence of the IC rate constant on the electronic energy gap,

as well as the frequencies of the diagonal and off-diagonal VCCs. Figure 4 (a) shows the

rate constant of 9-fluorenone plotted by changing the energy gap while fixing the other

parameters. The logarithm of the rate constant increases linearly with a decreasing energy

gap when the energy gap is large, as predicted by the energy gap law in the weak coupling

limit.9,10 As the energy gap decreases, the rate constant reaches a maximum and then falls.

This behavior reflects the lineshape of the FC envelope. Eq. (13) indicates that the maximum

value of the FC envelope depends on the electronic energy gap. As the energy gap decreases,

the maximum of the FC envelope shifts to a lower energy. As indicated by the red curve

in Fig. S5, the rate constant reaches a maximum value when the FC envelope becomes the

largest at the energy of the emitted phonon. In the negative energy gap, or when the final
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electronic state is higher than the initial state, the IC proceeds mainly through phonon

absorption rather than emission (see Table S5). This process with a negative energy gap is

a reverse internal conversion process.
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Figure 4: Dependence of the IC rate constant, kIC
n←m, on the (a) electronic energy gap,

Em − En, (b) frequency of promoting mode 34, ω34, and (c) frequency of accepting mode
44, ω44, with the other parameters fixed. The filled circles represent the calculated rate
constants of 9-fluorenone.

Figures 4 (b) and (c) show the IC rate constant plotted by changing the frequencies

of primary promoting mode 34 and accepting mode 44. The rate constant is large at the

low and high promoting mode frequencies compared with the middle frequencies. A low

frequency increases the rate constant because the rate constant depends on the inverse of

the promoting mode frequency (Eq. (12)). A high promoting mode frequency also increases
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the rate constant because F (α)(+h̄ωα) takes a large value when h̄ωα is large (Eq. (12)).

The balance between these two contributions determines the minimum of the rate constant

with respect to the promoting mode frequency. The dependence of the rate constant on the

accepting mode frequency is more significant than that on the promoting mode frequency.

The rate constant drastically increases with decreasing frequency of the accepting mode.

This is because the large displacement of the potential energy surface arising from the large

diagonal VCC and the small frequency broadens the FC envelope (Fig. S6). These results

suggest that flexible molecules are likely to exhibit faster ICs than rigid molecules.1 Note,

however, that anharmonicity is strong for such a vibrational mode with a large displacement;

therefore, this effect should be considered for a more quantitative discussion.

Vibronic Coupling Density Analysis

It was found that for the IC from S1 to S0 in 9-fluorenone, the primary promoting modes

were modes 34 and 48, giving the large off-diagonal VCCs. Meanwhile, the primary accepting

modes were modes 44 and 51, giving the large diagonal VCCs. The VCDs were calculated

for these modes to reveal the spatial distribution of the VCCs. Figure 5 illustrates the off-

diagonal VCD analysis between S1 and S0 for vibrational mode 34. Since S1 mainly consists

of the HOMO-LUMO transition (Table S1), the overlap density between S1 and S0 can be

approximately expressed as the product of the HOMO and LUMO. The overlap density has

a large distribution on the C1-C2 and C9-C9a bonds, which couples strongly to the potential

derivative of mode 34 with the C1-C2 and C9-C9a vibrations. Consequently, the off-diagonal

VCD localizes on these bonds, where the spatial integration of such VCD does not cancel

(Fig. S1). The atomic decomposition of the off-diagonal VCC of mode 34 is large at the

C2, C9, and C9a sites. The overlap density also couples to the potential derivative of mode

48 distributed on the C1-C2 and C9-C9a bonds (Fig. S7), and the off-diagonal VCC of this

mode originates from the same sites as those of mode 34.

Figures S8 and S9 show the diagonal VCD analyses of S0 for vibrational modes 44 and
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Figure 5: (a) Atomic labels of 9-fluorenone, (b) vibrational mode 34, (c) overlap density
between S1 and S0, ρnm, (d) potential derivative of mode 34, vα, and (e) off-diagonal VCD
between S1 and S0 for mode 34, ηnm,α. (f) Atomic decomposition of the off-diagonal VCC of
mode 34 in 10−4 a.u., which is large in the C2, C9, and C9a sites. Isosurface values of ρnm,
vα, and ηnm,α are 1× 10−3, 5× 10−3, and 5× 10−6 a.u., respectively. The white/blue region
is positive/negative.

51, respectively. The electron density difference between S1 and S0 can be approximately

expressed as the difference between the HOMO and LUMO densities. The electron density

difference with a large distribution on the C3-C4 and C4-C4a bonds couples strongly to the

potential derivatives of modes 44 and 51 with the C3-C4 and C4-C4a vibrations. Therefore,

the diagonal VCCs of these modes originate mainly from the C3, C4, and C4a sites. The

diagonal and off-diagonal VCCs have different origins owing to the dissimilar distributions of

the electron density difference and overlap density. The introduction of substituents on the

C1 and C2 to reduce the overlap density on these sites can decrease the off-diagonal VCC.

Meanwhile, that on the C3 and C4 to reduce the electron density difference can decrease the

diagonal VCC. As a result, both cases yield a suppressed IC rate.

The rate constant of fluorescence is proportional to the square of the transition dipole

moment (Eq. (16)). The spatial distribution of the transition dipole moment is elucidated

based on its density form, or transition dipole moment density (TDMD, Sec. S10).27 Fig-
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ure S10 illustrates the TDMD analysis between S1 and S0 in the y-direction, where the

transition dipole moment is non-vanishing only in this direction, owing to the selection rule.

The TDMD has a large distribution at the C2 site, indicating that the transition dipole

moment originates mainly from this site.

CONCLUSION

We derived an analytical expression for the IC rate constant in a molecule based on the CA

representation, where all vibrational modes were treated equally. The IC can be regarded as

a phonon analog of the radiative transition; the IC proceeds through the one-phonon emission

and absorption for a promoting mode, while the excess electronic energy is received by the

final density of vibronic states that consists of the accepting modes. The promoting and

accepting modes are defined by vibrational modes that provide non-vanishing off-diagonal

and diagonal VCCs, respectively, whose irreducible representations are determined from the

selection rule of vibronic couplings. The advantages of the present approach are as follows:

1. The analysis of the rate constant based on the present expression can provide novel

chemical insights into IC processes.

2. The application to rational molecular design is possible by utilizing the VCD that

visualizes the spatial distribution of vibronic couplings.

3. As long as the harmonic approximation is valid, the geometry optimization of the final

electronic state is unnecessary because the vibronic Hamiltonian at the initial nuclear

configuration contains the parameters required for a rate constant calculation.

By using 9-fluorenone as an example, we identified the key promoting and accepting modes

that primarily contribute to the IC processes and revealed the origins of the vibronic cou-

plings for these modes. The FC envelope that describes the final density of the vibronic states

elucidated the rate constant dependence on the electronic energy gap and accepting modes’
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frequencies, suggesting that flexible molecules with a small energy gap exhibit fast ICs. This

study facilitates the quantitative and qualitative understanding of IC processes in conjunc-

tion with molecular structures; therefore, we expect that it will advance the engineering of

vibronic couplings, or vibronics.25,50
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