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Abstract

Electron transfer reactions can be strongly influenced by solvent dynamics. We study

the photoionization of halides in water as a model system for such reactions. There are

no internal nuclear degrees of freedom in the solute, allowing to uniquely identify the

dynamics of the solvent. We simulate the equilibrium solvent dynamics for Cl−, Br−, I−

and their respective neutral atoms in water, comparing quantum mechanical/molecular

mechanical (QM/MM) and classical molecular dynamics (MD) methods. On the basis

of the obtained configurations, we calculate the extended X-Ray fine structure (EXAFS)

spectra rigorously based on the MD snapshots and compare in detail with other theoretical

and experimental results available in the literature. We find our EXAFS spectra based

on QM/MM MD simulations in good agreement with their experimental counterparts

for the ions. Classical MD simulations for the ions lead to EXAFS spectra that agree

equally well with the experiment when it comes to the oscillatory period of the signal,

even though they differ from the QM/MM radial distribution functions extracted from

the MD. The amplitude is, however, considerably overestimated. This suggests that to

judge the reliability of theoretical simulation methods or to elucidate fine details of the

atomistic dynamics of the solvent based on EXAFS spectra, the amplitude and not only

the oscillatory period need to be considered. If simulations fail qualitatively, as does the

classical MD for the aqueous halogen atoms, the resulting EXAFS will also be strongly

affected in both oscillatory period and amplitude. The good reliability of QM/MM-based

EXAFS simulations, together with clear qualitative differences in the EXAFS spectra

found between halides and their atomic counterparts, suggests that a combined theory

and experimental EXAFS approach is suitable for elucidating the nonequilibrium solvent

dynamics in the photoionization of halides, and possibly also for electron transfer reactions

in more complex systems.
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1 Introduction

Electron transfer is an important process in biology1,2, catalysis3–5, and artificial photosyn-

thesis6,7. The environment (e.g., a solvent) plays an important active role in this process,

rather than being a passive spectator8–13, and recent advances with time-resolved techniques,

including X-ray spectroscopy, have given new insight into how the nonequilibrium dynamics

of the environment affects electron transfer14–23. For example, for transition metal complexes,

solvation dynamics strongly modulate intramolecular electron transfer and localization, rather

than just perturbing it21.

The photodetachment of an electron from a solvated halide ion such as aqueous bromide, by

ultraviolet or visible light,

Br– (aq) hν−−→ Br•(aq),

represents an ideal model to study the elementary steps in nonequilibrium solvent dynamics in

electron transfer: The lack of internal nuclear degrees of freedom of the halide ion allows us to

focus on the pure influence of the solvent reorganization following internal electron rearrange-

ment. Furthermore, the prompt transition from a hydrophilic (parent ion) to a hydrophobic

(atomic radical) solute induces a substantial change of the caging solvent structure. Such an

interplay between hydrophilic and hydrophobic interactions is also relevant for biological pro-

cesses and for catalysis24. In addition, the dynamics of small inorganic radicals in solution

are interesting in their own right for aerosol, marine, photo- and radiation chemistry studies25.

Recent progress in ultrafast atomically resolving structural probes promises new insight and a

more detailed picture of such guest–host interactions in disordered liquids under nonequilibrium

conditions.

In the experiment, femtosecond time-resolution of pure laser-based methods in the visible to

near-IR region has been achieved, and most notably transient absorption (TA) spectroscopy

has been widely used to investigate the ultrafast dynamic response after photo-excitation of
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aqueous halides26–38. However, the observation of pure solvation dynamics around the reactant

with the TA method is challenging as it has high sensitivity towards changes in both electronic

and vibronic energy levels, but is not directly sensitive to structural changes39. Such structural

sensitivity is offered by X-rays. Solvation structures are inherently described in terms of radial

distribution functions by experimental methods such as X-ray diffraction (XRD) and X-ray

absorption spectroscopy (XAS)40. Specifically, the Extended X-ray Absorption Fine Structure

(EXAFS)28,38,39 is often a more appropriate probe for structural studies because of its intrinsic

chemical specificity and short range sensitivity: This technique measures a less complex corre-

lation function, as compared to X-ray diffraction, that contains accurate structural information

on the first hydration shell structure41.

Transient K- and L-edge EXAFS measurements for aqueous bromide and iodide at synchrotron

X-ray sources, mostly with picosecond time-resolution, have been used to determine the lo-

cal structure around the transient halide species emerging after optical laser-induced electron

photodetachment25,38,39,42. Exploiting the χ(k) EXAFS signal, the oscillatory portion of the

absorption coefficient, which is mainly sensitive to pair distribution functions40, the water shell

organization has been found to vary upon electronic structure changes. Specifically, some pi-

coseconds after I− photoexcitation, the solvent shell is dominated by hydrophobic interactions.

This is drastically different from the intial hydrophilic situation in which long-term bonds are

also formed between the I− ion and water molecules25,38, but a quantitative analysis of the

solvent shell reorganization relies on a clear description of the solvation shell structure around

the halide prior to laser excitation41. Moreover, further experimental investigations target-

ing the early nonequlibrium solvation dynamics after halide electron photodetachment using

X-ray Free Electron Laser (XFEL) sources equally require a thorough understanding of the

initial and “final” solvation structures, i.e., around the atomic halide and the atomic radical

dominating ∼ 50 ps after halide electron photodetachment prior to the onset of the subsequent

photochemistry38.

The halide anion solvation41–48,48–63,63–79 has been studied more intensively than that of their
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analogeous halogen radicals25,38,76,80, as the anions naturally occur in solution (prior to any mod-

ification such as, e.g., photoexcitation), and their solvation is a very important subject in itself

as it governs, e.g., the Hofmeister series defining protein salting-in and salting-out42. Despite

the intensive efforts to investigate the hydration properties of the anions, experimental and theo-

retical results by themselves reveal an inhomogeneous picture of the halide solvation shell struc-

ture81. From the theoretical side, these include density functional theory (DFT) and quantum

mechanical/molecular mechanical (QM/MM) simulations43–45,48,63,66,71, Car–Parrinello molec-

ular dynamics (MD) simulations41,45,46,75,76,78, classical MD simulations41,47–49,67,77, MD simu-

lations involving data-driven potential energy functions82,83, and Monte Carlo simulations50.

Experimentally, the hydration properties have been studied using neutron and X-ray diffrac-

tion51,52, X-ray absorption spectroscopy25,38,42,44,53–60, and Raman and Infrared (IR) spectro-

scopies61,84,85. While mostly the solvating water molecules were found oriented so as to each

produce a single HO–H· · ·X− hydrogen bond (X = Cl−, Br−, and I−)42, the studies report

significantly scattered first-shell X–O distances and coordination numbers: 2.70 to 3.30Å and

4.0 to 8.9 for chloride, 3.19 to 3.40Å and 4.2 to 8.9 for bromide, and 3.02 to 3.70Å and 4.2

to 10.3 for iodide41,49,86. On the one hand, the deviating results underline the difficulty of

defining the halide coordination shells due to their diffuse character, and due to the fast water

exchange between the first and second hydration shells (residence time is on the order of pi-

coseconds81,86). On the other hand, while the EXAFS structural approach is very powerful as

discussed above, at room temperature it has an estimation accuracy of ±25% in coordination

number and ±0.03 Å in bond length42,87,88. Overall, this leads to a considerable uncertainty

in the detailed atomistic solvent structure and dynamics around halide ions and their radical

atoms.

The challenges just described highlight the importance of complementing experimental studies

with theoretical investigations for gaining insight and understanding89,90. In particular, MD

simulations allow for sampling the phase space accessible to the system of interest under given

thermodynamic conditions. An ensemble of microscopic configurations is retrieved, from which
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one can compute any structural ensemble-averaged observable, such as the EXAFS signal91.

This allows us to determine synthetic EXAFS spectra in which the effects of the disorder

(i.e. the heterogeneity of the environments) are intrinsically taken into account91. Thus, the

comparison of computed and experimental EXAFS spectra constitutes a much more robust

way to analyse data than unconstrained peak fitting approaches91. Accordingly, in this work

we present and analyze QM/MM as well as classical MD simulations and the resulting EXAFS

spectra, and compare them with experimental EXAFS data from the literature.

Many quantum chemical simulations have been performed for cluster models of water molecules

around the halides53,92,93. However, only few simulations have been compared with experimen-

tal observables41. D’Angelo et al. have performed a K-edge EXAFS study of bromide ions

in aqueous solution using classical MD simulations.54, an approach which was subsequently

extended into the supercritical regime of water by Wallen et al. 94. The derived Br-O ra-

dial distribution function was used with the integral formulation of the EXAFS equation to

simulate the EXAFS theoretical signal. This was found to be in very good agreement with

the experimental data. In later studies, D’Angelo et al. used a complimentary approach and

examined the hydration properties of the bromide aqua ion using state-of-the-art DFT-based

molecular dynamics methods with dispersion-corrected atom-centered pseudopotentials for wa-

ter, comparing with classical molecular dynamics simulations41. A comparison with EXAFS

experimental data showed a good (poor) agreement between the DFT simulation (classical

simulation) and the EXAFS experimental signal. The authors concluded that the main reason

for the poor performance of the classical simulation was the neglect of polarization effects in

the classical ion–water interaction potentials41. Recently, Migliorati et al.81 have investigated

the hydration properties of halide aqua ions by combining classical MD structural results with

EXAFS experimental data and checked the capability of three halide–water interaction po-

tentials to properly describe the structural properties of halide aqueous solutions, obtaining a

very good agreement for one particular parameter set81. A more comprehensive comparison

between EXAFS spectra reconstructed from the radial distribution functions obtained from
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different theorectial approaches — classical, QM/MM and full quantum (DFT) molecular dy-

namics simulations — and experimentally measured EXAFS spectra has been performed for

the L3 X-ray absorption edge of aqueous iodide by Pham et al.45. QM/MM simulations deliv-

ered a satisfactory description of the EXAFS signal, while nonpolarizable classical simulations

were somewhat less satisfactory and DFT-based simulations performed poorly45. Data-driven

many-body models have equally lead to very good agreement with experimental EXAFS data

for aqueous halides82,83.

Here, we expand on these studies by calculating directly EXAFS spectra using the molecular

configurations obtained from the QM/MM and/or MD simlutations for the halide anions I−,

Br− and Cl− and for their atomic-radical counterparts I0, Br0 and Cl0 in aqueous solution.

No information other than nuclear coordinates of the solute and solvent molecules enter in the

calculation of the EXAFS spectra. In particular, no adjustable parameters such as k-dependent

phase shifts, Debye–Waller factors, or effective Coulomb parameters are used. This allows for a

comprehensive comparison in which all the different systems, before (anionic) and after (atomic)

photoionization, are described with the same theoretical methodology.

We compare with experimental EXAFS spectra for the ions from the literature42 to understand

the reliability of the QM/MM and/or MD simulations. The Fourier transform of the EXAFS

signal back to real space allows us to extract quantitative spatial information. Moreover, we

examine how strongly the EXAFS spectra depend on the different numerical methods applied,

or, in other words, how sensitive the EXAFS signal is to the respective simulation parame-

ters and thus how reliable EXAFS is as an indicator for the reliability of the QM/MM and

MD simulations. We analyze the solvation shells and determine how ionization, i.e., a change

from the anionic halide to the atomic radical, and property changes, e.g. van-der-Waals radii,

polarizability etc., within the homologue halide series (Cl, Br, I) affect the radial distribution

functions (RDFs), in particular their peak locations, as well as the structure of the EXAFS

peaks. Also, we present a comparative overview of RDF maxima and minima from previous

simulations and experiments from the literature. In general, our results, which are based on
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microscopic numerical simulations, confirm the previously known solute–solvent structures ob-

tained by fitting. The QM/MM-derived EXAFS spectra of the ionic halides in water are in

very good agreement with measured ones. When compared to the EXAFS data on the basis

of configurations from classical MD simulations, we notice good agreement with respect to the

oscillatory period and the decay, but find deviations in the absolute signal magnitude. For the

neutral atoms, the classical and QM/MM-derived EXAFS spectra deviate strongly from each

other both with respect to oscillatory amplitude and period. This indicates that QM/MM sim-

ulations (or similar quality) are required to obtain reliable molecular configurations and thus

reliable EXAFS spectra when studying the photoionization of aqueous halides. Our results

provide crucial input for further theoretical and experimental investigations, in particular for

studies of the nonequilibrium dynamics on ultrafast time scales following electron photodetach-

ment of the halide anions.

2 Methods

We have performed molecular dynamics simulations of chloride (Cl−), bromide (Br−), iodide

(I−) ions and their neutral atom configurations (Cl0, Br0, and I0) in water using the simulation

package CP2K 7.195. All simulations were carried out in the canonical ensemble (NVT) with

a single halide ion/halogen atom solvated in a cubic box (18.193 Å3
) under periodic boundary

conditions, containing 199 water molecules at 298K. The temperature was controlled with

an adaptive Langevin thermostat96 (Langevin / Nosé–Hoover time constants detailed below).

Positions and momenta of all atoms were propagated in time by the velocity Verlet algorithm97

with a time step of 0.5 fs.

For the QM/MM simulations, to ensure a proper description of the solute–solvent interactions,

the halide ions/halogen atoms and their first solvent shell were treated quantum mechanically,

following the Born–Oppenheimer MD scheme, using the Becke-Lee-Yang-Parr (BLYP) func-
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tional98,99 with Grimme’s dispersion (D3) corrections100, molecularly optimized double-zeta

valence polarized basis sets101 (DZVP-MOLOPT), Goedecker–Teter–Hutter (GTH) pseudo-

potentials102–104 for the core electrons, and a density cutoff of 280 Ry. More distant water

molecules were treated with molecular-mechanics (MM) using the TIP3P model105 as origi-

nally implemented in Charmm106. Both regions were coupled electrostatically. While the

halide ions/halogen atoms were restricted to the center of the spherical QM subsystem, the as-

signments to the QM or MM regions for the water molecules were evaluated in each simulation

step. Only water molecules within a certain radius (4.5Å for Cl−/Cl0 and Br−/Br0, 5.0Å for

I−/I0) were assigned to the QM subsystem. Fictitious effects at the QM/MM boundary were

reduced by introducing a buffer region, surrounding the QM subsystem, with a radius of 3.0Å,

two consecutive force evaluations per simulation step, and an abrupt force-mixing scheme. The

buffer region was used in a first force evaluation to extend the QM subsystem to obtain more

accurate forces acting on the actual QM atoms. Likewise, the QM subsystem was reduced in a

second force evaluation to the halide ions/halogen atoms to assign more accurate forces acting

on the actual MM atoms. The adaptive buffered (AdBuff) QM/MM simulation scheme was

used within the framework of this study as implemented in CP2K107.

For comparison with the QM/MM approach, purely classical MD simulations were performed

using the CHARMM force field parameters. The water moelcules weere treated with the same

original TIP3P model as in the MM part of our QM/MM simulations.

The solvated systems were built with Packmol 18.169108. Following two 10 ps equilibration

runs with strong and weak thermostat time constants of 10/10 fs or 100/100 fs, respectively, a

20 ps preparatory run was performed to generate five structurally independent starting configu-

rations picked after 4, 8, 12, 16, and 20 ps. To speed up the preparatory phase, the buffer region

was turned off. Subsequently, a 25 ps AdBuff QM/MM run (5 ps equilibration + 20 ps produc-

tion) was performed per starting configuration, with thermostat time constants of 370/75 fs.

Thereby, 100 ps of AdBuff QM/MM simulation data were obtained per setup to characterize

the solute–solvent interactions in equilibrium.
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For the classical simulation, three 25 ps runs (5 ps equilibration + 20 ps production) were per-

formed for each atom species. Therefore 75 ps of classical MD simulation data were obtained

per setup.

The AdBuff QM/MM simulations were visualized with VMD62 and analyzed with our own

Python scripts.

EXAFS spectra were calculated using the Feff8 software package109. As input data, we use the

coordinates of each atom (H, O, and the absorbing atom) obtained from the MD simulations.

In addition, we specify the nature of the absorbing edge of the solute (K-edge or L1-edge)

in the input data of Feff8. Moreover, we point out that Feff8 has the option to specify

Debye-Waller factors which describe vibrations of lattice atoms in solid state materials. In

our case of a solvent host, we simulate the solvent molecules and their dynamics explicitly

and use all of their configurations as input for Feff8, such that the Debye-Waller factors are

irrelevant and thus are all set to 1. The EXAFS spectrum of each individual MD snapshot is

then calculated separately, and the resulting collection of more than 2000 EXAFS spectra is

averaged over all snapshots. For a direct comparison with experimental EXAFS spectra, we

apply a shift in energy whose precise value is taken as a fitting parameter (see more detailed

discussion below). Furthermore, the Fourier transform of the EXAFS signal back to real space

is calculated numerically to obtain spatial information about the relative positions of the solute

and the atoms of the solvent molecules.

3 Molecular Dynamics Simulations

We have performed equilibrium AdBuff QM/MM simulations of Cl−, Br−, I− ions, and their

neutral, atom configurations (Cl0, Br0, and I0) in water to gain further insights into individual

solute–solvent configurations and to confirm the applicability of our simulation setup. For this

purpose, we have compared several structural and dynamical parameters emerging from our
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simulations with previous experimental and theoretical studies.

3.1 Radial distribution functions from QM/MM simulations

The radial distribution function (RDF), g(r), is ubiquitously used to characterize the solvation

shell of particles. In principle, it provides the probability of finding a particle at a distance r

from a reference particle and is defined as

g(r) =
⟨n(r)⟩

4πr2δrρ0
, (1)

where ⟨n(r)⟩ is the average number of particles in the volume slice 4πr2δr and ρ0 is the particle’s

bulk density. In Figure 1, average RDFs are depicted for all QM/MM simulation setups (top)

and for the purely classical MD setups (bottom). The relevant properties of the RDFs are

summarized and compared with the literature in Table 1.
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Figure 1: Oxygen (blue) and hydrogen (red) RDFs for the ion (left) and atom (right) configu-
ration of Cl (top), Br (middle), and I (bottom) in water. RDFs were calculated from 20ps of
ADBuff QM/MM (top) or classical MD (bottom) simulation as described in Sec. 2. Confidence
intervals ∆x, indicated in light blue and red, were calculated as ∆x = s(x̄)t(α = 0.05, n − 1),
where t(α = 0.05, n− 1) is the quantile of Student’s t distribution with significance level α and
n samples, and s(x̄) is the standard error.
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Table 1: Position (in Å) of the RDF maxima (+) and minima (−) from Figure 1 and selected
previous studies. Values were obtained experimentally by empirical potential structure refine-
ment from neutron diffraction (ND) or theoretically by classical (MM), quantum (QM), and
mixed (QM/MM) calculations. Standard deviations of the individual runs are given in paren-
theses. MC refers to the Monte Carlo simulations employed in Ref.25.

Cl– Cl0

O 1
+ H 1

+ O 1
– type ref O 1

+ O 2
+ H 1

+ O 1
– O 2

– type ref
3.17 2.19 5.21 QM/MM our 2.54 3.50 2.80 2.81 4.78 QM/MM our

(0.02) (0.02) (0.28) QM/MM our (0.03) (0.05) (0.07) (0.04) (0.13) QM/MM our
3.10 2.15 3.68 MM our 3.87 - 4.17 5.79 - MM our

(0.06) (0.20) (0.08) MM our (0.22) - (0.04) (0.02) - MM our
3.14 2.17 3.77 ND 52 2.70 - - - - QM 80

3.14 2.21 3.78 QM 63

3.24 2.42 4.00 QM/MM 43

3.24 - 3.63 QM/MM 44

3.23 - 4.05 MM 110

3.36 2.37 3.75 MM 111

Br– Br0

O 1
+ H 1

+ O 1
– type ref O 1

+ O 2
+ H 1

+ O 1
– O 2

– type ref
3.41 2.33 4.91 QM/MM our 2.62 3.57 3.05 2.94 5.08 QM/MM our

(0.05) (0.03) (0.28) QM/MM our (0.05) (0.07) (0.15) (0.08) (0.20) QM/MM our
3.23 2.29 3.90 MM our 4.01 - 4.26 5.82 - MM our

(0.30) (0.05) (0.07) MM our (0.18) - (0.02) (0.04) - MM our
3.35 2.38 3.96 ND 52 3.00 3.70 - - - MM(MC) 25

3.33 2.38 3.94 QM 112 2.80 - - - - QM 80

3.41 2.49 4.13 QM/MM 64

3.33 - 4.04 QM/MM 65

3.42 - 4.30 MM 110

3.32 2.39 - MM 64

I– I0

O 1
+ H 1

+ O 1
– type ref O 1

+ O 2
+ H 1

+ O 1
– O 2

– type ref

3.62 2.61 5.15 QM/MM our 2.89 3.75 3.42 3.18 5.35 QM/MM our
(0.05) (0.05) (0.23) QM/MM our (0.06) (0.06) (0.06) (0.08) (0.22) QM/MM our
3.49 2.52 3.98 MM our 4.29 - 4.27 6.07 - MM our

(0.20) (0.15) (0.03) MM our (0.10) - (0.10) (0.06) - MM our
3.62 2.65 4.31 ND 52 - 3.80 3.60 - 5.48 QM/MM 38

3.60 2.64 4.33 QM 45 2.80 - - - - QM/MM 38

3.75 2.78 5.19 QM/MM 113 2.90 4.00 3.55 3.20 - QM 76

3.47 2.62 5.22 QM/MM 45

3.64 - 4.50 MM 110

3.55 2.55 - MM 77
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3.1.1 Solvated anions

The QM/MM RDFs of Cl−, Br−, and I− display similar features, i.e., a hydrogen peak is

followed by an oxygen peak and a second hydrogen peak. While the individual peak positions

increase with increasing van der Waals radius from Cl− to Br− to I−, a separation of roughly

1Å (or a covalent O-H bond) is maintained for the first hydrogen and oxygen peaks. Thus,

a hydrophilic solvation picture emerges, in which the closest water molecules point with one

of their hydrogen atoms directly towards the ion. The second hydrogen peak stems from the

hydrogen atoms which are not oriented towards the ion. They are more flexible, resulting in

broader peaks. They are most likely responsible for the hydrogen bonding within the solvent

shells. Despite the overall similarities, the individual RDFs vary in detail. First of all, the

minimum separating the first two hydrogen peaks becomes less pronounced with increasing

ion size, indicating a stronger intermixing and thus a more flexible solvent shell for larger ions.

Decreasing water residence times in the solvent shell, evaluated following the approach by Hofer

et al114, (3.28, 2.10, and 2.05 ps for Cl−, Br−, and I−, respectively) further support this. In

addition to the increased flexibility, a second oxygen peak, most likely related to the second

solvent shell, emerges for larger ions.

Numerous experimental and theoretical investigations have focused on the RDFs of Cl−, Br−,

and I− in water. To determine the accuracy of our RDFs, we compared them with RDFs from

neutron diffraction experiments, since these experiments are able to resolve oxygen and hydro-

gen peaks. We also compare with previous studies employing related simulation setups, i.e.,

QM/MM or full QM simulations. Overall, the positions of the first oxygen and hydrogen peaks

agree quite well with experiments (maximal deviation of 0.06Å) and the full QM simulations

(maximal deviation of 0.08Å). In addition, the RDFs show, in most cases, less pronounced

deviations from these reference values than previous QM/MM simulations. A critical aspect of

our RDFs is the position of the first oxygen minimum, which is substantially shifted to larger

distances compared to experiments as well as to full QM simulations. This may be at least
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partially related to the minimum being very shallow in our simulations, in particular for the

smaller anions, with a resulting large uncertainty of its detailed value. While previous QM/MM

studies of Cl− and Br− led, in most cases, only to marginal shifts of the first oxygen minimum

compared to the references, the deviation for I− is substantial and comparable to our results.

Interestingly, Pham et al45 found EXAFS spectra, calculated from their I− QM/MM simu-

lations, in good agreement with experiments despite the substantial shift of the first oxygen

minimum. Hence, we believe that our AdBuff QM/MM simulations will accurately capture

EXAFS experiments of solvated halide ions.

We further compare our results from QM/MM simulations with purely classical MD simulations,

obtained with otherwise the same settings. The classical first oxygen and hydrogen peaks are

shifted to smaller distances compared to the QM/MM RDFs. Br− shows the largest oxygen

shift of −0.18Å, followed by I− with −0.13Å while the shift for Cl− is small (−0.07Å). The

hydrogen peaks are shifted less compared to the oxygen peaks (−0.04Å for Cl− and Br−, and

−0.08Å for I−). The first oxygen minimum is shifted strongly to smaller distances: −1.53Å

Cl−, −1.01Å Br−, and −1.17Å I−, putting them considerably closer to the experimental and

QM reference values. Even though this might suggest that we should proceed with classical

rather than QM/MM simulations, it should be kept in mind that classical force fields will have

problems describing the radical nature of the photoionized atoms. Fully QM simulations are, on

the other hand, much more expensive than the QM/MM ones we are analyzing here. Overall,

the oxygen peaks appear much sharper, and accordingly, the minima between the first and

second peaks become more pronounced. This suggests that the first solvation shell appears

much less flexible when describing the systems by purely classical force fields.

In contrast with the oxygen minima, the deviations of our classical peak positions compared to

the experiment (maximal deviation of 0.13Å) and fully QM simulation (maximum deviation of

0.12Å) are larger than the deviations of our QM/MM simulations from these reference values.

There are, however, classical simulations reported in the literature with smaller deviations,

indicating that with the right classical setup RDFs of halogen ions could be calculated more
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accurately yet less expensively by omitting the QM part. Nontheless, as we are interested in the

transition from ion to atom case, we need a suitable setup that can accurately simulate both.

In the following chapter we will discuss and compare the results of QM/MM and classical

simulation for the atom case and show why purely classical simulations are not suitable for

studying the solvent dynamics after ionization.

3.1.2 Solvated neutral atoms

The RDFs of Cl0, Br0, and I0 differ substantially from their charged counterparts. Here, a

small oxygen peak is followed by a broad hydrogen peak and a second, larger oxygen peak.

Once again, the individual peak positions follow the size of the solvated halogen atom, but the

clear, atom-independent separation of the first hydrogen and oxygen peaks is lost. Instead, the

hydrogen peak is 0.26, 0.33, and 0.53Å more distant than the first oxygen peak, and 0.70, 0.52,

and 0.33Å closer than the second oxygen peak of Cl0, Br0, and I0, respectively. Consequently,

the hydrophilic solvation picture, in which the closest water molecules point with one of their

hydrogen atoms directly towards the solute, is lost.

Solvated Cl0, Br0, and I0 have received less attention in the literature than their ionic counter-

parts. Still, a consistent picture has emerged in which the water molecules form a more distant

cage around the solvated halogen atoms corresponding to the prominent (second) oxygen peak

in our RDFs. When comparing the position of the prominent oxygen peak from solvated I−

(neutron diffraction52) and I0 (our AdBuff QM/MM simulations and those by Pham et al38),

a shift of roughly 0.15Å could be observed, while QM and MM simulations of I0 and Br0,

respectively, suggest a shift of roughly 0.35 Å compared to experiments of the corresponding

ion. In addition to the more distant solvent cage, transient complexes formed by the halogen

atom and a single water molecule had been observed. In our setup, these complexes are stable

throughout the simulations, indicated in the RDFs by the small (first) oxygen peaks. For I0, the

small oxygen peaks of other QM/MM and QM simulations are reproduced well, while theoreti-
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cal calculations of Cl0/Br0 – water complexes, missing the environment, and MM simulations of

Br0 suggest somewhat larger distances. Previous investigations suggest an increasing complex

stability with increasing electron affinity, i.e., the complex stability increases from I0 to Br0 to

Cl0 38,80. Our QM/MM simulations confirm this trend, when comparing the height of the first

oxygen minimum, indicating, once again, more intermixing between the peaks with increasing

atom size and thereby less complex stability with decreasing electron affinity. This is further

supported by a decreasing well depth on the free energy surface (0.59, 0.53, 0.38meV for Cl0,

Br0, and I0, respectively) with increasing atom size as suggested before38. Hence, we believe

that our adaptive buffered QM/MM simulations would accurately capture EXAFS experiments

of solvated halogen atoms.

3.2 Radial distribution functions from classical MD simulations

We also simulated the atom species using purely classical MD simulations, with drastically

different results. There is no small first peak which would indicate the formation of a complex

of the atom and a water molecule, in contrast to the QM/MM case. This can be attributed to

the lack of proper parameters for radical–water binding in the force field, and might be remedied

by going to reactive force fields (and by putting the effort into their proper parametrization).

The only oxygen peak in the atom case (corresponding to the second oxygen peak in the

QM/MM simulations) is shifted to larger distances (between +0.37Å and +0.54Å) and much

less pronounced than in the QM/MM simulations. The hydrogen peaks are shifted even more

(between +1.37Å and +0.85Å), such that they almost overlap with the oxygen ones. Consistent

with the QM/MM simulations, there is no sign of hydrophilic behaviour. Nonetheless, due to

not showing complex formation and due to the large qualitative deviations in the RDFs, the

pure MM simulations fail at simulating the atom case.
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3.3 Solvent shell characterization

To further substantiate the validity of our AdBuff QM/MM simulations, we determined addi-

tional parameters characterizing the aqueous solvation of halide ions and halogen atoms and

compare them with the literature. Integration of the first peak of the hydrogen and oxygen

RDFs provides the number of hydrogen and oxygen atoms coordinated within the first solvent

shell. Neutron diffraction experiments52 suggest 6.4, 5.9, and 5.8 coordinated hydrogen atoms

and 7.1, 6.7, and 6.7 coordinated oxygen atoms for Cl−, Br−, and I−, respectively. Similar co-

ordination numbers, at least for the oxygen atoms, were obtained by isotope substitution86,115

(Cl−) and EXAFS54,94 (Br−), while X-ray diffraction experiments86 (I−) yielded a broader

range (4.2 - 9.6). With our AdBuff QM/MM simulations, we obtained slightly lower numbers

of coordinated hydrogen atoms (5.5, 5.4, and 4.7 for Cl−, Br−, and I−), while the number

of coordinated oxygen atoms (21.6, 18.6, and 21.5 for Cl−, Br−, and I−), is overestimated

substantially due to the aforementioned shift of the minimum in the oxygen RDFs.

For Cl0, Br0, and I0, on the other hand, the AdBuff QM/MM simulations suggest 1.0, 1.0, and

1.1 or 16.3, 18.8, and 21.6 coordinated oxygen atoms within the first and second oxygen peak,

respectively, while 49.5, 51.3, and 56.2 coordinated hydrogen atoms are suggested for the first

hydrogen peak. Previously, Pham et al38 determined 20 – 25 coordinated oxygen and 50 –

60 coordinated hydrogen atoms in the more distant solvent shell of I0, corresponding to our

second oxygen and first hydrogen peak, which agrees quite well with our results. No such data

is available for Cl0 and Br0.

18



Figure 2: Probability distribution describing the asymmetry (left) and structure (right) of the
first solvation shell of Cl (blue), Br (red), and I (green) in the ion (solid lines) and atom (dashed
lines) configuration. The asymmetry is defined as distance separating the solute from the center
of mass of the solvent shell. The structure is defined by the O – X−/X0 – O angles with X =
Cl, Br, or I.

In addition to the plain coordination numbers, we investigated the structure and asymmetry

of the first solvent shell (Figure 2). For Cl−, Br−, and I−, the structuredness remains an

intriguing question. Previous simulations were unable to provide a clear picture, i.e., some sim-

ulations43,46,63,66 suggest a rather structured shell with a clear maximum of the O – Cl−/Br−/I−

– O angle within 60 – 90 °, while other simulations75,112, based on comparable theoretical meth-

ods, suggest a more unstructured shell. In addition, D’Angelo et al112 concluded that EXAFS

spectra calculated from an unstructured shell, derived by short QM simulations, are in better

agreement with experimental signals than spectra calculated from a structured shell, derived

by classical MD simulations. To determine the O – Cl−/Br−/I− – O angle in our AdBuff

QM/MM simulations, we defined the shell as all water molecules with a hydrogen atom within

the first hydrogen peak. Thereby, we obtained distributions for Cl−, Br−, and I− with a clear

maximum within 60 – 90 °, a tail extending up to 180 ° and a shoulder around 120 ° for Br−

and I−, suggesting rather structured shells. To further confirm this assumption, we aligned
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the oxygen atoms of the individual solvent shell configurations, which was possible with a low

RMSD around 1Å, supporting a suggestion by Raugei et al46 that situations in which water

molecules enter or leave the shell at different sites could be imaged as pseudorotations of the

shell around the ion.

For the atom configuration, the AdBuff QM/MM simulations reveal broader O – Cl0/Br0/I0

– O angle distributions with a less pronounced maximum around 90 °, suggesting rather un-

structured shells. No comparisons from the literature are available for the atom case. The

asymmetry of the first solvent shell was characterized before as the distance separating the so-

lute from the center of mass of the shell. For Br−, Raugei et al46 determined an asymmetry of

1 – 4 Å, while D’Angelo et al112 determined an asymmetry around 0.5Å. Our AdBuff QM/MM

simulations of Cl−, Br−, and I− suggest a slightly increasing asymmetry with increasing ion

size. For Br− the asymmetry is within the range spanned by Raugei et al46 and D’Angelo et

al112. Compared to the solvent shell of the ions, the solvent shell of the atoms shows almost no

asymmetry.

Overall, with the exception of the oxygen RDF minimum being too far out (and possibly too

shallow), the AdBuff QM/MM simulations are in good agreement with previous investigations

of halide ions and halogen atoms in water. This suggests that they provide a good basis for

simulations of the systems’ EXAFS spectra.

4 Simulation of EXAFS Spectra

For a direct comparison with experimental data42, we have calculated EXAFS spectra as de-

scribed in Section 2. Care needs to be taken with respect to the shift of EXAFS spectra along

the energy or k-axis116. For this, we first convert the pure averaged EXAFS signal χ′(k′) to

energy space. The signal χ′(E ′) is then shifted by a certain value ∆E0 (as specified below) in

energy space and then transformed back to χ(k) in wavenumber (k) space. Multiplying by a
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weighting factor k3, we get the shifted signal χ(k)k3. We determine χ(k)k3 in the following for

each of the three halides in both charge states.

The energy shift ∆E0 of the EXAFS spectra accounts for the finite energy range in which the

rise of the absorption signal at the absorption edge occurs116. The flank is never infinitely sharp

and thus allows for a certain variation of the edge energy, which is assumed as arbitrarily sharp.

This shift in energy is justified as long as its specific values remain within the uncertainty given

by the finite width of the step at the absorption edge (see below for details).

In passing, we note that for the cases of the neutral atoms discussed below, no experimental

reference data are available. We thus apply the same shift for the neutral atom data as that for

the corresponding ion, which is further motivated by the fact that the inner orbitals are almost

not affected by the presence of an outer electron or hole.

To obtain quantitative spatial information, we furthermore calculate the spatial Fourier trans-

form of χ(k)k3. The results of this Fourier transform, together with the Fourier transform of

the experimental data, are also shown below for the different halides. The Fourier transforms

usually show a distinct maximum at a specific distance between the respective halide X and

the oxygen atom of the water molecule, which we denote by REXAFS. In the following, we

compare our EXAFS spectra calculated on the basis of the QM/MM configurations and Feff8

to those obtained from experimental measurements and subsequent fittings in Ref.42. We also

compare the energy shifts ∆E0 obtained here and in Ref.42. Moreover, we directly compare

the distances Rsim between O and the halide X obtained from the QM/MM as discussed in

the previous section to the results obtained in Ref.42 from the corresponding simulations. For

convenience, we compile all values in Tab. 2.
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Table 2: Distances between the halide X and the oxygen atom O of the water molecule as
obtained from the MD simulations as maxima in the radial distribution functions (Rsim) as well
as extracted from EXAFS spectra (REXAFS). For Rsim, we compare our results given in Tab. 1
with the simulated ones in Ref.42. For REXAFS, we analyze the EXAFS spectra calculated in
Sec. 4.1 and compare the results with the experimental ones in Ref.42. In addition, we show
the energy shifts ∆E0 used for the EXAFS spectra as determined in Sec. 4.1 and compare these
values with those of Ref.42.

Ref. Cl– Br– I–

Rsim(O−X) [Å]
this work 3.17 3.41 3.62

[42] 3.15 3.28 3.50

REXAFS (O−X)
[Å]

this work 2.55 2.6 2.7

[42] 2.3 2.6 2.7

∆E0 [eV]
this work 1.52 9.41 8.02

[42] -11.047 0.0599 -0.4598

4.1 EXAFS spectra from QM/MM simulations

4.1.1 Solvated ions

In Fig. 3 (a), the averaged K-edge EXAFS for a hydrated Cl– ion is shown as it follows from

Feff on the basis of the QM/MM MD configurations (blue solid line). The spectrum is shifted

in k horizontally as described above. We use the energy shift of ∆E0 = 1.52 eV, which is

consistent with the finite width of the energy range of about 5 eV in which the K-edge rises

(see Fig. 7 in Ref.42).

We observe a decaying oscillatory pattern, indicating constructive and destructive interference

of the generated photoelectron wave with its backscattered part. In addition, we show the

experimental data of Ref.42 for comparison. In general, we observe that the simulated EXAFS

signal decays slightly faster than the experimental one, indicating faster decaying spatial coher-

ence. Otherwise, we find a decent agreement between theory and experiment. In the Fourier

transform of χ(k)k3, shown in Fig. 4 (a), we find a strong and broadened peak at 2.45 Å in
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both the simulation and the experimental data. The small shoulder around 1 Å originates from

the hydrogen atom, see the discussion below.

Figure 3: Left column: Averaged EXAFS spectrum χ(k)k3 for Cl– (K-edge), Br– (K-edge),
and I– (L1-edge) ions in water calculated via Feff based on QM/MM (blue) and classical MD
simulations (black), together with experimental EXAFS data (red) taken from Ref.42. Right
column: The same for the corresponding atoms (without the comparison to experiment due to
lack of data).
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Figure 4: Fourier transforms of the QM/MM (blue) and measured (red) EXAFS spectra shown
in Figure 3. Experimental data for the ions are taken from Ref.42. For the atoms, no such data
were available.

In order to obtain spatial information about the individual atom species, we have calculated

the EXAFS spectra and the corresponding Fourier transforms for configurations in which only

all oxygen atoms and the solute atom, or all hydrogen atoms and the solute atom have been se-

lected. The results are shown in Fig. S1 in the Supporting Information. The Fourier transforms

are consistent with the hydrogen atoms pointing to the Cl– solute, as the Cl−H distance (1.7

Å) is smaller than the Cl−O distance (2.55 Å). In addition, the backscattering from the oxygen
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atoms is stronger than from the hydrogen atoms. From the spectrum of the complete water

molecules, we observe that the main peak is closely associated to the peak of the oxygen atom,

Fig. S1 (a)-(c), while the shoulder at smaller values of r can be traced back to the (weaker)

peak of the hydrogen contribution shown in Fig. S1 (d).

In Fig. 3(c), the calculated averaged K-edge EXAFS spectrum for hydrated Br– is shown, shifted

by ∆E0 = 9.41 eV in energy and is compared to the experimental spectrum42. The energy shift

is larger than for Cl–, but it is consistent with the finite energy window of about 12 eV known

from the experiment, see Fig. 5 in Ref.42. Again, a good agreement with the experiment is

found, given that no phenomenological Debye-Waller factor has been used. This also holds for

the the corresponding Fourier transformation shown in Fig. 4(c).

In Fig. S3 in the Supporting Information, the averaged K-edge EXAFS spectra for Br– as solute

is shown when only the hydrogen (a), only the oxygen (b) and the complete water molecule

(c) is taken into account, along with the corresponding Fourier transforms in Fig. S3 (d) to

(f). Also here, the hydrogen atoms point towards the Br– since they are closer to the solute

(Br−H distance 1.75 Å), compared to the negatively charged oxygen atom (Br−O distance 2.6

Å). The Fourier spectrum is composed of the dominating oxygen peak, while the hydrogen part

generates the shoulder at smaller values of r.

Finally, Fig. 3 (e) shows the averaged L1-edge EXAFS spectrum of I–, which includes a shift

in energy by ∆E0 = 8.02 eV. The large value of ∆E0 is still reasonable and within the finite

energy window of the rise of the L1-edge signal, see Fig. 3 of Ref.42. The spectrum agrees well

with the measured one taken from Ref.42, and the same holds for the Fourier transformations

shown in Fig. 4 (e).

Also in this case, we consider the different contributions of the atom species. In Fig. S5 of

the Supporting Information, the averaged L1-edge EXAFS spectra for I– and their Fourier

transforms are shown, where the hydrogen and oxygen atoms have been activated separately.

This leads to the same qualitative picture as for the chloride and bromide ions, with an I−H
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distance of 1.9 Å and an I−O distance of 2.7 Å.

Overall, comparing the three halides, they show similar qualitative patterns in the EXAFS.

Not surprisingly, the distances between the ions and their solvent shells increase as we go down

the periodic table in the sequence Cl– → Br– → I–, mirroring a corresponding increase in the

positions of the RDF maxima (also compare Table 2.

4.1.2 Solvated neutral atoms

Next, we consider the neutral Cl0 in water. Since no experimental data are available, we only

show the theoretical curves in Fig. 3 (b) (QM/MM: blue line), with the same value of the energy

shift as for the ion. We observe a beating pattern which is reflected in the two-peak structure in

the Fourier transform in Fig. 4 (b). From the analysis of the separated contributions of oxygen

and hydrogen atomsm shown in Fig. S2 in the Supporting Information, we find that two shells

of water molecules exist. The inner shell has a radius of 2.0 Å, while the second shell appears

at a radius of 2.45 Å.

Fig. 3 (d) shows the averaged EXAFS spectrum of Br0 in water shifted in energy by the same

amount as for Br–. Fig. 4 (d) depicts the corresponding calculated Fourier transform. As for

the neutral Cl0 case, we also observe a beating pattern in the calculated EXAFS, together with

a two-peak structure in the Fourier transform. This, again, indicates that two shells of water

molecules exist for the neutral solutes. The first layer has a radius of 2.2 Å, while the second

layer appears at 2.75 Å. The corresponding element-specific results are depicted in Fig. S4 in

the Supporting Information, suggesting a similar qualitative picture as for Cl0.

Finally, the averaged L1-edge EXAFS spectra of the neutral I0 atom is shown in Fig. 3 (f),

and its Fourier transform in Fig. 4 (f). Again, we have applied the same shift in energy as

for the ion. Similar as above, we also observe a beating which goes along with two close-by

peaks in the Fourier transform. Also here, two shells of water molecules are revealed from the

EXAFS spectra. The first layer has a radius of 2.25 Å, while the second layer appears at 2.7
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Å. The corresponding element specific spectra for I0 are provided in Fig. S6 of the Supporting

Information.

Overall, the atoms show similar qualitative EXAFS spectra for all three species, with (again,

little surprisingly) the distance between atom and solvation shell increasing as we go to the

heavier homologues. Compared to the ions, the EXAFS spectra have a beating pattern, result-

ing in a two-peak structure in the Fourier-transformed spectra, with the main peaks located at

about half an Angstrøm smaller r values. These substantial differences suggest that EXAFS

may be a suitable method for monitoring the dynamics following photoionization of aqueous

halides.

4.1.3 Why are interatomic distances from MD simulations and from EXAFS data

so different?

For all three cases considered, the X−H and X−O distances obtained from the EXAFS (both

experimentally and theoretically) are much smaller than the distances obtained from the peaks

in the calculated radial distribution function, as reported above. The reason for these differences

is that the experimental EXAFS includes inherently a k-dependent shift of the scattering phase

δ(k). This is an unavoidable feature of the method. The calculated radial distribution function

does not have this feature, such that the obtained distances are not affected by a phase shift. In

principle, the EXAFS signal could be corrected by the phase shift in order to match the results

of the radial distribution function, which, however, requires introducing additional assumptions

in the EXAFS.

4.2 EXAFS spectra from classical MD simulations

As shown in Sec. 3, QM/MM and classical MD simulations may lead to quite different radial

distribution functions. From this and from the above comparison between experimental and
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QM/MM EXAFS spectra, the question arises how much the differences in the underlying MD

methodology actually affect the observables to be compared with the experiment in the case of

EXAFS. To clarify this, we have also calculated the EXAFS spectra on the basis of molecular

configurations obtained from purely classical molecular dynamics (MD) simulations for all three

halides and and their neutral counterparts in water. As above, we show the averaged EXAFS

spectra for the different cases multiplied by k3 as is commonly shown, i.e., χ(k)k3.

4.2.1 Solvated anions

The simulated EXAFS spectra of the family of hydrated ions are shown in the left column

of Figure 3 (black solid line), i.e., panels (a) for Cl– , (c) for Br–, and (e) for I–. We depict

the calculated EXAFS spectra coming from the classical MD simulations together with the

corresponding EXAFS spectra obtained on the basis of QM/MM data (blue lines). We find that

the oscillation period of EXAFS signal obtained from the classically calculated configurations

matches that of the corresponding QM/MM data. Yet, the oscillation amplitudes are constantly

larger for the classical case as compared to the QM/MM case, accordingly leading to stronger

deviations from the experiment.

For completeness, the corresponding Fourier transforms of the EXAFS spectra to real space

are also shown as black solid lines in Fig. 4, which also coincide with the results obtained with

QM/MM MD configurations.

4.2.2 Solvated neutral atoms

The situation is different when we consider the EXAFS spectra for the neutral atoms obtained

from classical MD configurations. The results are shown in the right column of Fig. 3 as black

lines, i.e., panels (b) for Cl0 , (d) for Br0, and (f) for I0. In all three cases, the spectra obtained

with classical configurations are very different from the QM/MM data (shown in blue), both in

terms of oscillating period and in absolute signal values, illustrating that for the neutral atoms,
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a proper treatment of chemical bonding as provided by the QM part of QM/MM simulations

are very important, much more so than for the ions. This holds also for the Fourier transforms,

as shown as black solid lines in Fig. 4.

5 Conclusion and Outlook

We have studied the structure and dynamics of the solvation shells of aqueous halides and their

atoms, as idealized models for charge centers in electron transfer reactions. The lack of solute

nuclear degrees of freedom has allowed for a pure focus on the solvent. We have carried out

molecular dynamics simulations and subsequently modeled EXAFS spectra based on the MD

snapshots, without introducing any of the commonly used “fudge factors”. From the analysis of

these data, along with a comparison with the literature, we can draw the following conclusions:

For the ion case, our adaptive buffered QM/MM MD simulations agree quite well with their

purely classical (force-field) counterparts. The main exception is the minimum in the QM/MM

X−−O radial distribution functions, which is by about 1-1.5 Å further out (and much more

shallow) than the classical one and than representative literature values obtained from various

methods, including experimental neutron diffraction data. Only for I– are there comparatively

large QM/MM values to be found in the literature for this quantity. These differences could

stem from the minimum being somewhere close to the radius of the QM area in the simulations,

which may lead to discrepancies with other methods and also within the family of QM/MM

approaches. For the peaks in the RDF, the QM/MM simulations match the neutron diffraction

data a bit better than the classical ones.

Despite these differences, the EXAFS spectra obtained from superimposing simulated data for

the MD snapshots agree well with the experiment for both QM/MM and classical simulations.

In particular, the oscillation period is the same for both approaches. Yet, the oscillation am-

plitudes show some deviations, with the QM/MM data matching better the experimental data
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sets. On the one hand, this suggests that as long as the MD simulations give a qualitatively

good description of the RDFs, they will be able to predict the oscillation period of the EXAFS

spectra well. On the other hand, this implies that to judge the reliability of theoretical sim-

ulation methods or to elucidate fine details of the atomistic dynamics of the solvent based on

EXAFS spectra, the amplitude and not only the oscillatory period need to be considered.

In contrast, the radial distribution functions for the atomic case look vastly different for

QM/MM and purely classical MD simulations (as one would expect given the inability of a

standard force field to describe the bonding of open-shell species to their closed-shell surround-

ings). In this case, the simulated EXAFS spectra differ clearly from each other, both with

respect to amplitude and oscillatory period, suggesting that EXAFS is sensitive to such large

qualitative differences in the atomistic structure and dynamics.

Even though for the atoms, a comparison with the experiment is not possible due to lack

of data, the general ability of QM/MM methods to describe radical–water bonding, together

with the good agreement of this method with the ions’ experimental EXAFS spectra, suggests

that the QM/MM-based EXAFS spectra are reliable also for the solvated-atom case. Thus,

these simulations can likely provide a basis for further studies towards nonequilibrium solvent

dynamics following photoionization (ideally taking into account nonadiabatic effects117–121),

which should be favored by the clearly distinctive EXAFS spectra for ions and atoms found

in our simulations. Such studies may later be extended towards electron transfer processes in

more complex systems, with the eventual goal of including biological activity in physiological

media.
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