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Approximate solutions to the ab initio electronic structure problem have been a focus of theoretical and
computational chemistry research for much of the past century, with the goal of predicting relevant energy
differences to within “chemical accuracy” (1 kcal/mol). For small organic molecules, or in general for weakly
correlated main group chemistry, a hierarchy of single-reference wavefunction methods have been rigorously
established spanning perturbation theory and the coupled cluster (CC) formalism. For these systems, CC
with singles, doubles, and perturbative triples (CCSD(T)) is known to achieve chemical accuracy, albeit at
O(NT) computational cost. In addition, a hierarchy of density functional approximations of increasing formal
sophistication, known as Jacob’s ladder, has been shown to systematically reduce average errors over large
data sets representing weakly-correlated chemistry. However, the accuracy of such computational models is
less clear in the increasingly important frontiers of chemical space including transition metals and f-block
compounds, in which strong correlation can play an important role in reactivity. A stochastic method,
phaseless auxiliary-field quantum Monte Carlo (ph-AFQMC), has been shown capable of producing chemi-
cally accurate predictions even for challenging molecular systems beyond the main-group, with relatively low
O(N?— N*) cost and near-perfect parallel efficiency. Herein we present our perspectives on the past, present,
and future of the ph-AFQMC method. We focus on its potential in transition metal quantum chemistry to
be a highly accurate, systematically-improvable method which can reliably probe strongly correlated systems
in biology and chemical catalysis, and provide reference thermochemical values (for future development of
density functionals or interatomic potentials) when experiments are either noisy or absent. Finally, we discuss
the present limitations of the method, and where we expect near term development to be most fruitful.

I. PRELIMINARIES

The scope of this perspective will be restricted to

1. solving what is commonly known as the electronic
structure problem, i.e. finding the lowest eigenvalue
of the Schrédinger equation (of a given symmetry)
under the Born-Oppenheimer Hamiltonian.

2. quantum chemical calculations on classical com-
puting devices. We posit that, in parallel with
the rapid development of quantum algorithms and
hardware, the continued advancement of classical
approaches will enable robust, converged predic-
tions — ideally from more than one method — for
challenging molecular systems.

3. the background, present state, and future prospects
of auxiliary-field quantum Monte Carlo (AFQMC)
with an emphasis on chemical applications.
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Il. ' WHY MORE ACCURATE AND SCALABLE
METHODS ARE STILL NEEDED IN 2022

The coupled cluster model with single, double, and
perturbative triple excitations, CCSD(T),! is widely ac-
cepted as the “gold standard” method for small-molecule,
main-group chemistry. Indeed, it has paved the way
for the development of today’s state-of-the-art semi-
empirical density functional approximations. The most
successful density functionals have O(1-10) parameters
optimized to minimize errors vs reference values, typi-
cally from CCSD(T) extrapolated to the complete basis
set (CBS) limit, for main-group chemical reactions.?3
These computationally efficient density functionals, in
turn, enabled the accurate parameterization of inter-
atomic potentials amenable to large scale molecular
simulations,? e.g., via fits to DFT torsional scans. No-
table demonstrations of transformational technologies in
drug discovery attest to the academic and commercial
utility due to this heirarchy of computational methods.?

In recent years, significant efforts have been made to
develop machine learning architectures that can either
directly predict energies from structural features,®1°
or correct mean-field or tight-binding electronic struc-
ture methods.!'™13 Machine learning has also been used
to develop novel density functionals,'* and expand



the reach of variational Monte Carlo with neural net-
work many-body wavefunctions.!® Although more data-
efficient architectures for these applications are under
rapid development,'® often relying on the inclusion of
physically motivated constraints,!” these models gener-
ally require large amounts of training data and are thus
inherently limited by the cost and accuracy of the high
level methods upon which they are trained. The relia-
bility of CCSD(T) and even many density functional ap-
proximations, as well as plentiful gas-phase experimental
measurements, for small main-group molecules has en-
abled the development of efficient machine learning-based
approaches for this region of chemical space.

However, the chemical elements found in organic
molecules form a very small subset of the entire periodic
table. The involvement of d and f orbitals in transition
metals, lanthanides, and actinides opens up a world of re-
active possibilities. Compounds with such elements play
important roles in most areas of chemistry, ranging from
inorganic chemistry, biochemistry, and materials science
to radiochemistry, drug design, chemical catalysis, and
emerging fields of molecular magnetism and quantum in-
formation science. Can computational chemists routinely
perform predictive simulations — e.g. of redox events, re-
action pathways, or binding free energies — with O(1)
kcal/mol accuracy for chemical systems containing ele-
ments beyond the main group? We believe the answer is:
“not yet”.

The fundamental reason is a lack of accurate reference
data in systems with d and f electrons, which becomes
a bottleneck despite machine learning advances and
progress in molecular mechanics-inspired potentials.'®1?
This is, in part, a consequence of the scarcity of reliable,
gas-phase experimental data (though progress in experi-
mental techniques is encouraging®’), and reported mea-
surements often are accompanied by large uncertainties.
Meanwhile, the computational cost of exact theoretical
approaches that in principle could yield predictions of
quality comparable to experiments scales exponentially
with system size. For approximate computational meth-
ods, several factors contribute to make systematically ac-
curate calculations very challenging. d and f orbitals can
give rise to strong static correlation which arises from en-
ergetic near-degeneracies in transition metal, lanthanide,
and actinide complexes. This type of strong correla-
tion, also known as multi-reference character,?' can oc-
cur in molecules wherein spatially-localized electrons are
magnetically coupled. Chemically relevant examples in-
clude bridged multi-metal clusters, reduced monometal
complexes with redox-noninnocent ligands, or (poly)-
radical sites in extended organic chromophores such as
polyacenes.?!:?2 This low-spin, partial recoupling phe-
nomenon is more readily found in intermediate regions
of bond-dissociation curves. Another complicating factor
which is not typically encountered in organic molecules is
that these types of orbitals can also enable complex bond-
ing (e.g. o, m, d bonding) involving multiple dynamically-
correlated electron pairs. Furthermore, the presence of

both types of correlations is coupled with enhanced and
potentially significant contributions from relativistic ef-
fects.

While CCSD(T) typically yields sub-kcal/mol accu-
racy for properties related to thermochemistry, kinetics,
non-covalent interactions, etc. of small organic molecules,
its accuracy has been questioned when it comes to tran-
sition metal systems?’2324 and also larger (especially
polarizable) systems.?>2¢ We believe that methodolog-
ical advances within CC theory, including the develop-
ment of multi-reference variants?”2° and fine-tuned lo-
calization protocols,3%3! can substantially improve the
outlook for d- and f-electron systems. Many other
quantum chemical methods have also been designed to
treat systems with strong electronic correlations. Among
them are multi-reference perturbation theories based on
the driven similarity renormalization group,3?3® non-
orthogonal configuration interaction®* with the inclusion
of dynamic correlation,®> multi-configurational density
functional theory,3¢ approaches based on the density ma-
trix renormalization group,3”3° and both selected®:4!
and stochastic*? approaches to approximate full configu-
ration interaction.

Regarding transition metal thermochemistry, it has
not yet been convincingly demonstrated that an approx-
imate quantum-chemical model can produce predictions
on available computing resources which are accurate to
within 1-2 kecal/mol of exact theoretical predictions or ex-
perimental measurements for a test set of O(100) cases,
each containing @(10 — 100) atoms. To achieve such a
goal will require continued development of the leading
quantum chemical methods, and quite possibly, compar-
ative use of more than one approximate method. The key
challenge is to treat both static and dynamic correlations
accurately and on an equal footing, while avoiding expo-
nentially growing computational costs with system size.
In our view, the phaseless auxiliary-field quantum Monte
Carlo (ph-AFQMC) method stands out in this regard as
a promising candidate.

1. AFQMC IN CONTEXT

Mature and robust electronic structure methods typ-
ically undergo decades of development, validation, and
optimization. In this sense AFQMC is still relatively
new compared to most methods in the standard quan-
tum chemistry repertoire. In this section we chart the
trajectory and maturation of AFQMC in the context of
electronic structure theory.

Formal details are reviewed in, e.g., Refs. 43, 44, and
45. Very briefly, the lowest-energy eigenstate of a Hamil-
tonian can be obtained from an arbitrary initial wave-
function (with non-zero overlap with the ground state)
by employing a Wick rotation, i¢ — 7, in the time-
dependent Schrodinger equation. Imaginary-time propa-
gation will then exponentially damp the coefficients of all
other eigenstates. In AFQMC, the propagator is mapped



to an integral of one-body operators in auxiliary fields via
the Hubbard-Stratonovich transformation. In a seminal
work, Zhang and Krakauer introduced a computational
framework for fermionic systems which uses Monte Carlo
to sample a manifold of non-orthogonal Slater determi-
nants while avoiding the exponential decay of signal to
noise (with respect to system size or imaginary-time pro-
jection). A key idea was to reformulate the field-theoretic
representation of path integrals of actions into open-
ended random walks in a space of DFT-like solutions in
stochastic auxiliary fields, which afforded natural connec-
tions to the formalism familiar to the electronic structure
community. This makes possible® the introduction of
a second ingredient, a constraint which imposes a gauge
condition on the phases of the Slater determinants, yield-
ing a polynomial scaling algorithm at the expense of a
systematically improvable bias.*” The resulting method
is non-perturbative and naturally multi-reference.

A unique computational advantage of AFQMC, when
compared with more traditional quantum chemical meth-
ods, is that it can be implemented in an essentially
embarrassingly parallel way, with random walkers di-
vided into subsets and propagated on different com-
pute nodes. In recent years, AFQMC has undergone
intense optimization efforts. Recognizing that the en-
tire algorithm can be executed with matrix computa-
tions, ph-AFQMC has been dramatically accelerated
via the use of graphical processing units (GPUs).*849
Another significant advance is the recent implementa-
tion of a single-parameter localized orbital approxima-
tion, which does not depend on single-reference meth-
ods to construct highly compact orbital spaces.’® An
all-electron, localized-orbital ph-AFQMC calculation of
the Fe(acac); complex with around 1000 basis func-
tions (cc-pVTZ) and a trial wavefunction with ~100
determinants requires only 3 hours of wall-time, run-
ning on 100 nodes (on current Summit resources). Ad-
ditional algorithmic advances include efficient ways to
utilize multi-determinant trial wavefunctions,*®%! a cor-
related sampling approach to more efficiently converge
energy differences,® tensor decompositions,®®>* frozen
core and downfolding techniques,®® stochastic resolution-
of-the-identity strategies,?® constraint release methods,
nuclear gradients and geometry optimization,®”°® and
the back-propagation algorithm to estimate observables
which do not commute with the Hamiltonian.?®

In the limit of an exact trial wavefunction, ph-AFQMC
will recover the exact ground-state energy. However, in
practice, the most important user input is the choice of
approximate trial wavefunction for the constraint. There
is mounting evidence that for typical main group com-
pounds, accurate thermochemistry and even total ener-
gies within 1 kcal/mol (1.6 mHa) of exact reference val-
ues can be obtained from ph-AFQMC calculations with
complete active space self consistent field (CASSCF) trial
wavefunctions. For the ground-state of the carbon dimer,
Ca, at equilibrium, ph-AFQMC with truncated CASSCF
expansions with less than 100 determinants is able to con-

verge to the exact total energy.’C In the hydrogen chain,
accurate results were obtained in a size-consistent man-
ner across the entire regime of bondlengths with gener-
alized Hartree-Fock (GHF) trial wave functions® which
better preserve symmetry.52

Selected CI wavefunctions, which can approximately
solve active spaces far exceeding 18 orbitals,%3 have
emerged recently as promising trial wavefunctions for ph-
AFQMC.5* For Cy, convergence to the exact total energy
has been shown with a selected CI trial (8¢900 active
space) with 103~% determinants retained.%® In Fig. 1 we
demonstrate that convergence to chemical accuracy can
be achieved with selected CI trial wave functions in an
active space of 8el6o with at least an order of magnitude
fewer determinants. For a fixed number of determinants,
it appears preferable to represent the trial wavefunction
in its natural orbital basis — detailed investigations of
these important subtleties are ongoing in our research
groups and others.
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FIG. 1: Convergence of ph-AFQMC total energies with respect to
the number of determinants kept in selected CI trial
wavefunctions (e1 = 10~4, 8el6o active space) for Ca at
R=1.24253 A. The cc-pVQZ basis is used; HCI refers to selected
CI without orbital optimization in the canonical (CO) or natural
orbital (NO) basis. The reference value is from a FCIQMC
calculation.%6 All statistical error bars are < 0.6 mHa.

We note that other types of trial wavefunctions have
been tested,*»%7"72 along with strategies which do not
employ the phaseless constraint”> ™ or release it after an
initial equilibration period. For large molecules and/or
strongly correlated states, the use of a trial wavefunction
to implement the phaseless constraint is likely to be nec-
essary to overcome the otherwise exponentially decaying
signal to noise ratio. Thus, the search for robust and
scalable procedures to produce trial wavefunctions which
can yield chemically-accurate ph-AFQMC predictions for
large and diverse chemical systems is arguably the most
momentous outstanding challenge in this field.



IV. SALIENT FRONTIERS OF QUANTUM
CHEMISTRY AND THE PROMISE OF AFQMC

A. Transition Metals

3d transition metal compounds are particularly chal-
lenging from an electron correlation perspective (vs 4d
and 5d elements), as the relatively weak ligand field split-
ting can result in small energy gaps between low and high
spin states. In compounds with high symmetry or low
coordination number, there tends to be more degener-
ate or nearly-degenerate orbitals, and static correlation
may arise from competing spin states,?! leading to a wide
range of predictions from DFT functionals and a break-
down of the usual route to systematic improvement (as-
cending Jacob’s ladder for small organic molecules). In
addition, bonding in organometallic complexes can in-
volve both dispersion effects”™ and correlations between
multiple electron pairs (e.g., in a metal-carbonyl bond
simultaneous o-donation and w-backbonding is a six-
electron process). Such complicated dynamical corre-
lation effects are typically not found in small organic
molecules, and require a theoretical description beyond
second-order perturbation theory.?! As the high scaling
of canonical CCSD and CCSD(T) render these methods
prohibitively costly, those seeking accurate predictions
from wavefunction methods frequently turn to local-
ized orbital approximations, the most popular being the
domain-based pair natural orbital approach.”®”” How-
ever, the reliability of DLPNO-CCSD(T) for some tran-
sition metal systems has been drawn into question,”®7?
though extrapolation schemes appear promising.30-3!

In light of this, we believe that another ab initio, po-
tentially benchmark-quality method, which is systemati-
cally improvable and computationally feasible for real-
istic transition metal systems, would be highly desir-
able to complement and validate CC predictions. In
a series of papers focused on 3d transition metal com-
pounds, the present authors have demonstrated that
ph-AFQMC can achieve average errors of around 1
kcal/mol and maximum errors of roughly <3 kcal/mol
for atomic ionization potentials,*® bond dissociation en-
ergies of metal-nonmetal diatomics®® and 4-6 coordinate
complexes,®' and vertical and adiabatic ionization en-
ergies of metallocenes.82 The mean average errors from
experimental measurements are shown in Table I.

In these studies, CASSCF trial wavefunctions limited
(due to resource constraints) to <18 active orbitals were
used. For many systems with strong static and/or dy-
namic correlations, it is unlikely that this type of trial
wavefunction provides sufficient flexibility to conclusively
demonstrate convergence of total energies with respect
to the phaseless bias. Indeed, as shown explicitly in
Fig. 2 for FeO, one of the most difficult cases encoun-
tered, even with selected CI trials with all orbitals active
(computationally feasible in the def2-SVP basis), con-
vergence of the total energies to within chemical accu-
racy is relatively laborious. However, the energy differ-

ence does convergence rapidly with the percentage of the
trial wavefunction retained, which is consistent with the
chemically-accurate thermochemical predictions (ioniza-
tion potentials, bond dissociations, etc.) shown in our
transition metal publications to date. To give a sense
of the computational efficiency of this result, Fe, O, and
FeO with 90% of the trial wavefunction weight retained
corresponds to 2, 1, and 120 determinants (and likely to
fewer in the natural orbital bases).

total E: FeO
—— total E: Fe
—— fotal E: O
—8— AF (bond dissociation)
=== chemical accuracy

o
L

[=2]
L

]
L

Deviation from Exact [mHa]

(=}
.

T
a0 92 94 96 a8

% Cl weight retained

FIG. 2: Convergence of ph-AFQMC total energies with respect to
the percentage of determinants kept in the SHCI trial
wavefunction (e; = 10~%, full active space) for FeO, Fe, and O
toward the near-exact, ASCIPT?2 reference values.?4 The
ph-AFQMC energy difference, namely the bond dissociation
energy, is within chemical accuracy over the range of percentages
investigated, i.e. converges much more quickly than the total
energies. All statistical error bars are <0.3 mHa. For comparison,
CCSD and CCSD(T) dissociation energies are in error by 20.6
and 4.2 mHa, respectively.?*

Furthermore, taking advantage of the fact that most
quantities comparable to experiment are energy differ-
ences, a correlated sampling algorithm®? proved very ef-
fective in accelerating convergence (with respect to statis-
tical error bars) of the energy differences directly. Single-
precision floating point arithmetic greatly accelerated the
calculations on GPUs, though for larger systems than the
ones investigated previously, mixed precision algorithms
will likely be required.

For closed-shell and decidedly single-reference transi-
tion metal complexes, appropriately-performed DLPNO-
CCSD(T) calculations are expected to produce reliable
reference values, which can be used, e.g., to assess the
performance of various density functional approxima-
tions. Such high quality data sets have recently been
reported, such as MOR41%* and ROST61.8° However,
for many electrochemically-relevant, open-shelled tran-
sition metal systems, there is reason to suspect that
methods based on CCSD(T) may not be sufficiently ac-
curate. For example, the CC ansatz is based on a
single-determinant reference, yet UHF states are often



TABLE I: Mean averaged error [kcal/mol] of ph-AFQMC
calculations from gas-phase experiments for five different 3d
transition metal-containing test sets: 10 atomic ionization
potentials (AIP10, Ref. 48), 41 bond dissociation energies for
metal-nonmetal diatomics (BDE41, Ref. 80), 34 ligand
dissociation energies of 4-6 coordination compounds (LDE34, Ref.
81), 6 metallocene adiabatic ionization potentials (MCIP6, Ref.
82).

Test set MAE
AIP10  0.5(0.7)
BDE41 1.4(0.4)
LDE34 1.1(0.3)
MCIP6 1.7(1.0)

MAE and Max Error [kcal/mol]
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FIG. 3: Mean absolute and maximum errors of various
computational methods for the BDE41 dataset, with respect to
experimental measurements. “QMC/X” indicates ph-AFQMC in
a triple-¢ basis extrapolated to the CBS limit with triple- and
quadruple-¢ calculations using method X (MP2 or CCSD(T)).
“BestQMC” indicates that some CBS extrapolations used
X=ph-AFQMC. Taken from Ref. 80.

heavily spin-contaminated and it is not uncommon that
ROHF calculations do not converge (or land on qualita-
tively wrong solutions) for spin-states of high multiplic-
ity. Furthermore, predictions (total energies and even en-
ergy differences) from CCSD(T) can differ substantially
from those from CCSD. In our view, ph-AFQMC and
its localized-orbital implementation (which, unlike the
DLPNO approximation, is not expected to be less effi-
cient for multi-reference systems) can contribute a new
route for accurate computations in situations of moder-
ate to strong static correlation. A proof of concept study
comparing ph-AFQMC and CCSD(T) for electrochemi-
cally relevant complexes is currently underway. Selected
CI trial wavefunctions, including those generated via an
iterative orbital optimization procedure,®0 with O(10-
100) active orbitals are now feasible to obtain with mod-
est computational resources. This represents a promising
route toward systematic elimination of the phaseless bias.

When converged predictions from more than one sys-
tematically improvable, non-empirical, and formally in-

dependent methods agree, the probability that all are
identically wrong is vanishingly small.  This multi-
method approach was convincingly invoked to unam-
biguously characterize the ground-state charge and spin
order of a microscopic model system of cuprate high-
temperature superconductors.®” In the same spirit, elec-
tronic structure properties of transition metal ions and
oxide diatomics have been extensively benchmarked with
a large number of first-principles methods.®3 AFQMC
played an important role in both of these projects, and
we believe that it will be a powerful tool going forward for
quantum chemical applications. For example, when ph-
AFQMC and CCSD(T) predictions agree for cases which
do not exhibit notable multireference character, the con-
sensus prediction is stronger than that from one method
alone. This type of combined approach can potentially
be the new “gold standard” and can be especially useful
when experimental values do not exist.

B. The interplay of electron correlation and relativity

For heavier elements, i.e. those with occupied 4-5d
and/or f orbitals, computationally tractable approxima-
tions to the full Dirac equation must be considered, com-
plicating the job of quantum chemical modelling. An im-
portant challenge is to treat electron-electron correlations
and both scalar and spin-dependent relativistic effects in
an accurate and balanced manner. Currently available
computational tools for such systems are significantly less
robust vs nonrelativistic approaches. For example, vari-
ants of DFT incorporating scalar relativistic effects and
spin-orbit coupling (SOC) to some extent yield average
errors of 10 and 20 kcal/mol for thermochemistry involv-
ing relatively small actinide and lanthanide complexes,
respectively.®8 90 Recent progress in all-electron basis set
development and composite correlated wavefunction ap-
proaches appear more promising.?1~94

Ref. 95 presents a relativistic many-body formalism
to perform ph-AFQMC calculations on two-component
Hamiltonians which include an explicit treatment of
SOC. The non-relativistic ph-AFQMC framework is gen-
eralized to include additional spin-flip sectors, which dou-
bles the problem size. The size of the Hilbert space can be
reduced via use of effective core potentials and the frozen-
core approximation. With single determinant trial wave-
functions, encouraging accuracy in chemical and solid-
state properties has been demonstrated. For instance,
the electron affinity of the Pb atom is computed to within
0.1 eV vs experiment, the bond dissociation energies of
heavier halide diatomics to sub 2 kcal/mol, and the co-
hesive energy of solid Bi to within 0.1 eV vs experiment.

Current work involves the computation of zero-field
splittings for transition metal complexes, shown in Fig. 5.
A key challenge is that, unlike typical thermochemi-
cal quantities, magnetic coupling constants and zero-
field splitting energy scales are on the order of 10-100
wavenumbers (roughly 0.03-0.3 kcal/mol). For large
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FIG. 4: Kernel density estimation plot of the single-reference subset of metal-oxide dissociation energies and atomic ionization potentials
with respect to SHCI reference calculations. Taken from Ref. 83.
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FIG. 5: (left) Molecular structure of Co(C(SiMe2ONaph)s)a.
Purple, gray, turquoise, and red spheres represent Co, C, Si, and
O, respectively. Hydrogen atoms have been omitted for clarity.
(right) The calculated splitting of the ground state by spin-orbit
coupling. The red line is the experimentally determined energy of
the My = £7/2 state. Taken from Ref. 96.

molecular systems and/or those with substantial electron
correlation effects, converging statistical error bars to be-
low these thresholds implies a hefty computational cost
(the error bars go as %, where S is the number of sam-

ples). Correlated sampling is one possible route, and
improved algorithms are currently being developed with
such applications in mind. Alternatively, embedding ap-
proaches to downfold the full Hilbert space into a com-
putational tractable and chemically relevant subspace””
are compelling alternatives to solving the full molecular
problem explicitly.

C. Spin gaps in photochemistry and magnetically coupled
systems

The relative energy splittings among states of different
spin multiplicities are critical quantities in photochemical
processes. For example, photoinduced spin-conserving

electronic excitations from closed-shell ground-states can
be followed by inter-system crossing to a non-emissive
triplet state with a relatively longer lifetime such that
subsequent photochemistry can be accomplished. Al-
ternatively, under certain conditions photoexcitation can
be followed by singlet fission which produces two triplet
excitons from a single photon.”® This process, and
its reverse known as triplet-triplet annihilation photon
upconversion,”® have the potential to dramatically in-
crease solar cell efficiency.

However, the spin gaps relevant to the processes de-
scribed above are typically difficult, if not impossible,
to characterize experimentally. For this reason, triplet
states (in general, excited states with vanishing oscil-
lator strength with respect to a singlet ground-state,
such as doubly excited singlet states) are frequently re-
ferred to as “dark”. The accurate prediction of elec-
tronic spectra including both bright and dark states rep-
resents a challenge for most popular quantum chemi-
cal methods, especially those based on DFT. For ex-
ample, it is well known that relative spin state energet-
ics are sensitive to the exchange-correlation functional
employed,”” as the inclusion of exact Hartree-Fock ex-
change artificially favors higher-spin states. In addition,
linear response TDDFT!% can rigorously only describe
single excitations (though we note that other DFT-based
approaches, %1102 while not formally rigorous, have been
found capable of yielding accurate energetics for pure
doubly-excited states).

ph-AFQMC can compute spin gaps with consistently
high accuracy even for relatively large molecules and/or
when multi-reference states are involved. Singlet-triplet
gaps of biradicaloids involving open-shell singlet states,
such as the benzyne isomers shown in Fig. 6, and of
polyacenes, which are among the most popular and ver-
satile photocatalysts, have been predicted accurately us-



ing single-determinant trial wavefunctions.”® We then
demonstrated that ph-AFQMC can be a valuable tool for
in silico design of novel upconverting annihilators. By
comparing triplet energies computed with ph-AFQMC
with Sy energies, we used the thermodynamic criteria of
Si > 2 Ty and Tgensitizer - qgnnihilator 4 sereen myriad
candidate annihilators, and our prediction that phenyl-
substituted benzathiadiazole would upconvert (and that
other BTDs would not) was confirmed by experimental
collaborators (see Figures 7 and 8).13 We note that the
triplet-quintet gap of an iron porphyrin was accurately
computed with ph-AFQMC,% and that a simple algo-
rithm for computing excited-states with the same sym-
metry as the ground-state has been proposed.®® (An al-
ternate approach for AFQMC computations of general
excitations has been shown to perform well in solids'?*
but has not been tested in molecules).
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FIG. 6: Singlet-triplet gaps for ortho-, meta-, and para-benzynes
relative to experimental values. Taken from Ref. 70.

These encouraging applications, which demonstrate
that spin-gaps involving even multi-configurational low-
spin states can be accurately predicted with a scal-
able algorithm, suggest that ph-AFQMC has the poten-
tial to tackle many grand-challenge problems in bioinor-
ganic chemistry involving transition metal catalysts and
magnetically-coupled metal clusters. Prominent systems
include the oxygen evolving complex in Photosystem
I1,105:106 and iron-sulfur centers'®”1%% in the electron
transport chain and nitrogenase enzymes. Such sys-
tems involve intricate electrochemical processes critical
to their biological function which are not completely un-
derstood. We envision that ph-AFQMC will soon be used
to elucidate the subtle reaction mechanisms involved in
these natural processes, which will enable the rational
design of new synthetic catalysts. Finally, accurate pre-
dictions of the spin ladders of molecular magnets — which
typically contain transition metal,'® lanthanide,!'% 1!
or actinide!'? elements — will enable the extraction of
important properties such as magnetization barriers and
magnetic susceptibilities.
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FIG. 7: Molecular structures of substituted benzothiadiazole.
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FIG. 8: Singlet-triplet gaps for BTD series. DLPNO-CCSD(T)
indicates the Tg triples procedure. Ph-BTD was found
experimentally to upconvert when paired with the PtOEP
sensitizer, and not with the ZnTPP sensitizer (sensitizer triplet
energies are shown with the horizontal lines). Taken from Ref.
103.

V. OUTLOOK

In our view, the following properties set ph-AFQMC
apart from other quantum chemical methods: the com-
putational cost scales quartically with system size for
Gaussian basis sets (and is cubic with a localized orbital
implementation, or with planewave basis), the resulting
accuracy is in principle systematically improvable, the al-
gorithm exhibits near-perfect parallel efficiency and can
leverage hardware such as GPUs, and the method has the
flexibility to provide a balanced and accurate treatment
of both static and dynamic electron correlation.

What remains to be done to have a truly robust
and scalable benchmark-quality method for weakly to
strongly correlated molecular systems? As mentioned,
AFQMC is a relatively new member of the quantum
chemistry toolbox, and as such there are a number of
possible future research directions, and fruitful opportu-
nities for development and optimization. We highlight
several of these below:

1. Explore more efficient ways to reach the CBS limit.
This is essential for comparing with both experi-
mental measurements and (e.g., one-shot triple- or
quadruple-¢) DFT calculations. Approaches based
on similarity transformations and explicitly corre-
lated procedures''311® currently scale at least as
O(N®); while this scaling is acceptable for meth-



ods based on CCSD, additional approximations
would be appropriate to have practical utility for
large systems with AFQMC. Composite extrapola-
tion strategies, i.e. those based on Eguc(CBS) ~
Egumc(small) + [Ex (large) — Ex (small)], where X
might be, e.g., DLPNO-CCSD(T) or multireference
perturbation theory,3%!16 are also promising. Fi-
nally, we note the recent optimization of special-
ized basis sets for correlated calculations of solid-
state! 7118 and molecular' 912! systems.

. The combination of correlated sampling and a
mechanism for branching and population control
(i.e., duplicating walkers with large weights and an-
nihilating walkers with small weights with appro-
priate probability) is desirable. Algorithms are cur-
rently under investigation, and have indeed shown
significantly improved performance in correlated
sampling in lattice models and in solids. Adapting
and further developing such approaches in molecu-
lar systems will be valuable.

. It will be useful to build up a much larger dataset
to better clarify how the bias resulting from the
phaseless constraint depends on the trial wavefunc-
tion employed, for a variety of different chemical
systems. Is there a general, automatable protocol
to generate optimal trial wave functions? What is
the computationally cheapest trial wavefunction, or
set of trial wavefunctions, required to converge ph-
AFQMC to within chemical accuracy for a given
system?  This effort can complement and cre-
ate synergy with the development of better trial
wave function ansatzes (pseudo-BCS, symmetry-
projected wave functions, non-orthogonal Slater de-
terminants, self-consistency, etc).

. Pople introduced the idea of a “theoretical model
chemistry” 1?2123 which, although approximate,
makes uniform approximations and ideally satis-
fies a list of pre-defined properties advantageous for
the description of chemical reactions. Note that,
in this sense, ph-AFQMC can give rise to various
model chemistries as determined by, e.g., the choice
of trial wavefunction, much like the CC framework
can give rise to various models such as CCSD or
CCSD(T). While of course it would be desirable
(and is increasingly possible, as we have shown with
Cy and FeO) to converge every single calculation
independently with respect to the phaseless bias,
we invite the community to consider Pople’s per-
spective, and to make efforts to undertake broad
assessments using diverse thermochemical datasets
of pre-defined ph-AFQMC model chemistries.

. Explore alternatives to the cosine projection of
the phaseless constraint. During early develop-
ment of ph-AFQMC, several versions were tested
including the half-plane and harmonic potential,

which yielded indistinguishable results from the co-
sine projection in jellium and simple molecules.?4
These results were all obtained with plane-wave
basis functions, and different basis and Hubbard-
Stratonovich choices can have an effect on the accu-
racy. Efforts in this direction are underway, includ-
ing strategies to perform constraint-release combin-
ing phaseless with the Metropolis algorithm.

While the AFQMC community at present is ex-
panding along other avenues — coupled electron-phonon
systems,'?® finite-temperature algorithms,'?6°12% quan-
tum model systems,37:130:131 b initio calculations of
solids,18132°135 hyhrid algorithms leveraging quantum
devices™ — we hope we have made the case that ph-
AFQMC has an important role to play in the field of
molecular quantum chemistry. From highly accurate
thermochemical predictions for transition metals and f-
block compounds to mechanistic investigations of biolog-
ical processes or chemical catalysis where one or more
steps involve strongly correlated electronic effects, ph-
AFQMC has the potential to play a unique and possi-
bly transformative role. We view ph-AFQMC as com-
plementary to other ab initio approaches, and encourage
the joint use of multiple independent methods to solve
scientific challenges and to provide reference values es-
pecially in the absence of experiment. In this spirit, we
reiterate that in today’s era of artificial intelligence and
machine learning, high quality training data is the new
gold. In the near future, we envision that routine ph-
AFQMC predictions will enable the development of new
semi-empirical density functionals and interatomic po-
tentials, along with those based on machine-learning.
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