United atom and coarse grained models for crosslinked polydimethylsiloxane with applications to the rheology of silicone fluids
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Siloxane systems consisting primarily of polydimethylsiloxane (PDMS) are versatile, multifaceted materials that play a key role in diverse applications. However, open questions exist regarding the correlation between their varied atomic-level properties and observed macroscale features. To this effect, we have created a systematic workflow to determine coarse-grained simulation models for crosslinked PDMS in order to further elucidate the effects of network changes on the system’s mechanical properties. Our approach leverages a fine-grained united atom model for linear PDMS, which we extend to include crosslinking terms, and applies iterative Boltzmann inversion to obtain a coarse-grain “bead-spring-type” model. We then perform extensive molecular dynamics simulations to explore the effect of crosslinking on the rheology of silicone fluids, where we compute systematic increases in both density and shear viscosity that compare favorably to experiments that we conduct here. The kinematic viscosity of partially crosslinked fluids follows an empirical linear relationship that is surprisingly consistent with Rouse theory, which was derived for systems comprised of a uniform distribution of linear chains. The models developed here serve to enable quantitative bottom-up predictions for curing- and age-induced effects on macroscale mechanical and rheological properties, allowing for accurate prediction of material properties based on fundamental chemical data.

1 Introduction
Silicone materials comprised primarily of polydimethylsiloxane (PDMS) are used for a wide range of applications as elastomers, coatings, adhesives, and oils. 1,2 There is a seemingly limitless ability to tune the rheological, mechanical, and shape-filling properties of silicones through addition of fillers and manipulation of side groups, chain mass distributions, and network connectivity. 3,5 Even comparatively simple unfilled PDMS materials can exhibit vastly different characteristics owing to differences in the latter two properties, which are frequently controlled through mechanisms that form chemical crosslinks. Chemical crosslinking can stiffen mechanical moduli of silicone elastomers and post-cure reactions can lead to undesirable embrittlement or permanent set. 6,9 In silicone liquids, crosslinking leads to increases in viscosity and potentially gelation. 6,9,11 While general structure-property trends that link network structure with rheological and mechanical properties are well understood, 12,13 it remains difficult to quantitatively predict these macroscale properties from fundamental atomic-scale alterations to network structure. Shear viscosity in particular remains a difficult property to predict as there is no parameter-free theory for the shear viscosity of liquids. 14 Indeed, even the oft-followed Arrhenius temperature dependence of liquid shear viscosity cannot be derived from first principles nor the prefactor or activation energy term related to fundamental molecular processes. This shortcoming in theory leaves molecular dynamics (MD) simulations 15,16 and experiments 17,19 as the main methods by which one can obtain data to fit empirical viscosity models.

Classical MD provides a powerful tool to predict, understand, and optimize relationships between network structure and the rheological/mechanical properties of polymer materials. 20,21 Standard classical MD uses an all-atom or united-atom (UA) approach where system properties are determined from trajectories obtained by integrating classical equations of motion for each (united) atom. UA simulations typically subsume hydrogen atoms into the heavy parent atom as a first-level coarse graining, for instance treating a methyl (CH₃) group as a single particle with a mass of 15 g mol⁻¹. Classical MD depends upon availability of
accurate force field (FF) models to describe particle interactions for the particular material of interest. In addition, classical MD is typically limited to sub-ms and sub-µm time and length scales due to the presence of high-frequency bond vibrations (e.g., C-C, C-H, etc.) that necessitate use of a small simulation time step (on the order of 1.0 fs) as well the need to represent each (united) atom individually, which yields a large number of particles in the simulation. In contrast, polymer chain dynamics can involve relaxation processes with lifetimes that span orders of magnitude larger scales.

These limitations have spurred the development of so-called “bead-spring-type” coarse grain (CG) FFs that treat one or more monomer units as a single particle, hence lowering the overall particle count and essentially averaging out high-frequency bond vibrations. CG-FFs hold promise as an important link in a multi-scale modeling framework that can connect fundamental chemical features and reactions with macroscale mechanical properties. This could accelerate the development cycle of engineering models for curing or aging of polymer materials, which are typically fit top-down to experiments. CG-FFs can be tuned to a wide variety of experimental and computational data. Characteristic atomic-scale network alterations in silicons have been identified using traditional spectroscopic techniques such as chromatography, IR/Raman, and NMR. Density functional theory (DFT) calculations can map potential energy surfaces for chemical reactions, which can be used to predict rates of thermally activated chemistry. Reactive quantum-based MD (QMD) simulations provide a means to predict non-thermal chemistry in silicons such as that resulting from mechanical stress or radiolysis. These inputs can be leveraged to create CG-FF models with applicability over a wide range of chemical and mechanical conditions.

However, the CG-FFs that describe interparticle interactions for a specific material are typically determined on a case-by-case basis and do not frequently include terms for specific chemical network alterations such as crosslinks. Iterative Boltzmann inversion (IBI) has shown promise as a systematic way to obtain CG-FFs that can yield accurate predictions for mechanical properties of specific polymer systems, including those with crosslinks, provided that the degree of coarse graining remains relatively fine. Despite the widespread use of PDMS and its derivatives, there are comparatively few CG models reported for this material. One is a MARTINI-style CG-FF for linear PDMS/peptide block copolymers which remains untested for PDMS mechanical or rheological properties. Huang et al. also developed a CG-FF for linear PDMS that similarly remains untested for mechanical properties. To our knowledge, there is currently no CG-FF for PDMS that includes specific terms, such as crosslinking junctions, that arise during chemical curing or damage scenarios. Crosslinking in particular has high relevance as a key step in the curing of silicone elastomers. Post-cure crosslinking can arise from a range of drivers including thermal heating, reactions with unspent curing agents or environmental contaminants (e.g., water, acids, or bases), and exposure to ionizing radiation.

In this work, we overcome these challenges through systematic development of a hierarchical pair of UA and CG-FF models for chemically crosslinked PDMS. The associated relaxation timescales for the shear viscosity of low-molar-mass silicone fluids are sufficiently short that they can be resolved with simulations performed at the UA level. This enables rigorous inspection of the impact of crosslinking processes on a macroscale property (i.e., viscosity) through direct comparisons of predictions made with the UA and CG-FF models and also facilitates validation against experimental benchmarks that we obtain here. Figure 1 shows schematics for the two FF representations considered in this work. The base level model is a relatively fine-grained UA model, where the CH$_2$ and CH$_3$ subunits are treated as a single particle, thereby removing the high-frequency C-H bond vibrations. Here, we use a previously established UA model for linear PDMS, which we extend to include terms for ethyl crosslinks that can be formed during curing and radiation aging. We then use our UA model to parameterize a bead-spring-type CG-FF, where each siloxane monomer unit is represented by a single particle or “bead”. We train our CG-FF to UA data through a combination of IBI and a grid-based search to reproduce densities and heats of vaporization for PDMS liquids comprised of linear chains. We then apply our new models together with the Green-Kubo formalism to predict the shear viscosity of low-molar-mass silicone fluids comprised of linear and crosslinked chains.

2 Experimental Details

All silicone fluid samples were obtained from both Gelest Inc., PA and Sigma Aldrich, US as either vinyl or silanol terminated linear PDMS liquids with typical polydispersity index (PDI) values of 1.05-1.20. We note that the PDI is measured as the ratio of the weight-average molar mass $M_w$ and the number-average molar...
mass $M_n$,

$$\text{PDI} = \frac{M_w}{M_n}. \quad (1)$$

Here, $M_n$ is simply the arithmetic mean chain mass while $M_w$ weights the contributions of each chain to the mean by the chain mass. PDI gives a simple scalar measure for uniformity of a chain mass distribution as $M_w > M_n$ for non-uniform distributions.

Rheology measurements were performed with a rotational rheometer (TA Instruments® ARES G2, operating under strain control) in a parallel plate configuration, with a 1-2 mm constant gap (dependent on liquid viscosity) set between the plates. Each plate was 10 mm in diameter with a polished aluminum surface. Liquid samples were loaded onto the base platen by means of syringe and the top platen was lowered to the gap distance. Excess liquid was removed from the edges of the platen in the case of very low viscosity liquids, additional liquid was injected into the gap by means of syringe if necessary. For each liquid, viscosity was determined at a fixed strain of 1.5% at room temperature over a shear rate of 0.1-1000 s⁻¹. The kinematic viscosity was determined from the main plateau region of the plot, thus avoiding spuriously high apparent viscosity values at either very low or very high shear rates.

3 Simulation Details

Classical MD simulations were performed using LAMMPS\textsuperscript{54} and with united atom (UA) and coarse grain (CG) force fields (FFs) that are described in detail below. Isochoric-isothermal (NVT) and isobaric-isothermal (NPT) ensembles were sampled using MD simulations at various points in this study. Trajectories with the UA and CG-FFs were respectively integrated with a time step of 1 fs and 10 fs unless otherwise noted. A Nosé-Hoover-style thermostat\textsuperscript{55,56} and isotropic barostat\textsuperscript{57} were used with the coupling parameters respectively set to be 100 and 1000 times larger than the time step. All MD simulation snapshots were rendered using OVITO\textsuperscript{58}.

The UA-FF model is based on established covalent and non-bonded potentials for linear PDMS chains, which we extend here to include crosslinking interactions. The CG-FF is of a bead-spring type that we parameterize here. Both FFs take the following general form,

$$U = \sum U^B_{ij}(r) + \sum U^A_{ij}(|\theta|) + \sum U^D_{ijkl}(\phi) + \sum U^{NB}_{ij}(r). \quad (2)$$

which expresses the total potential energy as a sum over two-center bonds, three-center angles, four-center proper dihedrals, and pairwise non-bonded terms, respectively. Specific forms for the various potential energy terms are described in detail below for the UA and CG-FFs. We note that the UA-FF terms are all analytic functions while the CG-FF uses tabulated covalent (bond/angle/dihedral) potentials with analytic Lennard-Jones non-bonded terms.

4 Force Field Parameterization

4.1 United Atom Force Field

Several atomistic models for PDMS exist in the literature, though these have largely been parametrized for recovery of either a single state point or only structural properties. As a result, we perform a down-select of possible parameterizations for incorporation into our crosslinking models. Under hydrostatic stress, choice of non-bonded and bonded parameters is typically decoupled for structurally simple species and non-bonded parameters for moieties are generally transferable to similar species\textsuperscript{59}. Thus, we first use hexamethyldisiloxane (HMDS) to benchmark candidate UA-FF non-bonded parameters for PDMS, which we later combine with the bonded parameters from Ref. \textsuperscript{60} that have been shown to yield excellent recovery of the experimental PDMS structure factor. Non-bonded parameters from four existing UA models were considered including: model 1, which was originally intended to predict Henry's Law constants for alkanes that was subsequently fit to PDMS structure and liquid density\textsuperscript{53}; model 2, which was designed to reproduce structural predictions of a class-II all-atom PDMS model\textsuperscript{61}; model 3, which was designed to predict mass transport through PDMS\textsuperscript{62} and model 4, which was designed to recover HMDS vapor-liquid equilibrium (VLE)\textsuperscript{60}.

Non-bonded parameter validation for the UA model is focused on VLE prediction since it is an excellent indicator of model (temperature) transferability\textsuperscript{63,64}. The VLE curves were generated using the MCCCSS-MN software package\textsuperscript{65} through configuration-bias Monte Carlo simulations\textsuperscript{67,68} in a two-cell $NVT\mu$ (Gibbs) ensemble where $N$, $V$, $T$, and $\mu$ are the number of particles, volume, temperature, and chemical potential. Constants in these simulations include $N_{tot} = N_1 + N_2$, $V_{tot} = V_1 + V_2$, $T_1 = T_2$, and $\mu_1 = \mu_2$, where subscripts “1” and “2” denote simulation cells 1 and 2. Note that in this ensemble the two cells share no explicit interface but remain in thermodynamic contact. Thermal relaxation was achieved through molecular translations, rotations, and configurational-bias moves (i.e., which sample conformational relaxation), with all bond lengths held fixed. Mechanical and chemical potential relaxation were realized through volume exchange and moves that attempt to “swap” molecules between the two simulation cells, respectively. Move probabilities were set to achieve optimal acceptance rates (see Refs. \textsuperscript{71} and \textsuperscript{72}). Simulations contained $N_{tot} = 200$ molecules and were run for 3 million equilibration moves (i.e., initial configuration “melting,” cooling, volume equilibration, and swap equilibration), followed by 6.5 million production moves, for temperatures up to 0.95 of the experimental critical point ($T_c = 518.7$ K, $\rho_c = 0.263$ g·cm⁻³)\textsuperscript{73}.

Figure 2 shows the density of HMDS at VLE as predicted by the four non-bonded interaction models. Unsurprisingly, we find that the models designed for transport and/or structure recovery yield poor VLE predictions. Model 4, which combined non-bonded parameters trained for VLE recovery with bonded parameters trained for structural recovery, is found to yield the best result. The model targeting Henry’s Law constants (model 1) exhibits the next closest VLE performance. We note that 300 K liquid densities for those two models (respectively, 0.856 g·cm⁻³ and 0.849 g·cm⁻³) are both in good agreement with the experimental value of 0.899 g·cm⁻³. Based on this assessment, we use the parameters for model 4 as our “base” model for linear PDMS chains.

Extending the UA-FF to include ethyl crosslinks requires four unique particle types with implicit hydrogen, including Si, O,
CH₃ and CH₂. Functional forms and parameters for the covalent and non-bonded interactions are collected in Table 1. Covalent terms involving Si, O, and CH were taken from the linear chain PDMS FF described above (model 4) while terms involving CH₂ were either generalized (i.e., CH₃ → CH₂), chosen as chemically reasonable estimates, or were taken directly from FFs for other silicon-containing systems. For instance, the linear chain model included terms for the Si-O-Si-CH₂ dihedral, which is expected to have similar symmetry and rotational barriers as 3-chain model included terms for the Si-O-Si-CH₃ dihedral, so we simply used the same parameters for both (denoted Si-O-Si-CH₃ in the table). At the same time, the Si-CH₂-CH₂-Si dihedral was unlike any in the linear chain model, so we adopted the parameters for this dihedral used in Ref. 74. We adopt the convention in Refs. 74 and 75 that leave the C-Si-C-C and O-Si-C-C dihedrals undefined. Given this somewhat heterogeneous collection of potential energy terms, we carefully validate their mechanical accuracy below.

As mentioned above, non-bonded interactions were taken from model 4, which uses a Lennard-Jones plus charges functional form:

$$ U_{NB}^{UA}(r_{ij}) = 4\varepsilon \left( \frac{q_i q_j}{4\pi\varepsilon_0 r_{ij}} \right) + \frac{T_c}{T} \left( \frac{\sigma}{r_{ij}} \right)^{12} - \left( \frac{\sigma}{r_{ij}} \right)^{6} $$

All non-bonded interactions were evaluated in real space up to a 12 Å cutoff. Electrostatic interactions were computed in real space using fixed partial charges and the Wolf potential with a 12 Å cutoff. Lorentz-Berthelot mixing rules and a tail correction were applied to the Lennard-Jones terms. Unless specifically noted, each Si(CH₃)₂O monomer was charge neutral and the chains were treated as uncharged, which simplifies setting partial charges, mapping between UA and CG representations, and bookkeeping when updating topology files to account for crosslinking and chain scission reactions. Leaving chains uncharged has been adopted in earlier work on pure PDMS liquids. Our comparisons against linear chain liquids with methyl terminations indicates that this approximation leads to an ≈2% error in the density with 4-mer chains and that error decreases with increasing chain length.

Accuracy of the UA-FF covalent potential terms was assessed through a comparison of vibrational power spectra against density functional tight binding (DFTB) QMD predictions. We considered two gas-phase molecules. One of these was dodecamethylpentasiloxane (DMPS), a linear 5-mer chain terminated on both ends by Si(CH₃)₃. The other had an ethyl crosslink between two terminated 3-mer chains. The UA-FF representations of these molecules included terminated end groups with the partial charges for the terminating Si atoms set to q = 0.15 to yield an overall charge-neutral system. The DFTB representations were all-atom (including hydrogen), but we post-processed the trajectories to map the CH₃ and CH₂ groups to their center of mass positions to facilitate direct comparison to the UA-FF results. The DFTB simulations were performed using the DFTB+ code and the pbc-0-3 parameter set (available at http://www.dftb.org), which we previously validated and applied to study siloxane chemistry. Additional DFTB simulation details can be found in those earlier works.

Figure 3 shows power spectra computed using TRAVIS and 100 ps NVT trajectories. The DMPS molecule serves as a test on the established parameters for linear chain PDMS and the crosslinked molecule as a test on our new modifications. Comparison of the spectra for DMPS shows that the frequencies for most of the major peaks are in agreement between DFTB and the UA-FF. A notable exception is that the UA-FF exhibits a modest blue shift of the highest frequencies by ≈100 cm⁻¹. (Note that 100 cm⁻¹ is equivalent to 0.012 eV, which is roughly k_B T/2 at 300 K.) Similar agreement is seen for the ethyl crosslinked molecule, indicating that the new FF parameters yield a reasonable description of the missing covalent interactions.

Accuracy of the UA-FF model as applied to the condensed phase
was assessed through simulations of low-molar-mass liquids of small linear PDMS chains. We considered four different chain lengths including unterminated 4-, 8-, 12-, and 16-mers. The density at $T = 300$ K and $P = 1$ atm was determined through NPT simulations. Liquid configurations with 1440 monomers were prepared through a multistep procedure, with a given configuration containing chains of only a single length. There were 360, 180, 120, and 90 chains for the 4-, 8-, 12-, and 16-mer systems, respectively. First, the chains were placed in a large cubic cell that was dynamically strained during a 20 ps NVT simulation to an $(80 \, \text{Å})^3$ volume ($\rho = 0.350$ g cm$^{-3}$). Then, a 4 ns NPT trajectory was integrated and the average volume and density were determined as the average over the last 2 ns. (We compute that the chain end-to-end vector autocorrelation decays to a value of $e^{-1}$ within 2 ns for the case of a UA 16-mer system at 300 K, which exhibits the slowest relaxation dynamics of all the systems considered here.) Resulting pressure states and the heat of vaporization

$$\Delta H_{\text{vap}} = E_{\text{gas}} - E_{\text{liq}} + RT,$$  

were validated through NVT simulations of each liquid system at its NPT-average density. The energy of the gas $E_{\text{gas}}$ and liquid $E_{\text{liq}}$ were determined as the average over the last half of a 2 ns NVT simulation and $R$ is the ideal gas constant. These values are collected in Table 2.

Relative errors were computed with respect to experimental density$^{93}$ and $\Delta H_{\text{vap}}$ values$^{41, 82}$ and are generally smaller for the density. Note that the experimental density data exhibited PDI $> 1$ (see Equation 1), so these data were linearly interpolated to obtain values for integer-valued degrees of polymerization. The error in $\Delta H_{\text{vap}}$ decreases with chain length, which indicates that these discrepancies may arise due to the unterminated chain approximation. This is also consistent with agreement between the UA-FF and experiment for VLE of (terminated) HDMS, which is closest in size to the 4-mer liquid exhibiting the worst errors for $\Delta H_{\text{vap}}$. While undesirable, these errors are relatively modest and indicate that the UA-FF with unterminated chains provides a reasonable description of low-molar-mass PDMS liquids for a bottom-up CG model parameterization.

### Table 1 Parameters for the UA-FF.

<table>
<thead>
<tr>
<th>Bonds</th>
<th>$U_B(r) = K_B(r - r_0)^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bond Type</td>
<td>$K_B$ (kcal mol$^{-1}$ Å$^{-2}$)</td>
</tr>
<tr>
<td>Si-O</td>
<td>350.12</td>
</tr>
<tr>
<td>Si-CH$_3$</td>
<td>189.65</td>
</tr>
<tr>
<td>CH$_3$-CH$_2$</td>
<td>200.00</td>
</tr>
<tr>
<td>Si-CH$_2$</td>
<td>187.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Angles</th>
<th>$U_A(\theta) = K_A(\theta - \theta_0)^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Angle Type</td>
<td>$K_A$ (kcal mol$^{-1}$ rad$^{-2}$)</td>
</tr>
<tr>
<td>Si-O-Si</td>
<td>14.14</td>
</tr>
<tr>
<td>O-Si-O</td>
<td>94.50</td>
</tr>
<tr>
<td>CH$_3$-Si-CH$_3$</td>
<td>49.97</td>
</tr>
<tr>
<td>Si-CH$_2$-CH$_2$</td>
<td>49.97</td>
</tr>
<tr>
<td>CH$_3$-Si-CH$_3$</td>
<td>60.00</td>
</tr>
<tr>
<td>CH$_2$-Si-O</td>
<td>60.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dihedrals</th>
<th>$U_D(\phi) = \sum_n K_D,n [1 + d_n \cos(n \phi)]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dihedral Type</td>
<td>Order</td>
</tr>
<tr>
<td>Si-O-Si-O</td>
<td>n = 1</td>
</tr>
<tr>
<td>Si-O-Si-CH$_3$</td>
<td>n = 3</td>
</tr>
<tr>
<td>Si-CH$_2$-CH$_2$-Si</td>
<td>n = 1</td>
</tr>
<tr>
<td>CH$_2$-Si-O</td>
<td>n = 2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Non-bonded</th>
<th>See Eq. [3] for $U_{\text{NH}}(r)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atom Type</td>
<td>$\epsilon$ (kcal mol$^{-1}$)</td>
</tr>
<tr>
<td>Si</td>
<td>0.301061</td>
</tr>
<tr>
<td>O</td>
<td>0.0866715</td>
</tr>
<tr>
<td>CH$_3$</td>
<td>0.241150</td>
</tr>
<tr>
<td>CH$_2$</td>
<td>0.241150</td>
</tr>
</tbody>
</table>

4.2 Coarse Grain Force Field

Parameterization of the CG-FF involved distinct stages in which we first determined a model for linear chain PDMS and then extended that model to include crosslinking terms. The linear chain PDMS model was fit in two stages. First, gas-phase simulations of isolated chains and iterative Boltzmann inversion (IBI) were used to fit tabulated covalent bond, angle, and proper dihedral potential terms. Second, with the covalent terms set, a grid-based search was used to identify optimum Lennard-Jones terms $\epsilon$ and $\sigma$ from condensed-phase simulations. The CG-FF does not include electrostatic interactions. Extensions for crosslinking involved determining additional covalent interactions, which were obtained using IBI while keeping those covalent and nonbonded terms determined using linear chains held fixed.
Table 2 Comparison of condensed-phase properties of linear PDMS liquids.

<table>
<thead>
<tr>
<th>System</th>
<th>Expt. $[^{81}]$ (g·cm$^{-3}$)</th>
<th>UA-FF (g·cm$^{-3}$)</th>
<th>UA-FF (%Err wrt Expt.)</th>
<th>CG-FF (g·cm$^{-3}$)</th>
<th>CG-FF (%Err wrt Expt.)</th>
<th>CG-FF (%Err wrt UA-FF)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4-mer</td>
<td>0.85</td>
<td>0.87</td>
<td>2.3</td>
<td>0.79</td>
<td>-8.1</td>
<td>-10.6</td>
</tr>
<tr>
<td>8-mer</td>
<td>0.91</td>
<td>0.91</td>
<td>0.0</td>
<td>0.89</td>
<td>-2.7</td>
<td>-2.7</td>
</tr>
<tr>
<td>12-mer</td>
<td>0.93</td>
<td>0.92</td>
<td>-1.1</td>
<td>0.9</td>
<td>-0.9</td>
<td>0.2</td>
</tr>
<tr>
<td>16-mer</td>
<td>0.94</td>
<td>0.92</td>
<td>-2.2</td>
<td>0.94</td>
<td>-0.1</td>
<td>2.2</td>
</tr>
</tbody>
</table>

$\Delta H_{vap}$

<table>
<thead>
<tr>
<th>System</th>
<th>Expt. $[^{81][82}]$ (kcal·mol$^{-1}$)</th>
<th>UA-FF (kcal·mol$^{-1}$)</th>
<th>UA-FF (%Err wrt Expt.)</th>
<th>CG-FF (kcal·mol$^{-1}$)</th>
<th>CG-FF (%Err wrt Expt.)</th>
<th>CG-FF (%Err wrt UA-FF)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4-mer</td>
<td>15.1</td>
<td>13.40</td>
<td>-12.7</td>
<td>11.59</td>
<td>-30.3</td>
<td>-15.6</td>
</tr>
<tr>
<td>8-mer</td>
<td>26.7</td>
<td>21.72</td>
<td>-23.4</td>
<td>21.22</td>
<td>-26.3</td>
<td>-2.4</td>
</tr>
<tr>
<td>12-mer</td>
<td>30.71</td>
<td>-</td>
<td></td>
<td>29.55</td>
<td>-</td>
<td>-3.9</td>
</tr>
<tr>
<td>16-mer</td>
<td>38.33</td>
<td>-</td>
<td></td>
<td>36.98</td>
<td>-</td>
<td>-3.7</td>
</tr>
</tbody>
</table>

Initial guesses for the CG covalent potentials were obtained through Boltzmann inversion of UA distributions for $N$ different molecules. That is,

$$U^{x=1}_{CG}(x) = \frac{k_B T}{N} \sum_{i=1}^{N} \ln g_{UA,i}(x),$$  

where $x \rightarrow r$ for bonds, $x \rightarrow \theta$ for angles, and $x \rightarrow \phi$ for dihedrals. Distributions for each covalent interaction type were obtained from configuration histograms $\text{Hist}(x)$ computed over gas-phase MD simulations of single molecules as

$$g(r) = \frac{\text{Hist}(r)}{\sigma^2},$$

and

$$g(\theta) = \frac{\text{Hist}(\theta)}{\sin \theta},$$

and

$$g(\phi) = \text{Hist}(\phi),$$

for the bonds, angles, and dihedrals, respectively. Trajectories were integrated at 300 K using $NVT$ dynamics and consisted of an initial 1 ns equilibration followed by 10 ns of production simulation to obtain $\text{Hist}(x)$. Each $\text{Hist}(x)$ function was normalized such that the total area under the curve was unity. Bonds were sampled for $r \in [0, 20 \text{ Å}]$ with 0.05 Å sized increments, angles were sampled for $\theta \in [0^\circ, 180^\circ]$ with $5^\circ$ increments, and dihedrals were sampled for $\phi \in [-180^\circ, 180^\circ]$ with $10^\circ$ increments. (These same grid resolutions were used for the tabulated potentials.) The region of each distribution with the final population $\text{Hist}(x) < 10^{-5}$ was deemed high energy and was approximated with a truncated harmonic potential

$$U_{CG}(x) = K_1 [x - c(x)]^2.$$  

Here, the function $c(x)$ indicates the closest value $x$ with $\text{Hist}(x) \geq 10^{-5}$. The force constants were respectively set for each interaction type as $K_1 = 250$ kcal·mol$^{-1}$·Å$^{-2}$, $K_2 = 0.625$ kcal·mol$^{-1}$·rad$^{-2}$, and $K_3 = 0.167$ kcal·mol$^{-1}$·rad$^{-2}$. The CG potentials and forces were implemented in LAMMPS through a tabulated form with linear interpolation between each grid point.

The potential for a given interaction term was updated iteratively through the IBI procedure using

$$U^{k+1}_{CG}(x) = U^k_{CG}(x) + \frac{k_B T}{N} \sum_{i=1}^{N} \ln \left( \frac{g_{CG,i}(x)}{g_{UA,i}(x)} \right).$$  

At each iteration $k$, a new 10 ns production CG simulation was performed for each molecule using $U^k_{CG}(x)$ to obtain $g^k_{CG,i}(x)$. Potential updates were constrained to be no more than 0.1 kcal·mol$^{-1}$ and were propagated for 40 iterations. Global error was computed at each iteration through

$$\text{Error} = \frac{1}{MN} \sum_{i=1}^{N} \sum_{j=1}^{M} \left| \frac{g_{CG,i}(x_j)}{g_{UA,i}(x_j)} \right|.$$

where the sum over $j$ runs over all $M$ bond, angle, and dihedral types. The set of CG potentials from the iteration with the lowest global error was chosen to define $U_{CG}(x)$ in all subsequent simulations.

Covalent CG-FF terms for linear PDMS chains were determined using two gas-phase training molecules, namely an untemerated 6-mer and 16-mer. The level of coarse graining treats each $\text{Si(CH}_3)_{2}\text{O}$ monomer as a single bead. Figure 4 shows a comparison of bonded interaction distributions generated using the UA-FF and the best-fit CG-FF. There is a single bead type, which denote as type “B” for backbone, and similarly there is only one bond, angle, and dihedral type. (These are respectively denoted B-B, B-B-B, and B-B-B-B.) Inspection of Figure 4 shows that the CG-FF reproduces the UA-FF predictions almost exactly, including subtle shifts in the bimodal angle populations between the 6-mer and 16-mer.

Non-bonded interaction parameters were optimized in a top-down manner to reproduce UA-FF values for the pressure-volume ($P$-$V$) equation of state and heat of vaporization $\Delta H_{vap}$ of low-molar-mass PDMS fluids at 300 K. We used a grid-based search over $\sigma$ and $\epsilon$ to find values that minimize the unitless error func-
Fig. 4 Distributions of (a) bonds, (b) angles, and (c) dihedrals for 6- and 16-mer linear PDMS chains in the gas phase at 300 K using the UA-FF and best-fit CG-FF.

Here, the sum runs over three different liquid configurations with either 8-, 12-, or 16-mer long chains. Each liquid contained the equivalent of 1440 monomers. The liquids were prepared at the target UA-FF density and the resulting pressure $P_{\text{CG}}$ in atm units was determined for each $(\sigma, \varepsilon)$ pair from an $N\tau T$ simulation. The absolute difference of the resulting pressure from the target value $P_{\text{UA}} = 1$ atm was taken to be the error. Calculations of $\Delta H_{\text{vap}}$ were performed for each system following the same protocol as was used for the UA-FF simulations in Sec. 4.1. Factors $w_P = 0.01$ atm$^{-1}$ and $w_H = 10.0$ mol kcal$^{-1}$ were applied to give roughly equal weight to errors in the pressure and heat of vaporization.

$\text{Error} = \frac{1}{N} \sum_{i=1}^{N} \left( w_P |P_{i,\text{CG}} - P_{i,\text{UA}}| + w_H |\Delta H_{\text{vap},\text{CG}} - \Delta H_{\text{vap},\text{UA}}| \right). \quad (12)$

Here, the sum runs over three different liquid configurations with either 8-, 12-, or 16-mer long chains. Each liquid contained the equivalent of 1440 monomers. The liquids were prepared at the target UA-FF density and the resulting pressure $P_{i,\text{CG}}$ in atm units was determined for each $(\sigma, \varepsilon)$ pair from an $N\tau T$ simulation. The absolute difference of the resulting pressure from the target value $P_{i,\text{UA}} = 1$ atm was taken to be the error. Calculations of $\Delta H_{\text{vap}}$ were performed for each system following the same protocol as was used for the UA-FF simulations in Sec. 4.1. Factors $w_P = 0.01$ atm$^{-1}$ and $w_H = 10.0$ mol kcal$^{-1}$ were applied to give roughly equal weight to errors in the pressure and heat of vaporization.

Fig. 5 Error surface (unitless) determining optimum Lennard-Jones parameters for the CG-FF. Chosen parameters are indicated by `+`, which corresponds to a local minimum on the surface.

Figure 5 shows the resulting error surface for fitting the CG-FF $\sigma$ and $\varepsilon$ values. Two minima were identified and the one at $\sigma = 5.776$ Å and $\varepsilon = 0.350$ kcal·mol$^{-1}$ was taken to be the best fit. While this value was not the global minimum, it yielded the best balance of error across the 8-, 12-, and 16-mer systems. (The global minimum yields a better pressure for the 12- and 16-mer systems at the expense of much larger errors for the 8-mer system.) Final calculations of the $N\tau T$-average density and the corresponding $\Delta H_{\text{vap}}$ at that density were determined using the optimized potential parameters for 4-, 8-, 12-, and 16-mer systems and are collected in Table 2 for comparison. Of particular note is the similar magnitude and opposing sign of the error in the CG-FF predicted densities for the 4- and 16-mer systems, which reflects the choice to use parameters yielding a local rather than global minimum.

With terms for the linear chain PDMS CG-FF set, we extended the model to account for ethyl-type chemical crosslinks. This extension requires the introduction of two different junction beads, denoted $J_1$ and $J_2$. Non-bonded potential terms for the junction beads were taken to be the same as for backbone (B-type) beads determined just above. New covalent interactions were defined and fit using the IBI procedure applied to gas-phase simulations of the four molecules shown at the bottom of Figure 6. Distributions of the various bonds, angles, and dihedrals were obtained using UA-FF simulations of the four crosslinked molecules and are shown in the left-hand column of the figure. Distinct classes were identified from these distributions and were used to define a smaller set of new bond, angle, and dihedral types. Specific interactions belonging to each type are collected in Table 3. Potentials for each interaction type were fit using the same IBI protocol applied to linear chains. The resulting CG distributions are shown in the right-hand column of the figure.

The fitted CG-FF reproduces most of the UA-FF distributions with good qualitative accuracy. Some fidelity is lost, which can be seen in the generally narrower distributions that is especially apparent for angle type “A”. However, the choice to include only two bond and angle types and four dihedral types is well motivated.
Fig. 6 Distributions of bonds, angles, and dihedrals for the four training molecules in the gas phase at 300 K using the UA-FF and best-fit CG-FF. Descriptions of the bead, bond, angle, and dihedral types are given in the text.

Table 3 Covalent topology definitions for the CG-FF.

<table>
<thead>
<tr>
<th>Bonds</th>
<th>Type A</th>
<th>Type B</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B-B</td>
<td>B-J₁</td>
</tr>
<tr>
<td>Angles</td>
<td>B-B-B</td>
<td>B-B-J₁</td>
</tr>
<tr>
<td></td>
<td>B-J₂-J₂</td>
<td>B-J₂-J₁</td>
</tr>
<tr>
<td>Dihedrals</td>
<td>B-B-B-B</td>
<td>B-B-B-J₁</td>
</tr>
<tr>
<td></td>
<td>B-B-J₁-J₂</td>
<td>B-B-J₂-J₁</td>
</tr>
<tr>
<td></td>
<td>B-J₁-J₂-J₂</td>
<td>B-J₁-J₂-J₁</td>
</tr>
</tbody>
</table>

Properties of Crosslinked PDMS Fluids

5.1 Crosslinking Procedure and Structural Metrics

Molecular-scale configurations of crosslinked liquids were generated through a procedure in which crosslinks were added iteratively over a pico-to-nanosecond scale simulation. This procedure starts with a pre-equilibrated liquid configuration of linear chains and involves four distinct steps:

Step 1: Select uncrosslinked monomer \( M₁ \) at random from among the chains in a liquid.
Step 2: Identify as \( M₂ \) the closest monomer to \( M₁ \) that is not directly bonded to \( M₁ \). The types of these two monomers are

by the distributions and reduces the complexity of bookkeeping involved with the topology files of crosslinked systems. We note that the likelihood of forming J₂-type beads and their corresponding interactions is quite low in systems with randomly distributed crosslinks. For this reason, we did not consider situations where a single bead is involved in more than one crosslink (e.g., having angle J₁-J₂-J₁), which are even less likely.
Step 3: Define a crosslinking bond between monomers $M_1$ and $M_2$, update all bond, angle, and dihedral topology accordingly, and update molecule IDs if the crosslink is between two different chains.

Step 4: Equilibrate the system with the new crosslink between $M_1$ and $M_2$ through a simulation consisting of a 10 ps $NVT$ trajectory followed by 90 ps of $NPT$ trajectory.

Step 5: Repeat Steps 1-4 to form additional crosslinks.

These steps are modified slightly for UA simulations with explicit methyl and ethyl groups. In this case, one of the CH$_3$ groups is chosen as the $M_1$ site and the nearest CH$_3$ group that is separated by four or more covalent bonds is chosen as the $M_2$ site. The CH$_3$ groups chosen as $M_1$ and $M_2$ are then converted to CH$_2$ groups and the bonds, angles, and dihedrals are updated accordingly. Note that both the UA and CG simulations lose the equivalent of an H$_2$ mass with each crosslink, consistent with the chemistry for their formation.

Representative crosslinked liquids were obtained from five independent crosslinking simulations for both the UA-FF and CG-FF models starting from a linear chain liquid with 300 8-mers. These simulations were iterated up to a total of 50 crosslinks over 5 ns. Figure 7(a) shows the final mass spectrum from one of these simulations and the inset shows a configuration snapshot highlighting the crosslinking sites. Branched chains with up to 40 monomers (mass $\approx$3000 Da) are produced, with the populations of these larger chains decreasing with increasing mass in an exponential-like manner. Configurations containing 1, 2, 5, 10, 20, 30, 40, and 50 crosslinks were extracted for further study.

The equilibrium density for a given number of crosslinks was determined through $NPT$ simulations, with the results plotted in Figure 7(b). We express these densities in units of kg·m$^{-3}$ rather than g·cm$^{-3}$ due to the small variation (1 g·cm$^{-3}$ = 1000 kg·m$^{-3}$). Each data point corresponds to the ensemble average of five contributing simulations. Standard error of the ensemble mean density is on the order of the symbol size in the plot. Changes in density are largely the result of the structural effects from crosslinking, as only 4% of the density change can be attributed to loss of H$_2$.

Both the UA and CG-FF models yield surprisingly similar density trends with increasing number of crosslinks. Despite an initial offset that arises from the difference in the initial density of the linear liquid, both models predict an approximately linear trend with very similar slope. Weighted linear least-squares fits give slope parameters of $0.243 \pm 0.003$ and $0.313 \pm 0.003$ kg·m$^{-3}$·link$^{-1}$ for the UA and CG models, respectively. Thus, these density trends differ by less than 30%. Similar trends can be seen for linear liquids with increasing chain molar mass in Table 2 with the density of the CG model increasing more rapidly with chain length than the UA one.

Figure 7(c) shows the PDI for each crosslinking simulation computed using Equation 1. The PDI gives a scalar measure of the chain size distribution and is larger than unity for systems with nonuniform chain distributions. As can be seen from the plot, the PDI increases approximately linearly with increasing number of crosslinks and exhibits only modest run-to-run variability. Discrete jumps arise from the stochastic nature of the crosslinking procedure as chains with multiple branch points are generated. The maximum PDI reached during the crosslinking simulations is $\approx 1.3$. 

---

**Figure 7** (a) Typical chain mass distribution for an 8-mer liquid system with 50 randomly formed crosslinks. The inset shows a UA simulation snapshot with crosslinking atoms as large purple beads, Si-O backbones as black lines, and the primary simulation cell rendered with green lines. (b) Density of a 300-chain 8-mer liquid at 300 K as a function of number of crosslinks predicted using the UA-FF and CG-FF. Data points are MD data and lines are weighted linear least-squares fits. (c) Polydispersity index $M_w/M_n$ during the crosslinking process. Heavy lines indicate the single UA and CG simulations used to seed viscosity calculations and light lines indicate the other four simulations used to determine an average density.
5.2 Shear Viscosity
5.2.1 Shear Viscosity: Calculation Details

The shear viscosity \( \eta \) was computed through equilibrium MD simulations using the Green-Kubo formalism, which relates \( \eta \) [units mPa·s] to the time autocorrelation function (ACF) of shear stresses sampled in the canonical \((NVT)\) ensemble as

\[
\eta = \frac{V}{3k_B T} \int_0^\infty \sum_{\alpha\beta=xy,yz,zx} \langle \sigma_{\alpha\beta}(0) \cdot \sigma_{\alpha\beta}(t) \rangle \, dt. \quad (13)
\]

Here, \( V \) and \( T \) are the simulation cell volume and temperature, \( k_B \) is the Boltzmann constant, \( \sigma_{\alpha\beta} \) are the off-diagonal components of the stress tensor, and \( \langle \rangle \) denotes an ensemble average of the shear stress ACF. Note that above expression is for the dynamic viscosity, which is related to the frequently reported kinematic viscosity \( \nu \) [units cSt, \( 1 \text{ cSt} = 10^{-6} \text{ m}^2\text{·s}^{-1} = 1 \text{ mPa·s} / (\text{g·cm}^{-3}) \)] through the density as

\[
\nu = \frac{\eta}{\rho}. \quad (14)
\]

All simulations were performed at \( T = 300 \) K with \( V \) determined beforehand through \( NPT \) simulations. Both UA and CG simulations were performed with a 1 fs time step using a Nosé-Hoover-style thermostat; the use of a non-stochastic thermostat is important as the present application targets a dynamical property.

Practical evaluation of \( \eta \) requires determining three separate time scales including the sampling period \( t_{\text{sample}} \) for recording \( \sigma_{\alpha\beta} \), the maximum time lag \( t_{\text{block}} \) for computing the ACF, and the total simulation time \( t_{\text{sim}} \). The first time scale \( t_{\text{sample}} \) must be sufficiently small to capture oscillations in the ACF while being large enough to reduce the computational cost of evaluating the ACF through a fast Fourier transform. We initially sampled shear stresses with \( t_{\text{sample}} = 1 \) fs, but used \( t_{\text{sample}} = 2 \) fs in our final evaluations as it yielded the same results within uncertainty. The second time scale \( t_{\text{block}} \) sets the integral upper limit, which we take to be \( t_{\text{block}} / 2 \). Here, \( t_{\text{block}} \) is perhaps the most important time scale as it must be large enough such that the ACF decays sufficiently close to zero for the integral to converge, but small enough to yield enough samples \( (N_{\text{sample,max}} = t_{\text{sim}} / t_{\text{block}}) \) of the ACF to obtain good statistics for an ensemble average. In general, \( t_{\text{block}} \) cannot be set a priori and convergence with \( t_{\text{block}} \) must be determined independently for each case. The last time scale \( t_{\text{sim}} \) controls the uncertainty of the calculation, as it determines the maximum number of samples \( N_{\text{sample,max}} \) of the ACF used for computing the average under the integral.

We adopted a bootstrapping approach for rigorous calculation of uncertainties in the evaluation of Equation~(13) We first summarize this approach and then discuss the calculation with a specific example below. The main steps include:

Step 1: For a given \( t_{\text{sim}} \) and \( t_{\text{block}} \), compute the set of \( N_{\text{sample,max}} \) independent evaluations of the shear stress ACF.

Step 2: Through bootstrapping-based resampling of the set of ACFs, evaluate the average ACF and integrate it to obtain \( \eta \) a total of \( N_{\text{resample}} \) times.

Step 3: Compute the median \( \eta_{50\%} \) value and the 95% confidence interval (CI) as \( (\eta_{2.5\%}, \eta_{97.5\%}) \) from the sampling distribution of \( \eta \) obtained through bootstrapping.

Step 4: Obtain the optimum \( t_{\text{block}} \) as the minimum value for which the median \( \eta_{50\%} \) value is within the 95% CI of \( \eta \) computed with all larger \( t_{\text{block}} \) values.

For each state point, we performed 10 independent \( NVT \) simulations to build up a large cumulative \( t_{\text{sim}} \) of 200 ns. Note that each contributing \( NVT \) simulation was 20 ns long and evenly divisible by all \( t_{\text{block}} \) values considered. Specific \( t_{\text{block}} \) were chosen to follow a pseudo-logarithmic pattern with the smallest value being 1 ps and the largest being 4000 ps. The minimum ACF size was \( N_{\text{sample,max}} = 50 \) (obtained with the largest \( t_{\text{block}} \)), and is sufficiently large for a reliable bootstrapping analysis.

Figure 8 shows how the bootstrapping uncertainty analysis is parametrically coupled with choices for \( t_{\text{sim}} \) and \( t_{\text{block}} \) for an accurate determination of \( \eta \) in the case of UA simulations of a liquid with uncrosslinked 8-mers at 300 K and 1 atm. Panel (a) shows several representative ACFs from the entire set. Fluctuations with a period smaller than 10 fs are apparent, which are fully captured with our choice of \( t_{\text{sample}} = 2 \) fs. Panel (b) shows how bootstrapping is used to build up a sampling distribution as a function of the resampling index (or iteration) for several ACF set sizes \( N_{\text{sample}} \) computed with fixed \( t_{\text{block}} = 1 \) ps. Each point along the x-axis corresponds to an evaluation of \( \eta \) for a given bootstrap resampling of the \( N_{\text{sample}} \) ACFs. As \( N_{\text{sample}} \) is increased, the resulting distribution of \( \eta \) narrows from \( \eta_{95\%} = 0.297 \) mPa·s with \( (\eta_{2.5\%} = 0.191, \eta_{97.5\%} = 0.419) \) for \( N_{\text{sample}} = 10 \) down to \( \eta_{50\%} = 0.333 \) mPa·s with \( (\eta_{2.5\%} = 0.330, \eta_{97.5\%} = 0.337) \) for \( N_{\text{sample}} = 10000 \). We take the number of bootstrap resamplings to be \( N_{\text{sample}} = 1000 \) for all our calculations, which is sufficiently large to obtain a reliable estimate of the distribution for computing the median \( \eta_{50\%} \) and its 95% CI. Panel (c) shows how the relative error varies as a function of \( N_{\text{sample}} \). Based on panels (b) and (c) and the computational expense of the analysis with very large \( N_{\text{sample}} \), we set the maximum sample size to be the lesser of 1000 or \( N_{\text{sample,max}} = t_{\text{sim}} / t_{\text{block}} \).

The final and most important consideration in evaluating \( \eta \) is captured by Figure 8(d), which shows how \( \eta \) depends on \( t_{\text{block}} \). As can be clearly seen, too small of \( t_{\text{block}} \) will yield a value for \( \eta \) that has small uncertainty, but that converges to the wrong value. However, too large of a \( t_{\text{block}} \) leads to large uncertainties stemming from too few samples. As mentioned above, we systematically identified the optimum \( t_{\text{block}} \) for each state point as the smallest \( t_{\text{block}} \) value for which the resulting median \( \eta_{50\%} \) value falls within the 95% CI for all calculations with larger \( t_{\text{block}} \). In the present example, the optimum is \( t_{\text{block}} = 800 \) ps, which is highlighted as a red circle data point in the plot.

5.2.2 Shear Viscosity: Results and Discussion

Although the IBI procedure used for developing CG-FF parameters is directly based on accurate reproduction of equilibrium structural properties (i.e., distributions of bond lengths, angles, and dihedrals), the resulting CG-FF can be used to compute dynamical properties such as the diffusion constant and viscosity. Application of CG-FFs to dynamics is typically done with the understanding that the loss of structural details during the process of coarse graining can lead to significant lowering of the effec-
The shear viscosity of silicone fluids was determined as a function of molar mass for linear chain systems through experiments and for both linear and crosslinked chain systems via simulations performed with the UA and CG models. The experiments were performed following the procedure discussed in Section 2 on linear chain systems with a low PDI. Simulations were performed following the procedure described just above to determine the viscosity at 300 K for liquids comprised of 4-, 8-, 12-, and 16-mer linear chains without crosslinks and for crosslinked 8-mer systems. All comparisons below are made considering the kinematic viscosity $\nu$ as this is directly measured in experiments, but we note that the magnitude of the kinematic (in cSt units) and dynamic (in mPa·s units) viscosities are quite similar as the density in g·cm$^{-3}$ units is close to unity. The collected results from these experiments and simulations are plotted in Figure 9.

A number of trends are immediately apparent in the plot. We first note that the present experimental results are quite similar to those obtained in the 1980 experiments of Dodgson et al.\cite{86} Both simulation models and experiments show an approximately linear increase in viscosity with increasing molar mass over the...
Table 4 Fitted kinematic viscosity function parameters.

<table>
<thead>
<tr>
<th>Data Set</th>
<th>A (cSt/g·mol⁻¹)</th>
<th>B (cSt)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiment</td>
<td>0.0087 ± 0.0003</td>
<td>-1.5 ± 0.2</td>
</tr>
<tr>
<td>United Atom</td>
<td>0.0040 ± 0.0002</td>
<td>-0.36 ± 0.08</td>
</tr>
<tr>
<td>Coarse Grain</td>
<td>0.0014 ± 0.0001</td>
<td>-0.02 ± 0.04</td>
</tr>
</tbody>
</table>

studied interval. It is well known that the degree of coarse grain-
ing of a FF has a direct negative correlation with MD-predicted
viscosity values. Thus, it is unsurprising that the UA results un-
derpredict the experiments and that the CG viscosity values are
lower still at a given molar mass. What is perhaps surprising is
that the predicted viscosities of crosslinked liquids fall within the
uncertainty bounds of the linear chains.

As discussed in the introduction, there is no comprehensive
physical theory for the viscosity of liquids. This makes experimen-
tal and MD-based data sets a key route to determining practically
useful correlative relationships. The present data suggest that a
simple linear model

$$\nu(M_n) = A \cdot M_n + B,$$

(15)

between the number-average molar mass and kinematic viscosity
is sufficient for capturing the room-temperature rheology of low-
molar-mass PDMS fluids with modest PDI. The linear increase of
viscosity as a function of average molar mass can be explained
within the Rouse framework\textsuperscript{12,172} of linear polymer liquids far be-
low the entanglement length. However, while the trend for linear
chain systems is anticipated, the fact that this trend also holds
for branched chains could not be anticipated from Rouse theory a
priori. In particular, the molar masses of the crosslinked systems
follow a decaying exponential distribution that breaks assump-
tions in the derivation of Rouse theory.

We performed weighted least-squares fits of Equation 15 to
the experimental and simulation data over the interval $M_n \in
[250$ g·mol⁻¹, 1250 g·mol⁻¹] and report the best-fit parameters
in Table 4. Note that simulation data uncertainties were taken
to be the 95% CIs determined via bootstrapping and the exper-
iments were assumed to have a 5% measurement error in these
regressions. As was clear from Figure 9 there is a notable and sta-
tistically significant difference in the slope of $\nu(M_n)$ obtained via
experiments and the two FF models. However, the general char-
acteristics of the experimental and predicted trends are largely
consistent. As both FF models yield essentially the same result:
crosslinked systems follow the same $\nu(M_n)$ trend as the linear
chains–one could reasonably expect that that trend will transfer
to physical low-molar-mass PDMS fluids.

In the light of discussion at the beginning of this subsection, the
discrepancies between the experimentally measured shear viscos-
ity and that predicted by the UA and CG-FFs seen in Figure 3
could be anticipated in advance. The two model-prediction curves
can be rendered in much better agreement with the experi-
tmental curve simply by rescaling time by a factor of $\approx 2$ for UA-FF
and by a factor of $\approx 6$ for CG-FF. A time re-scaling factor of $\approx 6$
for our CG-FF is well within the re-scaling factors that have been
found necessary during prior coarse graining studies of polymer
liquid systems\textsuperscript{22,64}. The important result here is that such time
re-calibration, done only once, can be applied with high accuracy
over a wide range of oligomer sizes.

In all our simulations we assumed that the crosslink density
was known. Ideally, one would estimate this density from macro-
scopic driving factors that create crosslinks. These estimates
might derive from duration of exposure to controlled radiation
dosages or elevated temperature conditions (as in accelerated ag-
ing) or exposure to controlled flows of oxygen for oxidative degra-
dation. Additional material details such as the density of unre-
acted crosslinking (curing) agents should also be factored into
these estimates. However, such “first-principles” estimates neces-
sitate theory and computational machinery that can tie controlled
exposure conditions to the rates for bond breaking and forma-
tion events involved in network rearrangements. One example
of such machinery is our recently developed multiscale model of
radiation-induced chemistry, which we applied to polyethylene\textsuperscript{68}
There is also the question of sensitivity of the property of interest
(e.g., viscosity) to exposure conditions, which can be informed by
studies such as the present one.

Our recent predictions for polyethylene radiation chemistry\textsuperscript{68}
depicted that a typical $\gamma$-radiation aging experiment using a
$^{60}$Co source at a dose rate of 0.1 Mrad hour⁻¹ leads to $6 \times
10^{-4}$ excitations nm⁻³ hour⁻¹. Assuming PDMS behaves simi-
larly to polyethylene under these conditions, one could expect
$\approx 0.2$ excitations hour⁻¹ in a volume element the same size as our
simulation cell. While not every radiation-induced excitation will
lead to formation of a crosslink–our recent calculations indicate
the crosslinking rates may be lower than the “base” excitation rate
by an order of magnitude or more in polyethylene–this nonethe-
less places an upper bound on the number of chemical crosslinks
one might reasonably expect to be formed. From these rates, we
can expect as an upper bound that two crosslinks would form
in our simulation cell per Mrad of $\gamma$ radiation absorbed. Thus,
our 50-crosslink case corresponds to a substantial radiation dose
of 25 Mrad. Connecting this to the present density and viscos-
ity predictions, we estimate that experiments probing these re-
spective properties would need to resolve differences of O(1%) and
O(10%) in order to detect radiation-induced changes in low-
molar-mass silicone fluids for dosages of $\approx 25$ Mrad.

6 Conclusions

Chemical crosslinking plays a key role in determining the rheo-
logical and mechanical properties of silicone materials comprised of
polydimethylsiloxanes (PDMS). While general theories can qual-
itatively describe how these properties relate to the distribution
of chain masses and network connectivity (e.g., crosslink den-
sity), they cannot make quantitative predictions from first prin-
ciples. At the same time, modern quantum-chemical modeling
is providing increasingly detailed information on the atomic na-
ture of network alterations and can even supply fundamental
reaction probabilities and rates. Classical molecular dynamics
(MD) modeling performed at atomistic and coarse-grain levels
holds promise as a means to upscale these chemical insights to
make quantitative predictions for macroscale properties. Making
quantitative connections between fundamental siloxane chem-
istry and macroscale mechanics requires investments in two modeling components including: (1) a means to obtain accurate particle-based force fields (FFs) at a sufficient degree of coarse graining that allows for accessing the time and length scales of mechanical processes in soft materials; and (2), statistically robust ways for measuring mechanical/rheological responses with rigorously quantified uncertainties. We address these challenges for silicone materials by developing here a hierarchical pair of FFs for crosslinked PDMS and apply these FFs to predict and understand how crosslinking alters the shear viscosity of low-molar-mass PDMS fluids.

The two FFs for crosslinked PDMS developed here employ differing levels of coarse graining and include explicit interaction terms for ethyl crosslinkers that form during curing and when the material is subjected to aging drivers such as ionizing radiation. A foundational atomic-scale FF was based on a well-verified united atom model for linear PDMS chains, which we extended here to include crosslinking terms. Iterative Boltzmann inversion was used to systematically train a coarse-grain bead-spring-type model for linear and crosslinked PDMS based on a combination of thermodynamic data and structural predictions obtained using the united atom FF. This coarse grain FF treats monomers as single particles and is, to our knowledge, the first coarse grain FF trained specifically for PDMS materials that includes crosslinking terms. Both FFs reproduce the experimental densities of low-molar-mass PDMS liquids at 300 K to within 3% and the experimental heats of vaporization to within 10–30%. Relative differences in these property predictions made at the united-atom and coarse-grain levels were no more than 4%.

We applied these two FFs to predict the shear viscosity of low-molar-mass silicone fluids. The shear viscosity was chosen as a representative macroscale mechanical property for which the associated relaxation times were short enough to enable fully converged MD predictions at the united-atom level. This enabled validation of the mechanical accuracy of both FFs through direct comparison to experiment. A bootstrapping approach was developed to obtain 95% confidence intervals on shear viscosity predictions obtained using equilibrium MD simulations and the Green-Kubo formalism. The shear viscosity of liquids comprised of linear PDMS chains was found to increase linearly with increasing molar mass, which was in qualitative agreement with our experimental measurements. Specific differences in the magnitudes of the shear viscosity obtained via experiments and the two FF models could be anticipated from dynamical arguments and reconciled with a single time re-calibration factor.

We applied both of the above functionalities to predict how crosslinking influences the structural properties and the shear viscosity of low-molar-mass silicone fluids. The (mass) density of a fluid comprised of PDMS 8-mers was found to increase linearly with increasing crosslink density for both FFs at a similar rate that differed by approximately 30%. The maximum polydispersity index of our branched crosslinked fluids was 1.30, which was achieved when 50 crosslinks were introduced into a computational cell with a volume of ≈310 nm³. Crosslinking was found to induce a systematic, if subtle, increase in the shear viscosity with both FFs. A simple linear empirical relationship was identified between the number-average molar mass and kinematic shear viscosity that held for both linear and crosslinked fluids within propagated uncertainties. While Rouse theory predicts such a trend for liquids comprised of linear chains with uniform distribution, its consistency with our results for branched structures indicates that crosslinking leads to a comparatively modest perturbation in this regime. The predicted magnitude of change in viscosity induced by crosslinking indicates that these effects could plausibly be measured via rheology experiments.

Development of particle-based methods to predict the mechanical and rheological properties of polymer materials with specific chemical alterations holds promise as a means to directly connect quantum-chemical insights to macroscale responses. While the present work focused on PDMS liquids, the framework is general. In particular, the FFs developed here could be directly applied in the sorts of MD simulations used to predict permanent set in elastomers. Coupling this methodology with our recently proposed multiscale framework to obtain rates of radiation-induced chemical decay will allow for making quantitative bottom-up predictions for the radiation aging of silicones and other molecular and polymeric materials in the near future.
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