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We report an implementation of a spin-flip variant of the second-order approximate coupled-cluster singles and doubles
(CC2) method. The resolution-of-the-identity approximation or, alternatively, Cholesky decomposition of the two-
electron integrals are used to reduce the memory requirements. We illustrate the performance of the new method by
constructing potential energy curves of H2 and HF and by computing singlet-triplet splittings for various diradicals
including some binuclear copper complexes that are of interest as molecular magnets. We find that spin-flip CC2
performs very similarly to the spin-flip variant of the algebraic diagrammatic construction scheme for the polarization
propagator of second order (ADC(2)). Application to ozone shows that spin-flip CC2 predicts a barrierless symmetric
dissociation of this molecule similar to spin-conserving CC2 and in contrast to spin-flip ADC(2) and coupled-cluster
singles and doubles.

I. INTRODUCTION

Wave functions with multiconfigurational character are ubiq-
uitous in chemistry.1 Examples of molecules with a multicon-
figurational ground state at the equilibrium structure include
organic diradicals and transition metal compounds, which fea-
ture degenerate or near-degenerate frontier orbitals. More-
over, bond breaking inevitably results in multiconfigurational
wave functions. A description of such systems with single-
reference methods breaks down because the Hartree-Fock
(HF) reference wave function is qualitatively incorrect.
One approach to multiconfigurational wave functions consists
in multireference methods. Here, one constructs a multicon-
figurational self-consistent field wave function2,3 for the target
state and treats dynamical correlation by means of multirefer-
ence variants of perturbation theory,4–7 configuration interac-
tion (CI),8–11 or coupled-cluster (CC) theory.12–17 In recent
years, the density matrix renormalization group has emerged
as a further approach.18,19

An alternative to treating multiconfigurational wave functions
directly is provided by equation-of-motion, response theory,
and propagator methods. Here, one first computes the HF
wave function of some reference state that is well approxi-
mated by a single Slater determinant, then treats dynamical
correlation for this reference state using a single-reference
method, and finally constructs the correlated target state from
the correlated reference.
A particular variant of this idea is the spin-flip (SF)
approach20–22 where the reference state and the target state
have the same number of electrons but differ in the spin quan-
tum number MS. The SF approach is motivated by the fact
that the component of a multiplet with the highest possible MS
value is usually well approximated by a single Slater determi-
nant not only near the equilibrium structure but at stretched
bond lengths as well. This is not the case for singlet states and
the low-spin components of higher spin states.21,22 High-spin
determinants are thus well suited to serve as reference for the
treatment of low-spin target states with multiconfigurational
character by means of spin-flipping excitations. This is illus-

trated in Fig. 1. Most often, problematic singlet states are
treated based on a triplet reference but treatments of doublets
based on quartet reference states have been reported as well.22

Originally introduced in the framework of equation-of-motion
(EOM) CC theory,21,23–26 SF variants of many further meth-
ods have been established by now. This includes CI27–32

and algebraic diagrammatic construction methods33,34 as well
as density functional theory.35–39 In addition, double SF
methods,40 which can describe singlet states based on a high-
spin quintet reference, as well as approaches that allow for an
arbitrary number of spin flips41 have been introduced. Numer-
ous applications to bond breaking,42 to organic diradicals, tri-
radicals, and polyradicals,43–52 to conical intersections,53–57

to non-adiabatic excited-state dynamics,58–60, to dipole
polarizabilities61,62 and to magnetic properties of transition
metal compounds,63–68 demonstrate that SF methods consti-
tute a viable alternative to the more traditional multireference
approaches.
In this work, we report an SF variant of the second-
order approximate coupled-cluster singles and doubles (CC2)
method.69 CC2 has been developed in the context of CC lin-
ear response theory (LRT),70–73 which is closely related to
EOM-CC theory.74–77 The method arises from a perturbative
analysis of the CC singles and doubles (CCSD) equations in
terms of the fluctuation potential. The one-particle part of
the normal-ordered Hamiltonian (F) and the single amplitudes
(T1) are assigned to be zeroth order, whereas the two-particle
part of the normal-ordered Hamiltonian, i.e., the fluctuation
potential W , and the double amplitudes T2 are assigned to be
first order. One then retains only first-order and zeroth-order
terms in the doubles amplitude equations, while the singles
amplitude equations are not modified. This results in69

Ω
a
i = 〈Φa

i |e−T1HeT1 +[e−T1HeT1 ,T2]|Φ0〉= 0 , (1)

Ω
ab
i j = 〈Φab

i j |e−T1HeT1 +[F,T2]|Φ0〉= 0 . (2)

Since CC-LRT can be applied to the CC2 model in the same
way as to CCSD, it is possible to derive response functions
and to define excitation energies for CC2 wave functions as
eigenvalues of a Jacobian.69,73
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FIG. 1. Description of a low-spin state as spin-flipping excitation from a high-spin reference state.

CC2 is well established as a method for excited states69,78–89

that can be applied to much larger systems than EOM-CCSD
because the computational cost scales less steeply (N5 as
compared to N6, where N is the system size). Commonly,
CC2 is combined with the resolution-of-the-identity (RI)
approximation79 or Cholesky decomposition83 of the electron
repulsion integrals (ERIs). This is advantageous because the
memory requirements can be reduced from N4 to N3 if one
rewrites the amplitude equations in terms of e−T1HeT1 , i.e., a
Hamiltonian that is similarity-transformed by T1. The double
amplitude equations then assume a form similar to second-
order Møller-Plesset perturbation theory (MP2) so that T2 can
be computed on the fly and does not need to be stored.
We note that CC2 is closely related to algebraic diagram-
matic construction through second order (ADC(2));33,34,90–93

the two methods often yields very similar results. Starting
from the CC2 Jacobian derived within CC-LRT, one can ob-
tain the ADC(2) secular matrix by setting to zero the singles
amplitudes (T1) and replacing the CC2 T2 amplitudes by those
from MP2 followed by symmetrization of the Jacobian.84 An-
other closely related method is CIS(D),94,95 for which a spin-
flip variant has been introduced as well.28

The SF-CC2 implementation reported in the present work
is suitable for unrestricted (UHF) and restricted open-shell
(ROHF) reference wave functions. The RI approximation or,
alternatively, Cholesky decomposition, can be applied to the
ERIs. However, our implementation is not based on a T1-
transformed Hamiltonian; rather it relies on modified CCSD
and EOM-CCSD equations. The working equations of SF-
CC2 and standard CC2 are the same in a spin-orbital for-
mulation and differ only in the spin symmetry of the exci-
tation amplitudes. This is the same for spin-flipping and spin-
conserving EOM-CCSD.23 The details of the computations
that we performed to illustrate the performance of SF-CC2
are provided in Section II. The corresponding results are pre-
sented in Section III and compared to CCSD and ADC(2) re-
sults, while Section IV summarizes our general conclusions.

II. COMPUTATIONAL DETAILS

We have implemented the SF-CC2 method into the Q-CHEM
electronic-structure package96 making use of the libtensor
library.97 To assess its performance, we studied the following
cases:

• Potential energy curves of the ground states of the
hydrogen molecule (H2) and the hydrogen fluoride
molecule (HF).

FIG. 2. Structures of ortho-benzyne (left), meta-benzyne (middle),
and para-benzyne (right).

FIG. 3. Structures of the binuclear copper complexes
Cu2(CH3COO)4(H2O)2 (CUAQAC02, left) and [Cu2(C4H12N2)2
(OCH3)(O2CH)]2+ (PATFIA without ferrocene ligand, right).

• Vertical singlet-triplet splittings between the 1∆ and
3Σ− states of NH, OH+, and NF and between the 1∆g

and 3Σ−g states of O2. The wave functions of the ∆ states
are dominated by two exactly degenerate determinants.
The bond lengths used are R(NH) = 1.036 Å, R(NF) =
1.317 Å, R(OH) = 1.029 Å, R(OO) = 1.207 Å.

• Vertical singlet-triplet splittings between the 1A1 and
3B1 states of CH2, NH+

2 , SiH2, and PH+
2 . The wave

functions of the 1A1 states all have only moderate mul-
ticonfigurational character, but the singlet-triplet split-
tings vary significantly. The bond lengths and angles
used are R(CH) = 1.0775 Å, R(NH) = 1.0295 Å, R(SiH)
= 1.4770 Å, R(PH) = 1.4056 Å and ∠(HCH) = 133.29◦,
∠(HNH) = 150.88◦, ∠(HSiH) = 118.26◦, and ∠(HPH)
= 121.77◦.

• Vertical singlet-triplet splittings of ortho-, meta-, and
para-benzyne. The multiconfigurational character of
the singlet state grows in the order ortho < meta < para,
the singlet-triplet splittings decrease in the same order.
The molecular structures (Fig. 2), optimized for the
triplet states, were taken from Ref. 43 and are available
in the electronic supplementary information (ESI).

• Vertical singlet-triplet splittings of two
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binuclear copper complexes: tetra-µ-
acetato-bisaquo-dicopper(II) (CUAQAC02),
Cu2(CH3COO)4(H2O)2 and µ-methoxo-µ-
formiato-tetra-(N,N-dimethylethylenediamine)-
dicopper(II) (PATFIA without ferrocene ligand),
[Cu2(C4H12N2)2(OCH3)(O2CH)]2+. The molecular
structures of these complexes (Fig. 3) were taken from
Refs. 68 and 67, respectively, and are available in the
ESI.

• Potential energy curves of the ground state of ozone
(O3) at an O-O-O angle of 142.76◦. This investigation
is motivated by the failure of CC2 reported in Ref. 98.
A second set of calculations carried out at the equilib-
rium bond angle (116.78◦) is reported in the ESI (Fig.
1).

In all calculations, the cc-pVXZ (X = D, T, Q) basis sets99,100

were employed if not stated otherwise. Core electrons were
frozen in the correlation treatment of the copper complexes
and included for all other calculations. The corresponding
auxiliary basis sets101 were employed for calculations using
the RI approximation. A threshold of 10−3 was used in all
cases where Cholesky decomposition of the ERIs was applied.
All SF-CC2 results are compared to results from EOM-SF-
CCSD and SF-ADC(2) calculations that were carried out with
Q-CHEM as well.
For the calculation of the singlet-triplet splittings of the di-
atomics, the carbene-like molecules, and the three isomers of
benzyne, we used UHF and ROHF references while the poten-
tial curves of H2, HF, and O3 as well as the singlet triplet split-
tings of the two copper complexes were computed only with
UHF. We note that, although the spin contamination of ROHF-
CC wave functions is usually smaller than that of UHF-CC
wave functions, it can hardly be said that ROHF-CC is gener-
ally superior.
We use the MS = 0 component of the triplet state, which is
obtained as spin-flipping excitation with all methods, for the
evaluation of singlet-triplet splittings. It has been argued in
the context of EOM-SF-CCSD that this provides a more bal-
anced description than using the reference state (MS = 1).77

We define the splitting as Esinglet−Etriplet meaning that posi-
tive values correspond to a triplet ground state.

III. RESULTS AND DISCUSSION

A. Potential energy curves of H2 and HF

As a first numerical test of the SF-CC2 method, we computed
potential energy curves for the 1Σ+

g and 1Σ+ ground states of
H2 and HF, which are shown in Fig. 4. For both molecules,
we also performed SF-ADC(2) and EOM-SF-CCSD calcula-
tions that are reported in Fig. 4 as well. These calculations
all use the 3Σ+

u state of H2 and the 3Σ+ state of HF as ref-
erence. For HF, we compare to the full CI values from Ref.
102, whereas for a two-electron system such as H2, EOM-SF-
CCSD yields the same energies as full CI so that this curve
serves as reference.

The upper panels of Fig. 4 demonstrate that all SF meth-
ods yield qualitatively correct potential energy curves for both
molecules, while it is well known that a direct treatment of
the ground state with truncated methods does not describe the
dissociation correctly. A more thorough analysis is possible
based on the lower panels of Fig. 4 that present the same
results as deviations from full CI. For H2, the SF-CC2 and
SF-ADC(2) curves lie practically on top of each other with
deviations not exceeding 10−4 a.u. Both methods underesti-
mate the dissociation energy by ca. 0.009 a.u. (0.25 eV) while
the agreement with full CI is better near the equilibrium bond
length.
For HF, more substantial differences between SF-CC2 and
SF-ADC(2) are visible. SF-ADC(2) underestimates the dis-
sociation energy by ca. 0.016 a.u. (0.44 eV) while the cor-
responding value for SF-CC2 amounts to 0.009 a.u. (0.25
eV). As can be expected, EOM-SF-CCSD is clearly supe-
rior underestimating the dissociation energy by less than 10−4

a.u. (0.0025 eV). The most significant discrepancies with full
CI occur for all methods at intermediate distances. SF-CC2
yields a maximum deviation of 0.023 a.u. (0.62 eV) at 1.6
Å, the corresponding value for SF-ADC(2) amounts to 0.020
a.u. (0.55 eV) at 1.4 Å. EOM-SF-CCSD performs somewhat
better yielding a maximum deviation of 0.011 a.u. (0.31 eV)
at 1.8 Å.
The resulting nonparallelity errors (NPEs) for the HF poten-
tial energy curve are 0.011 a.u. for EOM-SF-CCSD, 0.032
a.u. for SF-CC2, and 0.037 a.u. for SF-ADC(2). Notably,
these values, including the one for EOM-SF-CCSD, are all
relatively high compared to multireference methods that take
account of dynamic correlation. For example, multireference
CI with an active space of two orbitals produces in the DZV
basis an NPE of less than 0.001 a.u. for the HF potential
energy curve,103 for state-specific multireference CCSD the
value is less than 0.002 a.u.,103 and internally-contracted mul-
tireference CCSD even has an NPE of just 10−4 a.u.14 Mul-
tireference variants of second-order perturbation theory in the
cc-pVDZ basis also yield NPEs below 0.007 a.u.104

B. Singlet-triplet splittings

To investigate the performance of SF-CC2 further, we com-
puted vertical singlet-triplet splittings of various molecules.
Tab. I shows the results for the diatomic molecules NH, OH+,
O2, and NF, all of which have a triplet ground state with the
nominal configuration (πx)

1(πy)
1 and an excited 1∆ state with

the electronic structure (πx)
2 +(πy)

2 where two determinants
contribute equally. All spin-flip methods preserve this degen-
eracy and Tab. I illustrates that the second-order methods
SF-CC2 and SF-ADC(2) reproduce the EOM-SF-CCSD re-
sults very well. The mean absolute errors (MAEs) relative
to EOM-SF-CCSD are 0.021 eV for SF-CC2 and 0.016 eV
for SF-ADC(2) with negligible differences between UHF and
ROHF variants. The maximum errors amount to 0.051 eV for
SF-CC2 and 0.043 eV for SF-ADC(2). We note that the error
introduced by the RI approximation is of the order of 10−4 eV
and thus much smaller except for the cc-pVDZ basis set.
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FIG. 4. Upper panels: Potential energy curves for the ground states of H2 (left) and HF (right) computed with EOM-SF-CCSD, SF-CC2, and
SF-ADC(2). For HF, full CI results from Ref. 102 are shown as well. The energy at the equilibrium structure is set to zero for all curves. The
cc-pVTZ basis set is used for H2, the 6-31G** basis set for HF. Lower panels: The same data plotted as deviations from full CI.

TABLE I. Vertical singlet-triplet gaps in eV of NH, OH+, O2, and NF computed at the equilibrium structures of the triplet states.
UHF ROHF

Basis EOM-SF-CCSD SF-CC2 SF-RI-CC2 SF-ADC(2) EOM-SF-CCSD SF-CC2 SF-RI-CC2 SF-ADC(2)
NH cc-pVDZ 1.8216 1.8003 1.8005 1.8060 1.8214 1.8006 1.8006 1.7944

cc-pVTZ 1.6590 1.6555 1.6555 1.6642 1.6581 1.6555 1.6555 1.6543
cc-pVQZ 1.6064 1.6042 1.6043 1.6142 1.6051 1.6040 1.6041 1.6046

OH+ cc-pVDZ 2.3653 2.3296 2.3293 2.3353 2.3654 2.3298 2.3294 2.3223
cc-pVTZ 2.2363 2.2173 2.2174 2.2243 2.2360 2.2181 2.2182 2.2137
cc-pVQZ 2.1888 2.1722 2.1723 2.1794 2.1883 2.1731 2.1732 2.1697

O2 cc-pVDZ 1.1127 1.1401 1.1361 1.1511 1.1088 1.1361 1.1320 1.1342
cc-pVTZ 1.0715 1.0794 1.0794 1.0936 1.0667 1.0746 1.0745 1.0738
cc-pVQZ 1.0542 1.0541 1.0542 1.0695 1.0488 1.0486 1.0487 1.0481

NF cc-pVDZ 1.6520 1.6023 1.6005 1.6352 1.6518 1.6026 1.6009 1.6205
cc-pVTZ 1.5389 1.5012 1.5010 1.5353 1.5383 1.5021 1.5019 1.5226
cc-pVQZ 1.5033 1.4653 1.4654 1.4995 1.5025 1.4662 1.4664 1.4871

However, the good performance of SF-CC2 and SF-ADC(2)
apparent from Tab. I should be treated with care. In the ESI
(Tab. 2), we report energy differences between the reference
states (MS = 1) and the MS = 0 components of the same triplet
states. Since this multiplet splitting vanishes in the exact limit,
its value provides a measure for the quality of an approximate
wave function. For EOM-SF-CCSD with UHF and ROHF ref-
erences, we obtain values of 0.01–0.03 eV and <0.0001 eV, re-
spectively, whereas SF-CC2 yields 0.13–0.26 eV starting from
a UHF reference and 0.05–0.19 eV starting from an ROHF

reference. For SF-ADC(2) compared to the MP2 reference
state, the artificial multiplet splitting is even more pronounced
with values of up to 0.39 eV for UHF-based calculations and
up to 0.30 eV for ROHF-based calculations. Interestingly,
the MS = 0 state computed with ROHF-SF-ADC(2) has a
lower energy than the ROHF-MP2 reference state whereas the
MS = 0 state is higher in energy in all other cases. This outlier
can probably be related to the poor general performance of
ROHF-MP2.1 In conclusion, our results demonstrate that the
suggestion from Ref. 77 to evaluate singlet-triplet splittings



5

TABLE II. Vertical singlet-triplet gaps in eV of CH2, NH+
2 , SiH2, and PH+

2 computed at the equilibrium structures of the triplet states.

UHF ROHF
Basis EOM-SF-CCSD SF-CC2 SF-RI-CC2 SF-ADC(2) EOM-SF-CCSD SF-CC2 SF-RI-CC2 SF-ADC(2)

CH2 cc-pVDZ 1.0780 1.1441 1.1444 1.1492 1.0766 1.1452 1.1455 1.1432
cc-pVTZ 0.9403 1.0129 1.0130 1.0233 0.9384 1.0150 1.0151 1.0206
cc-pVQZ 0.9022 0.9675 0.9676 0.9800 0.9001 0.9700 0.9700 0.9784

NH+
2 cc-pVDZ 1.9597 1.9537 1.9537 1.9613 1.9592 1.9524 1.9524 1.9417

cc-pVTZ 1.8220 1.8273 1.8273 1.8381 1.8208 1.8272 1.8272 1.8224
cc-pVQZ 1.7804 1.7824 1.7825 1.7941 1.7790 1.7827 1.7829 1.7797

SiH2 cc-pVDZ -0.3520 -0.2438 -0.2446 -0.2484 -0.3534 -0.2421 -0.2430 -0.2478
cc-pVTZ -0.4333 -0.3399 -0.3399 -0.3451 -0.4347 -0.3378 -0.3379 -0.3441
cc-pVQZ -0.4572 -0.3769 -0.3768 -0.3823 -0.4586 -0.3747 -0.3747 -0.3810

PH+
2 cc-pVDZ -0.0947 -0.0070 0.0066 -0.0042 -0.0964 0.0090 0.0085 -0.0038

cc-pVTZ -0.1886 -0.0948 -0.0945 -0.0970 -0.1904 -0.0922 -0.0920 -0.0966
cc-pVQZ -0.2161 -0.1342 -0.1340 -0.1360 -0.2179 -0.1315 -0.1314 -0.1353

using the MS = 0 component of the triplet state is vital for SF-
CC2 and SF-ADC(2), whereas it only represents a marginal
improvement in the case of EOM-SF-CCSD.
As a second set of test cases, we studied CH2, NH+

2 , SiH2
and PH+

2 all of which have frontier orbitals of a1 and b1 sym-
metry. Both orbitals are formally nonbonding but the a1 or-
bital is located in the molecular plane, whereas the b1 orbital
is oriented perpendicular to the molecular plane. In the 3B1
states, both orbitals are singly occupied, while the 1A1 states
are dominated by the determinant where the a1 orbital is dou-
bly occupied. However, the determinant where the b1 orbital
is doubly occupied delivers a significant contribution as well.
In the ESI (Tab. 3), we report the leading amplitudes from SF-
CC2, SF-ADC(2), and EOM-SF-CCSD calculations, which
illustrates that all methods agree on the moderate multiconfig-
urational character of the 1A1 states. According to our calcu-
lations it grows in the order PH+

2 < SiH2 < CH2 < NH+
2 ; for

the first molecule the two most important determinants have
coefficients of 0.94 and 0.17, for the last molecule the values
are 0.81 and 0.47.
It is well established that CH2 and NH+

2 have a triplet ground
state while SiH2 and PH+

2 have a singlet ground state.43 Our
computed singlet-triplet splittings in Tab. II reproduce that.
SF-CC2 and SF-ADC(2) perform very similarly to each other
and at the same time somewhat worse than for the diatomics.
The MAEs relative to EOM-SF-CCSD amount to 0.065 eV
for SF-CC2 and 0.066 eV for SF-ADC(2), the maximum er-
rors are 0.111 eV and 0.106 eV, respectively. Notably, SF-
CC2 yields the wrong sign for the singlet-triplet gap of PH+

2
if the cc-pVDZ basis is employed; the deviation from EOM-
SF-CCSD is of the same size as the actual singlet-triplet gap.
We note that the trends in the multiplet splittings are similar
to those observed for the diatomic molecules and that differ-
ences between UHF and ROHF-based calculations are again
negligible.
Next, we applied SF-CC2 to compute singlet-triplet splittings
for the three isomers of benzyne. These molecules served as
test cases for other SF methods in the past25,43 and we note
that these previous studies focused on the adiabatic energy
gap, which has been determined experimentally.105 However,
since the purpose of the present work is to assess the SF-CC2

method, we limit ourselves to vertical energy splittings in the
following.
The electronic structure of the benzyne molecules is governed
by two frontier orbitals that can be understood as bonding
and antibonding combinations of the orbitals hosting the two
unpaired electrons.106 Because the energy gap between these
two orbitals decreases from ortho-benzyne over meta-benzyne
to para-benzyne, the multiconfigurational character of the sin-
glet state grows in the same order. This trend is apparent in the
two leading amplitudes of all SF calculations, which assume
values of 0.83 and 0.21 for ortho-benzyne, of 0.77 and 0.28
for meta-benzyne and of 0.66 and 0.50 for para-benzyne (see
ESI, Tab. 3).
It is well known that all isomers of benzyne have a sin-
glet ground state105,106 although the singlet-triplet gap shrinks
considerably in the order ortho > meta > para.106 Our com-
puted singlet-triplet splittings in Tab. III conform to this trend.
Here, the differences between SF-CC2 and SF-ADC(2) are a
little more pronounced than in Tabs. I and II: The MAE rel-
ative to EOM-SF-CCSD amounts to 0.031 eV for SF-CC2 as
compared to 0.021 eV for SF-ADC(2) and the maximum er-
rors are 0.076 eV for SF-CC2 and 0.065 eV for SF-ADC(2).
Tab. III shows that all second-order methods except UHF-SF-
ADC(2) perform noticeably worse for m-benzyne than for the
other two isomers. Whereas the substantial spin contamina-
tion of the UHF reference determinant (〈S2〉 ≈ 2.68) suggests
than ROHF might give better results for m-benzyne, Tab. III
shows that this is not the case: The deviations from EOM-SF-
CCSD are in fact larger than with the UHF-based methods.
Using the MS = 0 component of the triplet state for the eval-
uation of the singlet-triplet splitting is again indispensable for
all SF-CC2 and SF-ADC(2) calculations because of the large
multiplet splittings (see ESI, Tab. 2). This artificial splitting
is especially pronounced for m-benzyne with values of 0.17
eV, 0.34 eV, and 0.42 eV for EOM-SF-CCSD, SF-CC2, and
SF-ADC(2), respectively.
To illustrate the applicability of SF-CC2 to somewhat
larger molecules, we computed singlet-triplet splittings for
two binuclear copper complexes, Cu2(CH3COO)4(H2O)2
(CUAQAC02) and [Cu2(C4H12N2)2(OCH3)(O2CH)]2+ (PAT-
FIA without ferrocene group) using the cc-pVDZ basis. In the
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TABLE III. Vertical singlet-triplet gaps in eV of ortho-, meta-, and para- benzyne computed at the equilibrium structures of the triplet states.
UHF ROHF

Basis EOM-SF-CCSD SF-CC2 SF-RI-CC2 SF-ADC(2) EOM-SF-CCSD SF-CC2 SF-RI-CC2 SF-ADC(2)
o-C6Ha

4 cc-pVDZ -1.0397 -1.0338 -1.0348 -1.0068 -1.0435 -1.0395 -1.0405 -1.0123
cc-pVTZ -1.0305 -1.0467 -1.0468 -1.0181 -1.0343 -1.0529 -1.0531 -1.0237
cc-pVQZ -1.0362 -1.0605 -1.0605 -1.0325 -1.0401 -1.0669 -1.0670 -1.0384

m-C6Ha
4 cc-pVDZ -0.5032 -0.5438 -0.5442 -0.5175 -0.5128 -0.5797 -0.5802 -0.5735

cc-pVTZ -0.5082 -0.5552 -0.5554 -0.5260 -0.5176 -0.5899 -0.5901 -0.5804
cc-pVQZ -0.5075 -0.5585 -0.5585 -0.5281 -0.5166 -0.5927 -0.5927 -0.5818

p-C6Hb
4 cc-pVDZ -0.1541 -0.1634 -0.1638 -0.1406 -0.1551 -0.1641 -0.1645 -0.1384

cc-pVTZ -0.1384 -0.1578 -0.1579 -0.1333 -0.1394 -0.1588 -0.1589 -0.1310
cc-pVQZ -0.1354 -0.1585 -0.1585 -0.1332 -0.1363 -0.1596 -0.1596 -0.1310

a The molecule has C2v symmetry, the relevant electronic states are 1A1 and 3B2.
b The molecule has D2h symmetry, the relevant electronic states are 1Ag and 3B3u.

case of CUAQAC02, the calculation comprises 202 electrons
and 418 basis functions, in the case of PATFIA 196 electrons
and 464 basis functions.
Both molecules are of interest as prototypical single-molecule
magnets.109,110 The two copper atoms in CUAQAC02 and
PATFIA are 2.60 Å and 3.46 Å apart, respectively; the cou-
pling between the unpaired electrons, which reside in d-
orbitals at the two copper atoms, is very weak leading to
a small singlet-triplet splitting. In binuclear metal com-
plexes, the singlet-triplet gap equals the exchange-coupling
constant J between the two radical centers, which enters phe-
nomenological spin Hamiltonians for the description of the
behavior in a magnetic field.110 Most importantly, the sign
of J determines whether a molecule shows ferromagnetic
(J > 0) or antiferromagnetic (J < 0) behavior. Experimen-
tally, J can be determined from measurements of the magnetic
susceptibility.109,110

Our computed singlet-triplet splittings for CUAQAC02 and
PATFIA are reported in Tab. IV. In agreement with
previous EOM-SF-CCSD calculations68 and the experimen-
tal results,107,108 SF-CC2 and SF-ADC(2) yield for both
molecules tiny splittings of less than 1 kcal/mol (= 350 cm−1)
with the singlet states as ground states. For PATFIA all
methods overestimate the experimental value for the splitting,
while for CUAQAC02 the experimental value lies between
the theoretical ones. Although Tab. IV illustrates good per-

TABLE IV. Vertical singlet-triplet gaps in cm−1

of Cu2(CH3COO)4(H2O)2 (CUAQAC02) and
[Cu2(C4H12N2)2(OCH3)(O2CH)]2+ (PATFIA without ferrocene)
computed with different spin-flip methods. Experimental values are
given as well.

EOM-SF-CCSDa SF-CC2b SF-ADC(2)b expt
CUAQAC02 -191 -337 -155 -286c

PATFIA -85 -136 -113 -11d

a From Ref. 68, computed using the cc-pVDZ basis set, Cholesky
decomposition (CD) of the ERIs, frozen natural orbitals, and a
truncated orbital virtual space.
b This work, computed using the cc-pVDZ basis set and CD of the
ERIs.
c From Ref. 107
d From Ref. 108

formance of SF-CC2 and SF-ADC(2), these results should be
treated with care given that the MAE of both methods rela-
tive to EOM-SF-CCSD (see Tabs. I–III) is of the same order
of magnitude as the singlet-triplet splitting of the two com-
plexes.

C. Potential energy surface of ozone

As a final application of SF-CC2, we study the ground elec-
tronic state of ozone. Some years ago, it was shown that the
standard CC2 method predicts a barrierless symmetric dis-
sociation of that molecule into three oxygen atoms, whereas
MP2 and CCSD do not suffer from this failure.98 The con-
tribution of [[H,T1],T1] to the double amplitude equations
was identified as a main origin of the problem of CC2 and
a connection to the multiconfigurational character of ozone
was drawn. Later on, it was shown that internally con-
tracted multireference CC2 has no problem describing the
ground state of ozone.89 The nominal electronic configuration
of this state is (core)2(4b2)2(6a1)2(1a2)2 but the configuration
(core)2(4b2)2(6a1)2(2b1)2 delivers a non-negligible contribu-
tion to the wave function as well.
We constructed PECs for ozone using SF-CC2 and the cc-
pVDZ basis set to investigate if the spin-flip variant suffers
from the same problem as regular CC2. In addition, we per-
formed EOM-SF-CCSD and SF-ADC(2) calculations. The
following four UHF reference wave functions were employed:

• (core)2(4b2)2(6a1)1(1a2)2(7a1)1, which corresponds to
a 3A1 state;

• (core)2(4b2)2(6a1)1(1a2)2(2b1)1, which corresponds to
a 3B1 state;

• (core)2(4b2)2(6a1)2(1a2)1(2b1)1, which corresponds to
a 3B2 state;

• (core)2(4b2)1(6a1)2(1a2)2(2b1)1, which corresponds to
a 3A2 state;

As is apparent from Fig. 5, the 6a1 and 7a1 orbitals are σ -
type orbitals that are bonding and antibonding along the O-O
bonds, respectively. Using the 3A1 state as reference for the
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6a1 7a1 4b2 1a2 2b1

FIG. 5. Relevant molecular orbitals of ozone computed for the 1A1 ground state with the cc-pVDZ basis set at R = 1.30 Å and a bond angle
of 142.76◦ and plotted at an isovalue of 0.02. From left to right: 6a1 (ε = −0.512 a.u.), 7a1 (ε = +0.192 a.u.), 4b2 (ε = −0.589 a.u.), 1a2
(ε =−0.495 a.u.), and 2b1 (ε =−0.044 a.u.).
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FIG. 6. Left: Potential energy curves of the ground state of ozone at a bond angle of 142.86◦ computed with conventional CCSD, CC2,
and MP2 (top panel), and EOM-SF-CCSD, SF-CC2, and SF-ADC(2) using the 3A1 and 3A2 states as reference (middle and bottom panel).
Right: Norms of single and double amplitude vectors from corresponding CCSD and CC2 calculations. The cc-pVDZ basis was used for all
calculations.
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construction of the PECs is thus best in line with the general
idea of SF methods. The other relevant orbitals 4b2, 1a2, and
2b1 have π-character so that the use of the 3B1, 3B2, and 3A2
states as reference is less well justified.
We point out here that, regardless of the choice of reference,
all SF methods assume that bond cleavage can be approx-
imated as a two-electrons-in-two-orbitals system, which is
questionable in the case of ozone given the non-negligible
contributions of two determinants already at the equilibrium
structure. As documented in the ESI (Tab. 4), the descrip-
tion of the ground state wave function does not differ much
between EOM-SF-CCSD, SF-CC2, and SF-ADC(2) and also
not among calculations based on different reference states. At
the equilibrium bond length, the two leading amplitudes from
the SF calculations are in the ranges 0.916–0.955 and 0.082–
0.203, respectively. At stretched bond lengths, the differences
are somewhat more pronounced but not striking.
The computed potential energy curves are shown in Fig. 6
together with the norms of the corresponding T1 and T2 am-
plitude vectors. The upper panels reproduce the results from
Ref. 98: Whereas CCSD and MP2 yield an increase in energy
as the O-O bonds are symmetrically stretched, CC2 yields an
erroneous decrease in energy accompanied by a sharp increase
in the norms of the CC amplitudes beyond 1.5 Å.
The behavior of SF-CC2 is illustrated in the middle and lower
panels of Fig. 6. It is apparent that this depends on the ref-
erence state: When the 3A1 state is used, SF-CC2 produces
a dissociative curve similar to regular CC2, although with a
less steep slope, whereas calculations based on the 3A2 state
do not suffer from this failure. SF-CC2 results obtained using
the 3B1 and 3B2 states as reference are similar to the ones ob-
tained using the 3A2 state and are reported in the ESI (Fig. 2).
The influence of the reference state on the SF-CC2 results is
also visible in the CC amplitudes: for the 3A1 state (middle
right panel) the norms increase substantially when the O-O
bonds are stretched even though this increase is by far not as
drastic as for the 1A1 state (upper right panel). In contrast,
the norms of the CC amplitude vectors of the 3A2 state (lower
right panel) are insensitive towards bond stretching.
We note that SF-ADC(2) produces a qualitatively correct po-
tential energy curve for ozone with all reference states, which
is quite remarkable given the very similar performance of SF-
CC2 and SF-ADC(2) for all molecules discussed before. At
the same time, the different SF-ADC(2) curves deviate more
from each other than the EOM-SF-CCSD curves, which is not
surprising given the superiority of the latter method. Notwith-
standing the failure of SF-CC2 based on the 3A1 state, the
qualitative correctness of all other SF curves demonstrates the
robustness of the spin-flip approach in view of the multicon-
figurational character of the ozone ground state.

IV. CONCLUSIONS

We have presented an implementation of a spin-flip variant
of the second-order approximate coupled-cluster singles and
doubles model (SF-CC2) together with some representative
computations to assess the performance of the method. The

spin-flip approach is well established for the treatment of
states with multiconfigurational wave functions and is able to
describe single-bond breaking correctly. It relies on the fact
that high-spin states are often well approximated by a single
Slater determinant.
Our implementation of the SF-CC2 method can be combined
with the RI approximation or Cholesky decomposition of the
ERIs and can handle UHF and ROHF reference determinants.
Our calculations illustrate that SF-CC2 delivers results that
are very close to those from SF-ADC(2) calculations, which is
similar to the behavior of spin-conserving CC2 and ADC(2).
The potential energy curve for the ground state of HF shows
that SF methods feature substantially larger nonparallelity er-
rors than multireference methods.
For energy differences, the performance is better and SF-
CC2 delivers singlet-triplet splittings that typically deviate by
0.02–0.06 eV from EOM-SF-CCSD. However, the use of the
low-spin component of the triplet state is vital for evaluating
singlet-triplet gaps: The artificial splitting between the low-
spin and high-spin components of triplet states is much larger
for SF-CC2 (0.05–0.33 eV) and SF-ADC(2) (0.05–0.42 eV)
than for EOM-SF-CCSD (< 0.04 eV, often much smaller) ow-
ing to the more complete treatment of electron correlation by
the latter method.
A noteworthy difference between SF-CC2 and SF-ADC(2) is
observed for ozone: SF-CC2 predicts a barrierless symmet-
ric dissociation of that molecule similar to what was observed
with conventional CC2. In contrast, SF-ADC(2) yields a qual-
itatively correct potential energy surface. Interestingly, the
failure of SF-CC2 depends on the reference state, it is only
present when the 3A1 state is used and can be avoided when
using other low-lying triplet states.
In sum, the performance of SF-CC2 is comparable to that
of conventional CC2. The reduced accuracy as compared
to EOM-SF-CCSD is clearly visible in the numerical results
but must be weighed against the reduced computational cost.
Given the very similar performance, we imagine for SF-CC2
similar fields of application as for SF-ADC(2).
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