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Abstract

The 1,3 dipolar cycloaddition reactions of münchnones and alkenes provide an expe-

dite synthetic way to substituted pyrroles, an exceedingly important structural motif in

the pharmaceutical and material science fields of research. The factors governing their

regio-selectivity rationalization are not well understood. Using several approaches, we

investigate a set of 14 reactions (featuring two münchnones, 12 different alkenes, and

two alkynes). The Natural Bond Theory and the Non-Covalent Interaction Index anal-

yses of the non-covalent interaction energies fail to predict the experimental major

regio-isomer. Employing global cDFT descriptors or local ones such as the Fukui func-

tion and dual descriptor yields similarly inaccurate predictions. Only the local softness

pairing, withing Pearson’s Hard and Soft Acids and Bases principle, constitutes a reli-

able predictor for the major reaction product. By taking into account an estimator for

the steric effects, the correct regio-isomer is predicted. Steric effects play a major role

in driving the regio-selectivity, as was corroborated by energy decomposition analysis

of the transition states.
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Introduction

N-containing heterocycles are ubiquitous in nature. These structural motifs are present in

many bio-molecules, such as DNA basis, hormones, and proteins, participating in multiple

key metabolic processes.1,2 At the same time, they show intrinsic reactivity3,4, being able

to partake in numerous highly efficient reactions, which opens the door to synthetic ways to

modify their chemical and physical properties. It comes then as no surprise their paramount

relevance for the pharmaceutical and material design fields of research. For example, more

than half of the FDA-approved small molecules feature at least one N substituted heterocycle

(59% up to 20145,6 and 88% from 2015 to 20207).

In particular, the pyrrole structural motif and its derivatives are present in many natural and

man-made products and molecules with pharmaceutical properties8, such as antibiotics9–11,

anti-inflammatory drugs12,13, anticancer drugs14–16, and HIV drug candidates17–19 among

others. Therefore, finding novel efficient synthetic routes for pyrrole derivatives acquires

special relevance. A promising new alternative for their obtention is the 1,3 dipolar cy-

cloaddition (13DC) of münchnones (1,3-oxazolium 5-oxides)20–22. These reactions produce

bicyclic cycloadducts which can undergo CO2 loss under simple conditions yielding substi-

tuted pyrroles. At the same time, they classify within the click chemistry philosophy23,24, as

they proceed under simple reaction conditions and are characterized by their high yield and

carbon efficiency. The reactions also present high regio-selectivity, even in the absence of cat-

alyzers. Consequently, it is not surprising the large number of theoretical and experimental

works devoted to studying them22,25–28.

The regio-selectivity of 13DC of münchnones and phosphomünchnones with alkynes was

intensely explored in a series of theoretical works by Houk et al.29–31 For these reactions,

the frontier molecular orbital theory (FMO) failed to correctly predict the major product

from their reactants29. Only by employing a distortion interaction analysis, they were able

to rationalize the reactivity of such systems, finding the molecular distortion effects being

the major driving factor behind the regio-selectivity. A posterior research, focused on 13DC
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of alkenes with münchnones, was undertaken by Lopchuk et al.32 by means of experimental

determinations and theoretical calculations. In particular, they studied the reaction of two

münchnones with several phenyl-substituted nitro alkenes, and with phenylacetylene. For

these cases, FMO failed to predict the major product. A hypothesis was then made that

steric effects were driving the reaction selectivity. Nevertheless, the insensibility of the major

regio-isomer to changes in the bulkier group position in the münchnone ring results very

intriguing.

A recent investigation was performed33 using conceptual density functional theory34 (cDFT)

tools along the reaction path for a representative reaction of this family. All tested descriptors

failed to predict the experimental regio-selectivity of the reaction, and the greatest charge

transfer (which is when cDFT descriptors were devised to be more accurate) materializes

after the transition state (TS). It was also noted that although the 13DC occurs in one

elementary step, bond formation between dipole and dipolarophile occurs asynchronously.

This work extends the previous research33 to a bigger subset of the reactions compiled

by Lopchuk et al.32 aiming to understand the main factors driving the reaction’s regio-

selectivity. Initially, we locate the most important dipole-dipolarophile interactions in the

TSs, assessing their relevance to the regio-selectivity. For this, we perform a thorough

analysis of the TSs’ electronic density within the natural bond orbital35–37 (NBO) and non-

covalent interaction index38,39 (NCI) frameworks. Several global and local conceptual den-

sity functional theory (cDFT) descriptors34,40 combined with different condensation40–43 (to

numerical values) schemes were later used to rationalize the regio-selectivity. Also, direc-

tional analysis of the münchnones steric repulsion44,45 effects on the regio-selectivity was

performed, followed by an assessment of its relevance by means of an energy decomposition

analysis (EDA)46–48.
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Conceptual Density Functional theory

During the course of a reaction, when two reactants approach and interact, each one of them

is perturbed by the other. The external potential acting on the electrons of each molecule

changes (from v(r) to v(r)+∆v(r)) due to the additional interaction with the other reactant’s

nuclei and electrons. At the same time, as charge transfer processes occur, the total number

of electrons (of each molecule) is also affected (it changes from N to N +∆N). The energy

variation associated with the interaction can be expressed as a Taylor series in terms of ∆N

and ∆v(r)40,49,50:

∆E =E[v(r) + ∆v(r);N +∆N ]− E[v(r);N ] (1)

=

(

∂E

∂N

)

v(r)

∆N +

∫
(

δE

δv(r)

)

N

∆v(r)dr +
1

2

(

∂2E

∂N2

)

v(r)

∆N2+

∫
(

δ2E

δv(r)∂N

)

N

∆N∆v(r)dr +
1

2

∫
(

δ2E

δv(r)δv′(r)

)

N

δv′(r)δv(r)drdr′ + . . . (2)

In favorable interactions, the system stabilizes and energy decreases, with the differentials of

energy (or energy response functions) in equation 2 providing information about the system’s

reactivity. In conceptual density functional theory (cDFT), these response functions are

linked to chemical concepts widely employed to qualitatively rationalize and predict the

reactivity of molecular systems40,51.

The position-independent (r) partial derivatives in equation 2 are called global descriptors.

Global descriptors measure the overall response of a system to different kind of attacks

(nucleophilic/electrophilic) and have been linked to concepts, such as chemical potential

µ =
(

∂E
∂N

)

v(r)
, electronegativity52,53 χ = −µ, chemical hardness54 η =

(

∂2E
∂N2

)

v(r)
, chemical

softness40,55 S = 1
η
, and electrophilicity56–58 ω = µ2

2η
. Typically, µ and η, from which the other
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global descriptors can be derived, are calculated from the following working approximations:

µ =
I + A

2
(3)

η = I − A (4)

where I and A are the vertical ionization potential I = E(N − 1) − E(N) and electron

affinity A = E(N)− E(N + 1) of the system55.

As the reaction evolves, charge transfer is expected from the less electronegative (lower χ

value) reagent to the other. A simple comparison of the calculated electronegativity values

yields a prediction of the (donor/acceptor) character for each of the species involved in the

reaction.

Global descriptors can also provide information on a reaction’s regio-selectivity. Several de-

rived “reactivity principles” have been employed to predict the preferred product/TS among

possible alternatives. In this work, we assessed the capabilities of three cDFT principles to

predict a reaction’s major product:

∆|µ| big is good: 59–61 A reaction will evolve preferably in the direction that maximizes the

variation of the chemical potential. That is to say, the favored product (or TS) is the

one involving the biggest electronegativity change |∆µ| with respect to the reactants,

where |∆µ| = |µx − (µa + µb)/2| with x standing for the TS and a, b for the reactants.

Máximun hardness η: 62,63 A reaction will evolve preferably to the configuration (TS/product)

for which the hardness is maximized.

Minimum electrophilicity ω: 64,65 Molecules tend to decrease their electrophilicity during

a reaction. Given a set of possible reaction outcomes, the preferred TS/product is the

one with the lowest electrophilicity (ω).

Another group of cDFT descriptors are associated to the response functions in equation 2

presenting an explicit dependence on r. These are known as local descriptors and encode
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information about the system’s local susceptibilities to gain/lose electron density50,55. Con-

sequently, they act as natural markers for the regio-selectivity of reactive processes. Two of

the most widely employed local descriptors regarding regio-selectivity studies are:

The Fukui function: 66–69

f(r) =

(

δ2E

δv(r)δN

)

=

(

δµ

δv(r)

)

N

=

(

∂ρ(r)

∂N

)

v(r)

(5)

describing the electronic density’s response to variations of the molecule’s number of

electrons.

The dual descriptor: 70–73

∆f(r) =

(

δ3E

δv(r)∂2N

)

=

(

∂f(r)

∂N

)

v(r)

=

(

δη

δv(r)

)

N

(6)

For molecular systems, the energy’s derivative with respect to the number of particles is

discontinuous. Because of this, to obtain working approximations for f(r) and ∆f(r) it is

necessary74–76 to define the one-sided derivatives. Within the finite differences method (FD)

the derivatives take the form:

f+(r) = N+1ρ(r)− Nρ(r) (7)

f−(r) = Nρ(r)− N−1ρ(r) (8)

Another approximation, using spin densities, was proposed by Galván, Gázquez, and Vela

(GGV)77:

f+(r) = N+1ρs(r)/
N+1Ns (9)

f−(r) = N−1ρs(r)/
N−1Ns (10)

Here, Mρ(r)s =
Mρα(r)−

Mρβ(r) are spin densities, and, MNs =
MNα − MNβ spin numbers.
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f+(r) and f−(r) provide local measures for the propensities to experience nucleophilic or

electrophilic attacks. If a molecule acts as an electron acceptor, the electrons go towards

the region with the greatest f+(r). Correspondingly, when it acts as electron donor, the

electrons will part from the region with the greatest f−(r) values. The regions with greater

f+(r) and f−(r) mark the zones of the molecule displaying a more pronounced electrophilic

and nucleophilic characters, respectively.

Using the FD method, with f+(r) and f−(r), is possible to compute the dual descriptor

∆f(r):

∆f(r) ∼= f+(r)− f−(r) (11)

comprising information about both the nucleophilic/electrophilic character of a molecule.

Regions prone to accept electrons will display ∆f(r) > 0 while zones prone to lose electrons

will show ∆f(r) < 0. When the reactants approach, regions with ∆f(r) < 0 (donor charac-

ter) of a molecule will bond to regions with ∆f(r) > 0 (acceptor character) from the other.

This insight allows us to perform regio-selectivity and even stereo-selectivity predictions, even

for reactive processes where each reactant gain and lose electron density simultaneously.

A strictly visual analysis of f(r) and ∆f(r) results’ can prove complex. In situations where

two or more reactive sites share the same character, the more “nucleophilic/electrophilic”

atom can be estimated by the size of the corresponding lobes. Nevertheless, this approach

can be prone to errors due to the subjective nature of the visual inspection. Also, the visual

analysis turns difficult when the same atom presents lobes representing both characters (in

the case of ∆f(r)), as often occurs for FD-generated isosurfaces. A viable alternative relies on

condensing the descriptors in atomic domains, resulting in numeric values that simplify the

process of assessing the relative character of the involved atoms. The condensed expressions
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for f(r) are:

f+
k = Nqk −

N+1qk (12)

f−

k = N−1qk −
Nqk (13)

where q corresponds to the natural atomic charge and the index k identifies the atom.

Substituting 12 and 13 in equation 11 leads to the atomically condensed dual descriptor

values:

∆fk = 2Nqk −
N−1qk −

N+1qk (14)

Although atomically condensed local descriptors conduce to numeric results, making easier

the comparisons, it is important to point out the intrinsic arbitrariness in the selection of

a partition scheme of the molecular system into atomic domains. Another issue lies in con-

sidering (or not) the variation of the atoms domain frontiers with the exchange of electrons.

Simultaneously, since the descriptors are integrated over the atomic domains, an inherent

limitation lies in the loss of information about the geometrical orientation of f(r) and ∆f(r).

This becomes especially problematic for ∆f(r) in atoms that exhibit, depending on the di-

rection, both donor or acceptor character lobes. In these cases, the (donor/acceptor) atom

character should be determined by the lobe of ∆f(r) with the correct geometrical orienta-

tion, not the total integral. Aiming to reduce the possibility of ending with an incorrect

prediction Tognetti et al.42 have developed an efficient algorithm to partition the space

into regions occupied by each dual descriptor lobe for a given isosurface value. Following

Tognetti’s partition, the ∆f(r) values can be integrated within the domains, providing easily

comparable condensed values for the lobes responsible for the reactivity.

An alternative way to predict the regio-selectivity within the cDFT framework is following

the matching criteria provided by the local version of Pearson’s78 Hard and Soft Acids and

Bases (HSAB) principle79–81. The core idea is that atoms with a higher propensity to react

will be the ones with more similar softness/hardness.
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The local softness is defined as:

s(r) =

(

∂ρ(r)

∂µ

)

v(r)

(15)

or rewriting the expression:

s(r) =

(

∂ρ(r)

∂N

)

v(r)

×

(

∂N

∂µ

)

v(r)

= f(r)S (16)

It becomes apparent that s(r) will inherit the discontinuities of f(r) resulting in different

values when gaining (s+(r)) or losing (s−(r)) electrons33,55.

s+(r) = f+(r) · S (17)

s−(r) = f−(r) · S (18)

The atomically condensed values for s+k and s−k can be obtained substituting in equations 17

and 18, the condensed f+
k and f−

k values (equations 12 and 13).

s+k = f+
k · S (19)

s−k = f−

k · S (20)

The most favored interaction will be for the atom pair X,Y (X from the donor and Y from the

acceptor of electronic density) that minimizes the norm d(s−x , s
+
y ) = (s−x − s+y )

2 of difference

between the local softness values.

Computational methods

The systems selected for this study were the 13DC reactions of two münchnones, denoted

A and B (Figure 1) with seven dipolarophiles, labeled as 3-8, 14 (Figure 2). The relation of
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Figure 1: Reactions studied in the present study. The reactive atoms are labeled 1 to 4 for
easy reference.

the major (syn/anti) experimental product according to the work of Lopchuk et al32 can be

found in Table 1.

Figure 2: Reactions dipolarophiles corresponding to the studied reactions. The most impor-
tant reactive C atoms are labeled.

All calculations included in the present work were performed using the B3LYP/6–311G**

level of theory as implemented in the Gaussian 09 software82. During the reaction, a bond

formation process is taking place. These processes usually cannot be well described using

single reference methods, and thus although the multiplicity of the total system is singlet,

all calculations were performed using the unrestricted approach.

The geometry of the reactants, and the corresponding TSs (both, the ones producing the

major and the minor products), were optimized for all reactions. Frequency calculations

were performed in each case, to verify there were no imaginary frequencies corresponding to

the reactant’s geometries and only one imaginary frequency for each TS geometry. Intrinsic
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reaction path calculations (IRC) were employed for each TS to verify it successfully connected

the reactants to the cycloadducts.

Single-point calculations were done for all species with a positive and a negative charge (at

the same geometry) to obtain the vertical ionization energies and electron affinities. The

natural bonding orbital (NBO)35,37,43 and non-covalent interaction38,39 (NCI) schemes were

employed to perform the electronic density analysis of all TSs. Natural charges43 were used

to assess the charge transfer processes in the TSs and to obtain the atomically condensed

local descriptors. This approach takes into account the expansion/contraction of the atomic

domains in the presence of charge transfer processes.

To characterize the influence of the steric effects on the regio-selectivity, the magnitude

of steric force45 was computed along the line of nucleophilic/electrophilic attack on C1

and C3 of the münchnones. To gauge the relative magnitude of the factors driving the

regio-selectivities, the activation energies for all processes were decomposed using the distor-

tion/interaction model (DIM)83. The interaction energies obtained within this scheme were

further decomposed using Shubil Liu’s (EDA-SBL) energy decomposition analysis46–48. All

these analyses, as well as the NCI calculations, were performed using the Multiwfn software

package84.

Table 1: Experimental data reported by Lopchuk et. al.32 for the studied cyclization reac-
tions. For each of the corresponding dipole # - münchnone pair, the experimental syn:anti
ratio of final products and the reaction yield is reported. For each syn:anti product case the
corresponding TS is signaled.

Münchnone A Münchnone B

dipolarophile #
syn:anti

yield (%)
syn:anti

yield (%)
TSA:TSA’ TSB’:TSB

3 88:12 97 19:81 75
4 81:19 52 17:83 45
5 94:6 65 20:80 62
6 85:15 58 57:43 50
7 89:11 64 14:86 63
8 92:8 70 26:74 67

14 1:>99 83 >99:1 32
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Results and discussion

As stated before, the studied reaction family has enormous potential in chemical synthesis.

Previous attempts to rationalize the regio-selectivity of the present 13DC have failed, and

no cDFT scheme for reactivity predictions has been successful in predicting the preferred

regio-isomers from the reactants. The studied systems can be employed as a model to

explore the causes behind these failures and help develop new predictive strategies/schemes

for overcoming them. The developed strategies are expected to be useful for the reactivity

rationalization of other problematic reactions (for example 13DC of nitrones). With that

objective in mind, we seek to answer the following questions:

• Which are the preferred interactions present in the studied 13DC transition states?

• Are these interactions driving the 13DC regio-selectivity?

• Can global cDFT descriptors explain the 13DC regio-selectivity?

• Do steric effects affect the accuracy of cDFT predictions?

• What is the relative relevance of the key factors driving the regio-selectivity?

Which are the preferred interactions present in the studied 13DC

transition states?

For all reactions, the TS geometries (corresponding to the major product) show a strong

asynchronous character in the 13DC bond formation. As an illustrative example, Figure 3

depicts the TS geometries corresponding to the 13DC reactions for both münchnones and

dipolarophiles 3 and 14.

For the reaction involving 3, the most prominent münchnone-dipole interaction involves the

C1 atom of the münchnone. We arrive at this conclusion for both münchnone A and B,

as the TSs (TSA-3,TSB-3) show substantially shorter bond distances (∼ 0.5Å, ∼ 0.6Å,
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TSA-3 TSA’-3 TSB-3 TSB’-3

TSA-14 TSA’-14 TSB-14 TSB’-14

Figure 3: Geometries obtained for the TSs corresponding to the C1 –C2 C3 –C4 pairings of
münchnone A (TSA) and münchnone B (TSB) with the different dipoles (numbers).

respectively) for the C1 interaction than for the one involving C3. For the TSs corresponding

to the minor products (TSA’-3, TSB’-3), the bond distances differ on a lower scale (∼

0.3Å, ∼ 0.5Å, respectively), indicating a more synchronous evolution towards the products.

Similar results were found for all the studied reactions (3-8) except for the one featuring

dipole 14 (phenyl-acetylene). For this dipolarophile, the strongest interaction appears to be

driven by the alkyne instead of the münchnone. The shorter münchnone-dipolarophile bond

distance always features C4 for all TSs (TSA-14, TSA’-14, TSB-14, and TSB’-14).

Simultaneously, in all TS geometries, except for the reactions featuring dipolarophile 14, C1

presents a deviation from its planar topology in the isolated münchnone. A possible origin

of the modified geometry is a partial change from an sp2 to an sp3 hybridization. For the

TSs featuring dipole 14, the planarity of the münchnone ring is more well preserved.
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Are these interactions driving the 13DC regio-selectivity?

The Natural Bond Orbital (NBO) method represents the wave function using natural bond

orbitals describing the electronic density of the system in terms of the most accurate Lewis-

like structure possible. The orbitals resulting from the NBO method are more in consonance

with a “chemical” description of the obtained molecular structure in terms of bonds and

lone pairs. Moreover, the method provides second-order perturbation energies associated

with charge transfer between orbitals (in line with the chemist’s idea of donor-acceptor

interactions)85.

C1-C2 π(C4) → π∗

(C3)

TSA-3
C1-C4 π(C2) → π∗

(C3)

TSA’-3

C3-C4 π(C2) → π∗

(C1)

TSA-14
C1-C4 π(C4) → π∗

(C3)

TSA’-14

Figure 4: Geometries obtained for the TSs corresponding to the C1 –C2 C3 –C4 pairings of
münchnone A (TSA) and münchnone B (TSB) with the different dipoles (numbers).

Figure 4 illustrates the NBO description of the most relevant dipole-dipolarophile interactions

present in the TSs corresponding to the reactions featuring münchnone A and dipolarophiles

3 and 14. For both reactions, the TS corresponding to the major and minor products was

analyzed.

For TSA-3 and TSA’-3, featuring dipole 3, the Lewis structure best describing the electronic
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density represents the münchnone-dipolarophile interaction featuring C1 as a σ bond. No

bonding NBO was found for the corresponding interaction featuring münchnone C3. Here

instead, there is a donor-acceptor π(C4) → π∗

(C3)
interaction transferring electronic density

from the dipolarophile to the münchnone (retro-donation-like characteristics). Similar results

are observed for all reactions featuring any of the two münchnones and an alkene type

dipolarophile (3-8).

Table 2: Orbital donor-acceptor interactions between the reactive atoms and their energy
contributions in TSs corresponding to the C1 –C2 C3 –C4 pairings

Interaction E(2), kcal/mol Interaction E(2), kcal/mol
TSA-3 π(C4) → π∗

(C3)
23.4 TSB-3 π(C4) → π∗

(C3)
14.3

TSA-4 π(C4) → π∗

(C3)
6.6 TSB-4 π(C4) → π∗

(C3)
3.8

TSA-5 π(C4) → π∗

(C3)
21.9 TSB-5 π(C4) → π∗

(C3)
3.8

TSA-6 π(C4) → π∗

(C3)
26.7 TSB-6 π(C4) → π∗

(C3)
15.5

TSA-7 π(C4) → π∗

(C3)
22.4 TSB-7 π(C4) → π∗

(C3)
14.1

TSA-8 π(C4) → π∗

(C3)
24.6 TSB-8 π(C4) → π∗

(C3)
14.7

TSA-14 π(C2) → π∗

(C1)
284.6 TSB-14 π(C2) → π∗

(C1)
309.0

The NBO method yields similar results for complexes with dipolarophile 14 (TSA-14 and

TSA’-14). In these cases, the münchnone-dipolarophile σ bond position was determined

by the dipolarophile’s orientation. More specifically, the NBO bond between the fragments

always involves C4, a persistent trend for münchnone B.

Table 3: Orbital donor-acceptor interactions between the reactive atoms and their energy
contributions in TSs corresponding to the C1 –C4 C3 –C2 pairings

Interaction E(2), kcal/mol Interaction E(2), kcal/mol
TSA’-3 π(C2) → π∗

(C3)
96.0 TSB’-3 π(C2) → π∗

(C3)
51.1

TSA’-4 π(C2) → π∗

(C3)
96.0 TSB’-4 π(C2) → π∗

(C3)
53.1

TSA’-5 π(C2) → π∗

(C3)
122.1 TSB’-5 π(C2) → π∗

(C3)
57.6

TSA’-6 π(C2) → π∗

(C3)
58.0 TSB’-6 π(C2) → π∗

(C3)
33.9

TSA’-7 π(C2) → π∗

(C3)
115.8 TSB’-7 π(C2) → π∗

(C3)
57.7

TSA’-8 π(C2) → π∗

(C3)
83.8 TSB’-8 π(C2) → π∗

(C3)
41.5

TSA’-14 π(C4) → π∗

(C3)
78.4 TSB’-14 π(C4) → π∗

(C3)
181.2

The energy associated to the most important non-covalent inter-orbital interaction (between

fragments), for each complex, are shown in Tables 2 and 3. Interestingly enough, when

comparing donor-acceptor interaction energies (stabilizing) for the TSA-X with their corre-
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sponding TSA’-X, the greatest interaction is always found for the less stable complex. This

is a clear indication that donor-acceptor interactions are not the main factor contributing to

the stabilization of the TSs and thus do not determine these reactions’ regio-selectivity.

Non-covalent interactions can also be analyzed by means of the Reduced Density Gradient

(RDG)38,39:

s(r) =
1

2(3π2)1/3
∇ρ(r)

ρ(r)4/3
(21)

The RDG analysis focuses on plotting the regions with medium values for s(r) that charac-

terize the spatial distribution of the non-covalent interactions. For a more in-depth analysis

of the strength and type of each interaction, an RDG vs. sign(λ2)ρ graph is employed. s(r)

is used to describe ρ(r)’s deviations from a homogeneous distribution, it exhibits very large

positive values for regions far from the molecule and very small ones for regions of covalent

interactions. In an s vs ρ graph, the non-covalent interactions will appear as steep troughs at

low ρ values, corresponding to the density critical points that appear between the interacting

atoms. At the same time, there is a positive correlation between the electron density of the

critical points (ρ values where the trough appear) and the interaction strength. Furthermore,

the sign of the second largest eigenvalue the electron density’s Hessian matrix (λ2) provides

information about the type of interaction present (λ2 < 0 attractive, λ2 > 0 repulsive, λ2 ≈ 0

weak).

Figure 5 shows the NCI surfaces and RDG plots for the TSs corresponding to the major

(TSA-3, TSB-3) and minor (TSA’-3, TSB’-3) products for the reactions of münchnones A

and B with dipolarophile 3. By contrasting the NCI surfaces of TSA-3 with TSA’-3, or

TSB-3 with TSB’-3, it can be seen that the variation of the interactions spatial distribution

comprises mainly the weak (green) interactions. The strong repulsive (red) or attractive

(blue) interaction distribution remains almost invariable. The repulsive interaction is local-

ized between the münchnone ring and the dipolarophile double bond, while the attractive

non-covalent interaction features münchnone C3 (a result in line with the NBO interaction

analysis).
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TSA-3 TSB-3

TSA’-3 TSB’-3

Figure 5: NCI interactions and RGD plots for all TSs involving dipolarophile 3.

On the other side, in the RDGscatter graphs, the strong attractive interaction (blue trough)

is shifted towards higher |ρ| values in TSA’-3 and TSB’-3 with respect to TSA-3 and TSB-3,

respectively. This shift implies a stronger interaction (attractive) between monomers, and

consequent greater stability for TSA’-3 and TSB’-3, which goes against the experimental

products ratio (TSA-3 and TSB-3 are highly favored). The same results can be found for

the rest of the studied TSs.

In hindsight, the trends found for the NBO interactions and NCI analysis indicate that the

studied 13DC regio-selectivities are being governed by causes other than the electrostatic

factors and non covalent interactions.

Can global cDFT descriptors explain the 13DC regio-selectivity?

First, we calculated the energies for the optimized geometries of the reactants and TSs, and

the energies for the corresponding singly charged cations and anions (at the same geome-

try). These calculations allows us to obtain the (vertical) ionization and electron affinity

energies employed to obtain the values for the global cDFT descriptors of interest. The
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electronegativities (and other global descriptors) for the isolated dipoles and dipolarophiles

are shown in Table 4. In all cases, the dipoles exhibit a lower electronegativity value; thus,

the dipolarophile (alkene/alkyne) is predicted to behave as an acceptor of electronic density.

Table 4: Values for the global energy descriptors of interest for the isolated species. The
values were obtained using the UB3LYP/6-311G(d,p) theory level.

µ = − I+A
2 χ = I+A

2 η = I−A
2 S = 1

2η ω = µ2

2η ε = 1
ω

münchnone A -0.122 0.122 0.117 4.268 0.064 15.632
münchnone B -0.113 0.113 0.127 3.942 0.050 20.022
dipolarofile 3 -0.190 0.190 0.148 3.384 0.122 8.203
dipolarofile 4 -0.146 0.146 0.125 4.000 0.085 11.714
dipolarofile 5 -0.166 0.166 0.138 3.633 0.100 10.004
dipolarofile 6 -0.214 0.214 0.141 3.537 0.162 6.192
dipolarofile 7 -0.176 0.176 0.143 3.494 0.109 9.188
dipolarofile 8 -0.199 0.199 0.147 3.393 0.134 7.436

dipolarofile 14 -0.143 0.143 0.173 2.895 0.059 16.900

.

Natural charges were estimated for both species within the TS complexes to assess the

magnitude and direction of charge transfer between the münchnones and dipolarophiles in

the corresponding TSs. The results shown in Table 5, were consistent with the predictions

based on χ. Without exception, the dipole acted as the donor of electronic density and the

dipolarophile as the acceptor. It is noteworthy the lower magnitude of the charge transfer

for the TSs involving dipolarophile 14. In these cases, the charge transfer represents at most

half the transfer occurring for other dipolarophiles.

Table 5: Natural charges for the dipole and dipolarophile in all calculated TSs. The values
were obtained using the UB3LYP/6-311G(d,p) theory level.

TSA TSA’ TSB TSB’
Dipole Dipolarophile Dipole Dipolarophile Dipole Dipolarophile Dipole Dipolarophile

3 0.327 -0.327 0.257 -0.257 0.331 -0.331 0.227 -0.227
4 0.306 -0.306 0.197 -0.197 0.309 -0.309 0.134 -0.134
5 0.313 -0.313 0.221 -0.221 0.316 -0.316 0.173 -0.173
6 0.342 -0.342 0.342 -0.342 0.349 -0.349 0.281 -0.281
7 0.316 -0.316 0.234 -0.234 0.319 -0.319 0.194 -0.194
8 0.332 -0.332 0.270 -0.270 0.337 -0.337 0.249 -0.249

14 0.163 -0.163 0.102 -0.102 0.164 -0.164 0.065 -0.065

The accuracy relation for the reactivity principles, based on global cDFT descriptors, pre-
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dicting the major product for all studied reactions is shown in Table 6. The best performance

was achieved for the “Maximum hardness” principle, giving an accurate prediction in 8 of

14 cases, followed by the “∆|µ| big is good” with 7 accurate predictions. The “minimum

electrophilicity”-based predictions were wrong for all the reactions.

Table 6: Capability of the global cDFT reactivity criteria to predict the correct major
product for the reactions of the different dipolarophiles with the münchnones A and B.

TSA/TSA’ TSB/TSB’
∆|µ| big is good Max. η Min. ω ∆|µ| big is good Max. η Min. ω

3 bad bad bad good good bad
4 bad bad bad good good bad
5 good bad bad good good bad
6 good good bad bad bad bad
7 bad bad bad good good bad
8 bad good bad good good bad

14 bad good bad bad bad bad

Global descriptors can predict the preferred regio-isomer, but the TS geometry must be

calculated first. Local descriptors (with a matching criteria) are commonly employed as an

alternative to regio-selectivity predictions from the reactants properties.

As in all reactions, münchnones act as electron donor, their reactivity should be determined

by the location of f−(r). Meanwhile, the reactive sites for the dipolarophiles should be

determined by f+(r). Factoring these elements, the major predicted regio-isomer is the one

obtained by matching münchnone biggest f−(r) lobe with the dipolarophile’s biggest f+(r)

lobe.

A-FD A-GGV B-FD B-GGV

Figure 6: f−(r) isosurfaces calculated for the münchnones A and B using the FD (0.007 a.u.)
and GGV (0.012 a.u.) approximations.

19



Figure 6 displays the f−(r) isosurfaces for münchnones A and B, obtained by the FD (0.007

a.u.) and GGV (0.012 a.u.) approximations. The GGV approach conduces to smoother and

less complicated isosurfaces, but the core results from both approaches show no significant

differences. For the two münchnones, f−(r) appears mostly located over C3 being predicted

as the most important reactive (electron donor) site. This result is inconsistent with the

geometries obtained for the TSs corresponding to the major products, where except for the

reaction 14 (for which the most important interaction appears to be defined by the alkyne

C4), the dominant interaction always involves münchnone C1 atom (Figure 3).

3-FD 4-FD 5-FD 6-FD 7-FD 8-FD 14-FD

Figure 7: f+(r) isosurfaces calculated for the dipolarophiles using the FD (0.007 a.u.) ap-
proximation.

3-GGV 4-GGV 5-GGV 6-GGV 7-GGV 8-GGV 14-GGV

Figure 8: f+(r) isosurfaces calculated for the dipolarophiles using the GGV (0.012 a.u.)
approximations.

The f+(r) isosurfaces calculated for the dipolarophiles using the FD (0.007 a.u.) and GGV

(0.012 a.u.) schemes are shown in Figure 7 and Figure 8, respectively. Both approaches yield
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the same qualitative results, being the GGV isosurfaces simpler and easier to interpret. C2 is

predicted as the more electrophilic carbon in the reacting insaturation for all cases except the

dipolarophile 6 and dipolarophile 14. For dipolarophile 6, both C atoms on the insaturation

are predicted to be equally reactive with a slightly bigger lobe on the C4. Meanwhile, for

dipolarophile 14, the trend reverts. These results perfectly agree with the more reactive

dipolarophile C atoms in the predicted TSs geometries for the major products. Nonetheless,

when paired with the inconsistent prediction of the donor C3 atom in the münchnones, the

pairing of the f(r) lobes fails to reproduce the experimental results in all cases but for the

reaction of münchnone A with dipolarophile 6. The results are summarized in Table 7,

together with the predicted products’ accuracy compared with the experimental results.

Figure 9 depicts the münchnones’ ∆f(r) isosurfaces calculated using FD and GGV approxi-

mations. ∆f(r)’s isosurfaces are more complicated than those of f(r) as they comprise more

information. GGV isosurfaces are simpler than FD’s. In general, the first ones tend to have

fewer lobes; usually, all lobes centered on the same atom have equal signs.

For both münchnones ∆f(r) tends to concentrate on C3, with the lobes featuring a negative

sign. This behavior corresponds to electron donor character. The case of C1 shows no

strongly defined donor/acceptor character (using his set of isovalues). A notable exception

occurs for münchnone A with ∆f(r) obtained using the FD approximation. Here C1 is also

predicted to present electron donor character, although of lesser magnitude than C3. These

results coincide with those obtained using f(r): the most relevant interaction involving C3,

Table 7: Accuracy of predictions for the major product by pairing the münchnone f−(r) and
dipolarophile f+(r) functions.

Münchnone A Münchnone B

Dipolarophile FD GGV FD GGV
3 bad bad bad bad
4 bad bad bad bad
5 bad bad bad bad
6 good good bad bad
7 bad bad bad bad
8 bad bad bad bad
14 bad bad bad bad
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A-FD A-GGV B-FD B-GGV

Figure 9: ∆f(r) isosurfaces (positive sign in red and negative sign in blue) calculated for
the münchnones A and B using the FD (0.007 a.u.) and GGV (0.012 a.u.) approximations.

which is inconsistent with the predicted TS geometries for the major products.

Figures 10 and 11 show ∆f(r) for all dipolarophiles calculated with the FD and GGV

approaches, respectively. The FD and GGV isosurfaces show similar qualitative results,

with the latter being simpler and the donor/acceptor character for each atom easily defined.

3-FD 4-FD 5-FD 6-FD 7-FD 8-FD 14-FD

Figure 10: ∆f(r) isosurfaces (positive sign in red and negative sign in blue) calculated for
the dipolarophiles using the FD (0.007 a.u.) method.

For the dipolarophiles, in all cases, the C2 exhibits lobes with positive ∆f(r) values corre-

sponding to an electron acceptor character. These results predict the most critical dipole-

dipolarophile interaction features C2, with the dipolarophile expected to perform as an elec-

tron acceptor. This conclusion agrees with the geometrical and electron density analysis

performed for the TSs. In the case of C4, the lobes are almost in all cases of negative sign.

Meanwhile, dipolarophile 14 (phenylacetylene) presents lobes of both characters; nonetheless,

in all cases, C2 is expected to act as a better electron donor than C4.
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3-GGV 4-GGV 5-GGV 6-GGV 7-GGV 8-GGV 14-GGV

Figure 11: ∆f(r) isosurfaces (positive sign in red and negative sign in blue) calculated for
the dipolarophiles using the GGV (0.012 a.u.) method.

The predicted product is obtained by matching the ∆f(r) lobes of a molecule with the lobes

featuring a different sign from the other molecule. For these reactions, the predicted major

product corresponds to the bonding of C1 with C4 and C2 with C3 (anti for münchnone A

and syn for münchnone B). This reasoning fails to predict the experimental major product

for all but three cases out of 14, as depicted in Table 8.

Table 8: Accuracy of predictions for the major product by pairing the ∆f(r) of münchnone
and dipolarophile lobes.

Münchnone A Münchnone B

Dipolarophile FD GGV FD GGV
3 bad bad bad bad
4 bad bad bad bad
5 bad bad bad bad
6 bad bad good good
7 bad bad bad bad
8 bad bad bad bad
14 good good good good

Table 9 illustrates the accuracy of the predicted major regio-isomer compared to the exper-

imental results.

The condensation of f(r) and ∆f(r) in atomic quantities does not substantially improve the

accuracy of the predictors. Even more, estimates based on the quantities fk and ∆fk fail to

predict the major isomer for all but one reaction, a significant deterioration from the visual

analysis results.
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Table 9: Accuracy of predictions based on condensed f(r) and ∆f(r) descriptors. For ∆f(r),
the accuracy of its predictions is also shown when condensing only the domains relevant to
the reactivity.

Condensed fk Condensed ∆fk Domain ∆f(r) (FD) Domain ∆f(r) (GGV)
A B A B A B A B

3 bad bad bad bad bad bad bad bad
4 bad bad bad bad bad bad bad bad
5 bad bad bad bad bad bad bad bad
6 bad good bad good bad bad good good
7 bad bad bad bad bad bad bad bad
8 bad bad bad bad bad bad bad bad

14 bad bad bad bad good good good good

The integration, for ∆f(r), of only the domains (lobes) relevant to the reactivity only pro-

vides a marginal improvement of the predictive capabilities of this descriptor. The best case

scenario is achieved by mixing this approach with the GGV based ∆f(r). This procedure

only predicts the correct regio-isomer in 4 out of 14 cases.

The pairing of the local/atomic softness values was the local descriptor that best describes

the regio-selectivity of the studied reactions. In all TSs, münchnones act as donor, then the

reactivity of its atoms (C1, C3) should be determined by s−i . Consequently, s+i determines

the reactivity for the dipolarophile reactive atoms (C2, C4) acting as electron acceptor.

Table 10 displays the more favored interaction münchnone-dipolarophile for each reaction

together with the accuracy of the predicted product. The local softness accurately predicts

the major regioisomer and the most relevant dipole-dipolarophile interaction for 12 out of

14 cases, being accurate for the 85% of cases.

Another alternative is to assume the regio-selectivity is not led by the interaction of two

atoms but to consider the HSAB principle for all reactive atoms in a democratic way. Hence,

we can define the following descriptors:

HSABC1−C2,C3−C4
= (s−C1

− s+C2
)2 + (s−C3

− s+C4
)2 · S (22)

HSABC1−C4,C3−C2
= (s−C1

− s+C4
)2 + (s−C3

− s+C2
)2 · S (23)
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Table 10: More favored pair interaction according to local softness following HSAB and
the accuracy for the corresponding predicted product. The values were obtained using the
UB3LYP/6-311G(d,p) theory level.

Predicted Pair Predicted Product
münchnone A münchnone B münchnone A münchnone B

dipolarophile 3 1 · · · 2 1 · · · 2 good good
dipolarophile 4 1 · · · 2 1 · · · 2 good good
dipolarophile 5 1 · · · 2 1 · · · 2 good good
dipolarophile 6 1 · · · 2 1 · · · 2 good bad
dipolarophile 7 1 · · · 2 1 · · · 2 good good
dipolarophile 8 1 · · · 2 1 · · · 2 good good

dipolarophile 14 1 · · · 4 3 · · · 4 good bad

Table 11: Accuracy of predictions for the major product with the HSAB descriptor.

münchnone A münchnone B
dipolarophile 3 bad bad
dipolarophile 4 bad bad
dipolarophile 5 bad bad
dipolarophile 6 bad good
dipolarophile 7 bad bad
dipolarophile 8 bad bad

dipolarophile 14 bad bad

Here HSABC1−C2,C3−C4
corresponds to the interaction C1-C2 and C3-C4, while HSABC1−C4,C3−C2

corresponds to the match C1-C4 and C3-C2. For each münchnone-dipolarophile pair, the

HSAB descriptor with the lowest value indicates the preferred regioisomer. Table 11 shows

the accuracy of the predictions obtained using the HSAB descriptor. The descriptor fails to

predict the correct major product for all but one case.

Since the f(r) and ∆f(r) local descriptors fail to reproduce the correct reactivity preference

of the münchnone C1 and C3, an alternative local descriptor was also considered. The average

local ionization energy86 I(R), which provides a local measure to the ionization potential.

It can be calculated as:

I(r) =

∑

i ρi(r)|εi|

ρ(r)
(24)

Higher I(R) values correspond to points where the electron density is more tightly bonded,

and lower values indicate points with a more weakly bonded electronic density. Taking this

into account, it results natural that the minima of I(R) on a vdW surface correspond to
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the atoms more prone to suffer from an electrophilic attack. Then, I(R) can be seen as an

alternative to f−(r) in predicting the regio-selectivity of the reactions87.

Münchnone A Münchnone B

Figure 12: I(R) values mapped on the vdW isosurface corresponding to ρ = 0.001. The red
areas correspond to higher values and the blue areas correspond to lower values. The small
silver color spheres on the surface correspond to local minima and the small red sphere to
the global minimum.

Figure 12 displays the I(R) calculated values mapped on the isosurface corresponding to

ρ = 0.001 a.u., a value commonly used to define the molecular van der Waals (vdW) surface.

Red areas correspond to higher values of I(R) while lower values areas appear in blue. The

small silver-colored spheres embedded into the surface represent the local minima of I(R)

on the vdW surface. Meanwhile, the global minimum is marked with a red-colored sphere.

For both münchnones, the global I(R) minima is directly situated above the C3 atom. This

result coincides with the previous descriptors (f(r), ∆f(r)), and, as with the other cases, it

fails to predict the preferred reactive site depicted by the TS geometries corresponding to

the major products.

Do steric interactions affect the accuracy of cDFT predictions?

From all local reactivity descriptors previously analyzed, only the matching of condensed

softness in line with the HSAB principle (predicting the most favored C-C münchnone-
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dipolarophile interaction) yields accurate predictions for each reaction’s major product. This

descriptor not only accurately predicts the major regio-isomer, but, at the same time, the

predicted more favored C-C interactions are in line with the results shown by the geometrical

and electronic density analysis of the TSs.

Figure 13: Steric force evolution along lines perpendicular to the münchnone ring centered
in the reacting atoms.

An opposite result is found for the local descriptors based on the electronic density suscepti-

bility to suffering electrophilic/nucleophilic attacks (f(r), δf(r), and ALIE). For these, the

dipolarophile predicted C atom participating in the most important (dipole-dipolarophile)

interaction (most significant electron acceptor character) is in line with the results found

for the TSs geometry and ρ(r) analysis. For both münchnones, the predicted more reactive

atom (most significant electron donor character) is inconsistent with the TSs geometry and

ρ(r) analysis. As a result, the combination leads to wrong product prediction for almost all

cases.

It is necessary to note that for both münchnones, the less reactive C atom is predicted to

exhibit the same (donor) character but on a lesser magnitude. This atom could, in principle,

also favorably interact with the electron acceptor atom (the magnitude of the interaction

should be lesser nonetheless) of the dipolarophile (predicting the correct regio-isomer). These

observations suggest the presence of other factors (probably steric repulsion) offsetting the
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preferred interactions predicted by cDFT descriptors.

As a measure of how much, the electrophilic attacks on the münchnones reactive atoms, are

sterically impeded, the magnitude of the steric force was calculated along the direction of

the attacks (shown in Figure 13). The results for C1 and C3 are shown in Figure 14.
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Figure 14: Steric force evolution along lines perpendicular to the münchnone ring centered
in the reacting atoms.

The complex dependence of the steric force on the distance to the centers can be easily noted.

Our analysis is centered in the region from 2.0 to 2.5 Åcovering C-C distances between the

reactive atoms present in the TSs, and thus where the interactions determine the activation

energy and regio-selectivity. For this distance interval, C1 has the lower steric force and thus

is less sterically hindered and, consequently, more available to an electrophilic attack. If these

criteria (C1 will be the münchnone best nucleophilic atom as it is less sterically impeded) are

factored, the correct regio-isomer is accurately predicted (by f(r) and ∆f(r)) for all cases

except dipole B with dipolarophile 6. This last case has practically no regio-selectivity; thus,

an accurate prediction is of no significance.
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What are the relative relevance of the key factors driving the regio-

selectivity?

For a quantitative estimation of regioisomer yield ratios, highly accurate barrier values are

needed and thus is necessary to estimate the solvent effects on the involved species. Nonethe-

less, even without considering solvent effects, barrier estimations can provide qualitative

predictions on the major product and the factors driving the regio-selectivity of the cycload-

dition.

The total activation energies are decomposed using the distortion/interaction model83 (DIM)

to assess the main factors determining the barrier heights and, thus, the regio-selectivities.

Here the total activation energy is separated into distortion and interaction energy terms.

∆Ea = ∆E(dist) +∆E(int) (25)

The distortion term is the energy necessary to distort the isolated reactants to their geomet-

rical arrangements in the pre-reactive (TS) complex and can be expressed as the sum of the

distortion energy for each of the reactants:

∆E
(dist)
X = E(complex)

x + E(isolated)
x (26)

Here E
(complex)
x represents the energy of molecule x in the TS’s distorted geometry and

E
(isolated)
x represents the energy corresponding to x in its relaxed geometry.

The interaction energy can be calculated, using the supramolecular approximation (em-

ploying the distorted reactants) and subsequently partitioned into its components using an

energy decomposition analysis scheme. We used the partition scheme proposed by Shubin

Liu46–48 (EDA-SBL) which separates the energy of a molecule in three components (steric,
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electrostatic and quantum):

E = Esteric + Eelectrostatic + Equantum (27)

The interactions for the TSs corresponding to the major and minority products were com-

pared using the difference in “activation energy” (∆∆Ea) and its DIM-EDA decomposition

providing insights into the forces driving the regio-selectivity of these 13DC.

∆∆Ea = ∆Ea(TSX
′)−∆Ea(TSX)

= ∆∆Edistortion +∆∆Esteric +∆∆Eelectrostatic +∆∆Equantum

The results are shown in Table 12.

Table 12: Variations on the EDA-SBL interaction components (kcal · mol−1) for the TSs
corresponding to the major and minor products respectively.

∆E(TSA′

X)−∆E(TSA)X ∆E(TSB′

X)−∆E(TSB)

∆∆Est ∆∆Eel ∆∆Eqt ∆∆Edip.
dist ∆∆Emünch.

dist ∆∆Etot ∆∆Est ∆∆Eel ∆∆Eqt ∆∆Edip.
dist ∆∆Emünch.

dist ∆∆Etot

3 65.3 16.1 -75.6 1.2 0.0 7.0 30.2 4.8 -31.2 0.9 0.9 6.9
4 72.7 18.5 -84.2 1.0 -0.8 7.1 35.9 4.5 -35.3 1.5 -0.2 6.9
5 71.3 18.4 -83.1 1.2 -0.1 7.5 31.2 4.4 -31.2 2.4 0.7 7.4
6 70.0 17.0 -79.9 0.1 -0.5 6.9 40.0 5.3 -40.6 2.7 0.4 6.1
7 67.6 16.8 -78.4 1.3 0.0 7.2 30.5 4.7 -31.2 0.9 0.9 7.3
8 67.7 16.2 -77.5 0.9 0.0 7.3 16.1 3.4 -15.8 2.7 0.8 6.4

14 -16.1 -2.0 17.6 -0.7 -2.9 -4.1 17.3 5.6 -18.5 -0.6 -4.0 -1.2

For all studied TSs, the contributions to the interaction that undergoes the greatest changes

from TS to TS’ are the ∆∆Eqt closely followed by ∆∆Est and on a second plane ∆∆Eel.

Distortion effects are practically the same for both regioisomers, not significantly affecting

the regio-selectivity of the ciclo-addition. On the other hand, the steric and electrostatic

effects rationalize correctly the experimental regio-selectivity (the former of a much bigger

magnitude). This conclusion is consistent with all previous analyses indicating that electro-

static effects are not the regio-selectivity biggest driving force and pointing to steric effects

as the major responsible for the regio-selectivity.

30



For müchnone A both the steric and electrostatic effects rationalize the regio-selectivity

correctly. That is, for the TS of the major product, the electrostatic attraction is favored,

and there is less steric repulsion for all cases but for the interaction with the alkyne. In

the case of munchnone B, the same trend is observed. A mixture of steric and electrostatic

effects accurately accounts for the regio-selectivity in all cases but the ciclo-addition with

dipolarophile 6 and 14.

Conclusions

The regio-selectivity for the 13DC of two münchnones with a test set of alkenes and one

alkyne was accurately rationalized by employing B3LYP/6-311G** calculations, cDFT de-

scriptors, and steric force analysis. The most relevant interaction was determined for all

13DCs by means of the TS geometry, and electronic density (within the NBO and NCI

frameworks) analyses. For all münchnone-alkene reactions, this interaction features münch-

none’s C1 regardless of the dipolarophile orientation (anti/syn). For the case of the alkyne

13DC, the interaction features alkyne’s C4 regardless of the münchnone orientation. For all

cases, the non-covalent attractive interactions fail to reproduce the regio-selectivity and thus

indicates other factors are in play.

Global descriptors have little success predicting the major products, the best performer being

the maximum hardness principle with roughly 50% of accuracy. For local descriptors, the

pairing of the atomic softness following the HSAB principle was found to accurately predict

the regio-selectivity for almost all 13DCs failing only in two cases out of 14 (also for one of

the cases the experimental results indicate a minimal regio-selectivity). The Fukui function

and dual descriptor fail to reproduce the correct regio-selectivity for almost all cases. If the

steric repulsion is taken into account (offsetting the reactivity priorities for münchnone C1C

and C3) both methods perform with remarkable accuracy (the predictions are reversed and

only one case of 14 fails). Steric effects are similar for münchnone A and B, indicating the
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Ph poses no big steric impediment to the attacking dipolarophile. This can be understood as

the ring adopting a co-planar orientation with the münchnone ring. The relative relevance

of the present interactions in the TS was assessed using an energy decomposition analysis of

the interactions, steric effect playing a major role.

In general, the cDFT local descriptors, when paired with the münchnone’s rationalization

of the steric effects successfully rationalize the experimental results. It is expected that

the strategy of combining steric and cDFT aspects helps to understand and predict the

regio-selectivity of other problematic systems of interest, such as 13DC of nitrones.
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