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Abstract In this paper we ask if there is an interesting twist in mathematics6

of the Feynman propagator of the present day [1] formalism for the Dirac7

equation. The case studied is with only a potential function V . If there is8

no special integration order per step for e.g. dx(0) = dx1dx2dx3 and dp(0) =9

dp1dp2dp3, then a delta function occurs when c∆t ≈ 0 and −∞ < pj < ∞10

for j = 1, 2, 3. The found geoemtry of propagation can be tested in solid state11

chemistry. A crystal structure where only a two dimensional propagation of12

quasi particles can be created must be attached to the final step of the path13

integral. Neutron emission giving chemical isotopes is briefly discussed.14

1 Introduction15

In the modern literature [1] the Feynman path integral [2], [4] for the Dirac16

equation is written such as presented below. Generally speaking, the form17

that is employed for the Dirac equation is [1, eq 1.2 page 64], iℏ ∂
∂tu(t,x) =18

Hu(t,x). The u in [1] is an N × 1 vector. Here we will take N=4. In [1],19

x = (x1, x2, . . . xd). Here we will take d = 3. The N = 4 and d = 3 will allow20

insight into physical application. The Hamiltonian in N = 4 and d = 3 is (no21

summation convention)22

H(t,x) = c

3∑
k=1

α̂k (pk − eAk(t,x)) + V (t,x) + β̂mc2 (1)23

The α̂ and β̂ are constant Hermitian N ×N = 4 × 4 Clifford/Dirac matrices24

with α̂kβ̂+ β̂α̂k = 0, α̂mα̂k + α̂kα̂m = 2δk,m1̂ and β̂2 = α̂2
k = 1̂, for k = 1, 2, 3.25
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So26

α̂k =

(
0 σk

σk 0

)
and β̂ =

(
1 0
0 −1

)
(2)27

Here 1 and 0 are 4 × 4 unity and zero matrices respectively. Sometimes they28

indicate 2× 2 matrices and sometimes scalars. The use will be clear from the29

context. The σ’s are the 2× 2 Pauli matrices30

σ1 =

(
0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0
0 −1

)
(3)31

The ℏ is the Planck constant, the c is the velocity of light in vacuum and e is32

the charge of an electron. Further (V,A) represents the electromagnetic field33

conditions. Let us look into problems where A is absent. Therefore,34

H(t,x) = c

3∑
k=1

α̂kpk + V (t,x) + β̂mc2 (4)35

The Lagrangian associated to (1) is L(t,x, ẋ,p) = p · ẋ − H(t,x). Here,36

ẋ(t) = ∂tx(t) = d
dtx(t), i.e. the time derivative of the x(t). The p · ẋ is the37

inner product of two vectors. It is multiplied by the 4 × 4 unity matrix. The38

Lagrangian then is39

L(t,x, ẋ,p) = 1̂

3∑
j=1

pj ẋj(t)−H(t,x) (5)40

Note that here the H is a 4 × 4 matrix, the 1̂ is the 4 × 4 unity matrix and41

therefore the L is a 4× 4 matrix.42

1.1 Feynman propagator43

The Feynman propagator operation contains KD∆
(t, tini) [1]. Let τj ∈ R and44

j = 0, 1, 2, . . . ν − 1, ν. The time division, i.e. the collection of time points,45

is denoted with ∆ = {τj |j = 1, 2, . . . ν − 1, ν}. We have τ0 = ti = tini and46

τν+1 = t = tfin. Therefore, if f = u(ti) with f = (f1, f2, f3, f4) and each47

fj = fj(x1, x2, x3), with j = 1, 2, 3, 4. The time approximation propagator is48

then written like KD∆
(t, tini)f . We take Θ∆ the collection intervals (τj−1, τj ]49

with j = 1, . . . ν. Let the x ∈ R3 be fixed and denote points on the path from50

x(0) ∈ R3 to x ∈ R3 with x(j) and here j = 1, . . . ν − 1. This results in the51

paths
(
Θ∆,q∆(x(0),x(1), . . .x(ν−1),x)

)
. Note x = x(ν).52

Let us in general define the variable53

qt,s
x,y(θ) = y +

θ − s

t− s
(x− y) (6)54
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and s ≤ θ ≤ t. The dot notation is q̇t,s
x,y(θ) = d

dθq
t,s
x,y(θ). For the variable p55

a similar paths can be defined;
(
Θ∆,p∆(p(0),p(1), . . . ,p(ν−1),p)

)
. Note p =56

p(ν). Like with x the employment of the symbolism will be convenient for the57

presentation. When necessary the index ν will be used.58

In this way we are able to define the action in interval θ ∈ (s, t]. Here s59

and t are symbolic for consequtive τ . Hence, for ease of notation p = p(0)
60

S(t, s,x,y,p) =

∫ t

s

L
(
θ,qt,s

x,y(θ), q̇
t,s
x,y(θ),p

)
dθ (7)61

The propagator, where here again t = tfin is the endpoint in time cor-62

responding with the end position, x, is therefore written as (d = 3 spatial63

coordinates)64

KD∆
(t, tini)f(x) =

∫ ∫
e∗iS(t,q∆,p∆)f

(
x(0)

)
Dx∆

Dp∆
(8)65

In this equation,66

Dx∆
= dx(0)dx(1), . . . , dx(ν−1) (9)67

Dp∆
= (2π)−3νdp(0)dp(1) . . . , dp(ν−1)dp(ν)

68

With, dx(ℓ) = dx
(ℓ)
1 dx

(ℓ)
2 dx

(ℓ)
3 , etcetera, ℓ = 0, 1, 2, . . . ν−1. The f

(
x(0)

)
follows69

[6, pg 257 eq 10 or 11]. See also [1]. Note also that the q in the definition of S70

is based on (6).71

With x(ν) = xfin = x and τν+1 = tfin = t and containing the initial xini72

the ”starred” exponent in (8) indicates the product, while p(ν) is added to the73

integration to meet xfin74

exp [∗iS (t,q∆,p∆)] = (10)75

exp

[
i

∫ t

τν

L
(
θ,q

τν+1,τν
x,x(ν−1)(θ), q̇

τν+1,τν
x,x(ν−1)(θ),p

(ν)
)
dθ

]
×76

exp

[
i

∫ τν

τν−1

L
(
θ,q

τν ,τν−1

x(ν−1),x(ν−2)(θ), q̇
τν ,τν−1

x(ν−1),x(ν−2)(θ),p
(ν−1)

)
dθ

]
×77

exp

[
i

∫ τν−1

τν−2

L
(
θ,q

τν−1,τν−2

x(ν−2),x(ν−3)(θ), q̇
τν−1,τν−2

x(ν−2),x(ν−3)(θ),p
(ν−2)

)
dθ

]
×78

. . . exp

[
i

∫ τ2

τ1

L
(
θ,qτ2,τ1

x(1),x(0)(θ), q̇
τ2,τ1
x(1),x(0)(θ),p

(1)
)
dθ

]
×79

exp

[
i

∫ τ1

τ0

L
(
θ,qτ1,τ0

x(0),xini
(θ), q̇τ1,τ0

x(0),xini
(θ),p(0)

)
dθ

]
80

In [1] there is no explicit xini to do justice to the compact81

KD∆
(t, tini)f(x) =

∫ ∫ xfin

xini

exp [∗iS (t,q∆,p∆)] f
(
x(0)

)
Dx∆

Dp∆
(11)82

but there is a xfin. This inclusion of xini is comparable to the treatment of83

the Schrödinger equation path integral representation: [2, eq (2.1.82)] or [3, eq84

(50)]85
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2 The p integration of L
(
θ, qτ1,τ0

x(0),xini
(θ), q̇τ1,τ0

x(0),xini
(θ), p(0)

)
86

Note then that Dp∆
contains dp(0) which we denote for the ease of notation87

with dp1dp2dp3. Further, Dx∆
contains dx(0). And this is denoted for ease88

of notation by dy1dy2dy3. In effect we have now the S of (7). Let’s write89

qt,s
x,y(θ) = q(θ) and q̇t,s

x,y(θ) = q̇(θ). Hence, the p1 containing component of90

integral of L in S of equation (7), note that y1 equals x
(0)
1 for ease of writing.91

Sp1
=

∫ t

s

(p1q̇1(θ)− cα̂1p1) dθ = p1(y1 − x1,ini)− c(t− s)α̂1p1 (12)92

Now the order of dp1dp2dp3 and of dy1dy2dy3 can be interchanged and dp1 can93

be first before dy1. Looking at (8) and (7) we can then have a kind of intrinsic94

Fourier integration that occurs in the path integral95

96

KD∆
(t, tini)f(x) =97 ∫
. . .

1

2π

∫ ∞

−∞
exp

[
−ic(t− s)Âp1

]
dp1︸ ︷︷ ︸

∼F [1]

K̂f
(
x(0)

)
Dx∆

dp2dp3
(2π)2

D1,ν−1
p∆

(13)98

with, from the theory, viz.(10)99

K̂ = K̂(x(0), . . . ,x(ν−1), p2, p3,p
(1) . . . ,p(ν−1))100

and with D1,ν−1
p∆

= (2π)−3(ν−1)dp(1) . . . dp(ν−1) viz. (9) and Â is defined by101

Â = α̂1 −
1̂

c

(
y1 − x1,ini

t− s

)
(14)102

And so we can have a definition,103

K
(p1)
D∆

(∞, c(t− s)) ≡ 1

2π

∫ ∞

−∞
exp

[
−ic(t− s)Âp1

]
dp1 (15)104

Looking at the p1 integral, a Dirac delta function could arise from the Fourier105

integral (13). In the next section we will look into this possibility more closely.106

2.1 Delta function designated in the underbrace of (14)107

Let us write c∆t for c(t− s). Then write ∆x
c∆t for

y1−x1,ini

c(t−s) . Then let us observe108

firstly that from (14), i.e. Â = α̂1 − 1̂
(
∆x
c∆t

)
109

Â−1 =
1

1− ∆x2

c2∆t2

[
α̂1 + 1̂

∆x

c∆t

]
(16)110
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For completeness 1̂ is the unit 4× 4 matrix. Secondly we also have111

exp
[
−2πic∆Âp1 − ϵ2Np21/2

]
=

i

2π

Â−1

c∆t

d

dp1
exp

[
−2πic∆tÂp1 − ϵ2Np21/2

]
(17)112

Here the ϵ2Np1 is already suppressed for the range |p1| < N .113

ϵ2N =
2

N2
log

(
1 +

1

2
N1−ζ

)
(18)114

for 0 < ζ < 1. But it must be noted that it is not suppressed for ϵ2Np21 = ϵ2NN2
115

in exp
[
−ϵ2NN2/2

]
. And,116

lim
N→∞

2

N
log

(
1 +

1

2
N1−ζ

)
= (1− ζ) lim

N→∞

N−ζ

1 + 1
2N

1−ζ
= 0 (19)117

justifies suppression ϵ2Np1.118

If we in the following take N which eventually goes to infinity we find,119

keeping the ”=” for simplicity120

K
(p1)
D∆

(N, c∆t) =

∫ N

−N

exp
[
−2πic∆tÂp1 − ϵ2Np21/2

]
dp1 = (20)121

=
i

2π

Â−1

c∆t

∫ N

−N

d

dp1
exp

[
−2πic∆tÂp1 − ϵ2Np21/2

]
dp1122

Hence,123 ∫ N

−N

exp
[
−2πic∆tÂp1 − ϵ2Np21/2

]
dp1 = (21)124

=
1

2π

Â−1

c∆t
sin
[
2πic∆tÂN

]
exp

[
−ϵ2NN2/2

]
125

Then let us suppose that c∆t goes to zero. Hence,126

Â−1

c∆t
=

c∆t

c2∆t2 −∆x2

[
α̂1 + 1̂

∆x

c∆t

]
→
(

−1

∆x2

)
1̂∆x = − 1̂

∆x
(22)127

In addition, because128

c∆tÂ = α̂1c∆t− 1̂∆x (23)129

we find, because 1̂k = 1̂, k = 1, 2 . . . , that130

sin
[
2πic∆tÂN

]
→ − sin (2πN∆x) 1̂ (24)131

And so, with (22) and (24)132

K
(p1)
D∆

(N, 0) = lim
c∆t→0

∫ N

−N

exp
[
−2πic∆tÂp1 − ϵ2Np21/2

]
dp1 = (25)133

= 1̂

(
sin (2πN∆x)

∆x

)
exp

[
−ϵ2NN2/2

]
134

This has a delta function format, if N
(
1 + 1

2N
1−ζ
)−1 → ∞ for N → ∞ and135

0 < ζ < 1. This result extends to 3 dimensions [5].136
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2.1.1 Other axes / dimensions137

Now do note we can under c∆t to zero, also consider integration over p2.138

K
(p2)
D∆

(N, c∆t) =

∫ N

−N

exp
[
−2πic∆tÂ′p2 − ϵ2Np22/2

]
dp2 (26)139

Like with the definition in (14)140

Â′ = α̂2 −
1̂

c

(
∆x2

∆t

)
(27)141

Similar to the case j = 1 in section-2.1, for the axis j = 3 and the axis j = 2,142

the same result arises.143

3 Spatial integration144

Looking at (25) we can conclude a delta function for N → ∞ in ∆x. This145

gives the integration146 ∫ ∞

−∞
w(y1, y2, y3)δ (y1 − x1,ini) dy1 = w(x1,ini, y2, y3) (28)147

Here w is a complex vector function based on f(y) and the fact that y = x(0)
148

also occurs in L
(
θ,qτ2,τ1

x(1),x(0)(θ), q̇
τ2,τ1
x(1),x(0)(θ),p

(1)
)

of (10). The startpoint is149

xini.150

Subsequent integration over dp2

2π and dy2 and dp3

2π and dy3 leaves us with151

f(xini) and a transformed L
(
θ,qτ2,τ1

x(1),xini
(θ), q̇τ2,τ1

x(1),xini
(θ),p(1)

)
in equation (10).152

With the integration over p(1) we will see a similar F [1] Fourier transform as153

in the underbrace of (13). Therefore we find,154

155

KD∆
(t, tini)f(x) =156 ∫

exp [iSν ] exp [iSν−1]w
(ν−1) (xini) dx

(ν−1) dp
(ν−1)

(2π)3
dp(ν)

(2π)3
(29)157

With, like in (7)158

Sν−1 =

∫ τν

τν−1

L
(
θ,q

τν ,τν−1

x(ν−1),xini
(θ), q̇

τν ,τν−1

x(ν−1),xini
(θ),p(ν−1)

)
dθ (30)159

Sν =

∫ τν+1

τν

L
(
θ,q

τν+1,τν
xfin,x(ν−1)(θ), q̇

τν+1,τν
xfin,x(ν−1)(θ),p

(ν)
)
dθ160

and w(ν−1) (xini) derives from the repeated delta function integration with xini161

as constant.162

The equations (29) and (30) give rise to a delta function integration in the163

x(ν−1) integration. To illustrate this, for x
(ν−1)
1 we have164
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165

KD∆
(t, tini)f(xfin) = w(ν−1)(xini)×166 ∫ ∞

−∞
δ
(
x
(ν−1)
1 − x1,ini

) sin
[
2πN

(
x1,fin − x

(ν−1)
1

)]
∆x(ν−1)

 e
−ϵ2NN2

2

︸ ︷︷ ︸
from p

(ν)
1 integration

dx
(ν−1)
1 (31)167

with ∆x(ν−1) = x1,fin − x
(ν−1)
1 . And so looking at (10), the integration over168

the first term of (10) will give zero when xfin ̸= xini.169

4 Conclusion & discussion170

With the present day [1] formalism for a path integral for the A = 0 Dirac171

equation, we have added the information of the initial position, xini. We be-172

lieved that this element was missing from [1]. It appears as though the, for173

convenience repeated below, path integral representation174

KD∆
(t, tini)f(x) =

∫ ∫ xfin

xini

exp [∗iS (t,q∆,p∆)] f
(
x(0)

)
Dx∆

Dp∆
175

allows a vanishing Feynman propagator for xfin ̸= xini when c∆t ≈ 0 and when176

p(ℓ) ∈ (−∞,∞)3 for all ℓ = 0, 1, 2 . . . , ν. Note, exp[−ϵ2NN2/2] = 1/
(
1 + 1

2N
1−ζ
)

177

via (18). Moreover, lim∆x→0

(
sin(2πN∆x)

∆x

)
= 2πN . Note also that, therefore,178

(25) has a delta function behavior for N → ∞ and that the latter arises from179

p(ℓ) ∈ (−∞,∞)3. We can summarize:180

– Either the propagator vanishing is a physical consequence of a mathemat-181

ically correct path representation.182

– If, (∀j=1,2,3)xj,fin ̸= xj,ini, the Feynman propagator vanishes.183

– Note that for (∃!j=1,2,3)xj,fin ̸= xj,ini then184

lim
N→∞

N2/(2π)2(
1 + 1

2N
1−ζ
)3 =

0, ζ < 1
3

∞, ζ > 1
3

8, ζ = 1
3

(32)185

In other words, a one dimensional difference between initial and final186

position allows a nonzero Feynman propagator here. In a similar vein187

we can have 2 coordinates different between xfin and xini.188

– Only in the step that ends in xfin there is no ”integrating over” of a189

delta function. In that case we have (32).190

– Or an alternative is that the initial four vector f
(
x(0)

)
is replaced by e.g.191

f
(
x(0),p(0)

)
to avoid a collapse to delta functions under the condition192

c∆t ≈ 0 and p(ℓ) ∈ (−∞,∞)3 for all ℓ = 0, 1, 2 . . . , ν.193

Geometrically it looks as though the presented path integral would be able to194

describe certain solid state quasi particle forms of Dirac equation, with obvi-195

ously, modified c. The chemical creation of crystals where only two dimensional196

propagation is possible, looks like good testing ground for this idea.197
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4.1 Neutron Dirac equation198

In the creation of chemical isotopes the process of neutron emission occurs.199

An interesting example is Helium-5. For the V of equation (4) we can take [7]200

V (t,x) = µ

(∑3
j=1 σjHj(t,x) 0

0
∑3

j=1 σjHj(t,x)

)
(33)201

The propagator, whch is equivalent to the wave function vector, in the present202

paper is only nonzero under the already mentioned geometric conditions.203
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