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Abstract

Recent theoretical and experimental work at molecular junctions has provided a

strong conceptualization for the effects of oriented electric fields (OEFs) on organic

reactions. Depending upon the axis of application, OEFs can increase (or decrease)

reaction rate or distinguish between enantiomeric pathways. Despite the conceptual

elegance of OEFs, which may be applied externally or induced locally, as tools for cat-

alyzing organic reactions, implementation in synthetically relevant systems has been

hampered by inefficiencies in evaluating reaction sensitivity to field effects. Herein

we describe the development of the Automated Variable Electric-Field DFT Applica-

tion (A.V.E.D.A.) for streamlined evaluation of a reaction’s susceptibility to OEFs.

This open-source software was designed to be accessible for novice users of compu-

tational or programming tools. Following initiation by a single command (and with

no subsequent intervention) the Linux workflow manages a series of density functional

theory (DFT) calculations and mathematical manipulations to optimize ground-state
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and transition-state geometries in oriented, electric fields of increasing magnitude. The

resulting field-perturbed geometries, molecular and reaction dipole moments, and net

effective activation energies are compiled for user interpretation. Ten representative

pericyclic reactions that showcase the development and evaluation of A.V.E.D.A. are

described.

Introduction

Achieving precise control over reactivity and selectivity is a defining goal of synthetic chem-

istry. Traditionally, this has been achieved through substrate, reagent, or catalyst control

under carefully tuned reaction conditions including (for example) solvent, concentration,

temperature, and time. By contrast, external electromagnetic stimuli have traditionally

been relegated to spectroscopic characterization with little consideration for potential effects

on chemical transformations more broadly. In a disruption to these traditional approaches,

oriented electric fields (OEFs) have been identified as an alternative synthetic tool.1–3 An

applied electric field hyper-polarizes co-axial bonds, which in turn alters the effective barriers

for transformations involving redistribution of electron density associated with changes in

their bonding.4 This phenomenon—called the electric field effect—has long been invoked as

determining the catalytic efficiency of enzymes,5–10 and spectroscopic work has quantified

the field-induced component of enzymatic rate acceleration.6,11,12

Theoretical studies, most commonly examining a class of concerted [4+2]-cycloadditions

(the Diels–Alder reaction), support the viability of OEFs as unconventional "catalysts" for

synthetically relevant transformations (Figure 1A).13,14 These studies further highlight sen-

sitivity of OEF effects to alignment with the reaction axis, which is defined as the change

in electron localization between ground and transition states.12 In agreement with compu-

tational predictions, single molecule experiments examining Diels–Alder substrates immobi-

lized at molecular junctions supported that C–C bond formation was accelerated or inhibited

depending upon the orientation of the applied electric field (Figure 1B).15
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These proof-of-principle results have inspired a burgeoning area of research that seeks to

harness OEFs in synthetically practical systems through design of molecular capacitors,16,17

electrostatically biased molecular frameworks, or intrinsic field-modified reagents.3,18 Sig-

nificant related work in inorganic and coordination chemistry has employed secondary co-

ordination sphere electrostatic effects to alter redox potentials (ground-state effects).19,20

This approach suggests using reagent or catalyst design to introduce local electric fields

that modulate reactivity in bulk solution. However, harnessing field effects for synthetically

useful reactivity is hampered by the tedious and technically arduous computational process

of evaluating both the viability (magnitude of the possible electric field effect) and optimal

orientation of the applied field.

Herein, a user-friendly application is presented to facilitate density functional theory

calculations of chemical reactions in the presence of optimally oriented electric fields. The

Automated Variable Electric Field DFT Application (A.V.E.D.A.) provides the first fully

automated, electric field probe with DFT-level rigor. This approach is complementary to the

Taylor-series expansion methodology developed by Luis and Torrent-Sucarrat,21 which offers

the trade-off between reduced precision and expedited computational efficiency when com-

pared to DFT approaches (Figure 1C). Because each calculation with A.V.E.D.A. requires

only a single command, with simple user specifications requiring minimal computational ex-

perience, this program is well-suited as a pre-screening tool for experimental electric field

applications. Building from the marked OEF effects observed for Diels Alder reactions,

the development and application of A.V.E.D.A. is described with a suite of mechanisti-

cally distinct pericyclic reactions as model transformations (Figure 1D). These test cases

were selected due to their plausible synthetic utility and concerted (single-step) nature.

Despite their limited sensitivity to traditional forms of catalysis, predictions obtained with

A.V.E.D.A. support the broad viability of synthetically significant electric field effects across

these families of pericyclic processes.
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Figure 1: Methods for evaluating oriented electric field effects of chemical reactivity. Plot 1C
reproduced with permission.21 ©2021 The Authors. Published by American Chemical Society

Results and Discussion

A.V.E.D.A. Workflow Development

A.V.E.D.A. input consists of two .xyz files listing the unoptimized coordinates for ground-

state and transition-state structures (guesses) for the transformation of interest. Output con-

sists of optimized structures and energies at four increasingly strong electric field strengths.
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To develop A.V.E.D.A.’s workflow and evaluate OEF results, pericyclic reactions were iden-

tified as an attractive transformation class. While the small system size enabled quick

computation times and efficient algorithm development, the high activation energies posed

synthetic challenge and thus motivated the possibility for improvements. Promising results

obtained for the Diels–Alder reaction in an OEF suggested viability of OEF barrier reduc-

tions for a super-set of pericyclic reactions. Ten transformations—Cope elimination, Cope

rearrangement, Claisen rearrangement, ene reaction, electrocyclic ring-opening/closing, and

sigmatropic rearrangements ([1,5], [3,3], and [2,3])—were selected as the development data

set (see Supporting Information for details). Two representative transformations are de-

picted in the main text to illustrate the capabilities and results obtained with A.V.E.D.A.

(Figure 2).

Figure 2: Representative pericyclic reactions used to develop A.V.E.D.A. and illustrate findings.

After instantiation of A.V.E.D.A. (see Computational Methods Section for details) all

subsequent OEF calculations proceed automatically with no user intervention required (Fig-

ure 3). To begin each run, a new directory containing copies of all necessary A.V.E.D.A.

scripts is created. Ground-state and transition-state structures are formatted into Gaussian
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input files for initial optimization in the absence of an applied electric field and submitted to

Slurm for computation.22 Note that the Slurm workload manager is the standard scheduling

tool for computing clusters. Next, corresponding atoms in the optimized transition states

and intermediates are aligned in the Cartesian coordinate system using PyMol via a root-

mean-square deviation (RMSD) distance reduction.23

Figure 3: Overview of processes during an A.V.E.D.A. instance.

Atomic Coordinate Reordering. Subsequent calculation in an applied electric field

utilizing the Field keyword must be performed on structures in the Z-matrix format. In

contrast to the Cartesian format, the Z-matrix limits degrees of freedom by constraining

atom 1 at the origin, atom 2 on the z-axis, atom 3 on the x-axis, and atom 4 on the y-axis.

This constraint is necessary to prevent reorientation during the OEF optimization, and these

four atoms are referred to as the "orientation atoms" throughout this work.

During development, it became clear that the input order of atomic coordinates (and

therefore the quality of the Z-matrix) influenced the success of subsequent OEF optimization

steps. To support successful implementation, the atomic coordinates for aligned structures

were thus reordered by one of three methods, described below.

• Method 0 preserves the original input ordering impacted only by Z-matrix construction

6



by the newzmat utility .

• Method 1 was developed to maximize the stability of the orientation atoms in an

electric field by calculating the unweighted Cartesian center of the transition state and

moving the nearest three atoms to the orientation atom position. It is predicted these

core atoms will have the least freedom for low energy free rotation during optimization.

• Method 2 reorders atoms to minimize the geometry changes’ influence on dipole-field

orientation by choosing the atom furthest from the site of transformation. Rather than

moving individual atoms, this remote atom and all subsequent atoms are moved in a

block to the top of the input file so that connectivity represented by atom order is

preserved to the greatest extent feasible.

During testing on the pericyclic data set it was determined that method 1 was most

suitable when fringe atoms could easily rotate (ex. a methyl group) or when the transition

state was comprised of two unconnected fragments associated only by bond-breaking and

forming (see Supporting Information for details). Method 2 proved useful when method 1

produced a low quality Z-matrix due to inconsistencies between atom order and molecular

connectivity.

Dipole Moment Vector Algebra. Following alignment and reordering, single point

calculations are performed in the Cartesian and Z-matrix input formats for both ground-

state and transition-state structures. From these results, A.V.E.D.A. calculates the optimal

electric field alignment given the transition state and intermediate dipole moments. First,

the ∆µ⃗ dipole difference vector is calculated and normalized with eq. 1 as illustrated in

Figure 4.

∆µ⃗ =
t⃗scart − ⃗intcart

∥t⃗scart − ⃗intcart∥
(1)
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Figure 4: Example vector algebra shown for 1 to find the transition state (red) minus preceding
ground state (blue) dipole difference direction (purple). The electric field is applied along the
negative direction of this vector.

However, the ground-state and transition-state structures change orientation indepen-

dently when when converted from the Cartesian to Z-matrix coordinate system for electric

field optimizations. Therefore, the ∆µ⃗ direction must be mapped between the two orien-

tations. This process is accomplished by generating a rotation matrix for the transition

state and intermediate dipole moment from Cartesian to Z-matrix coordinates (eq. 2-4).

The Cartesian ∆µ⃗ vector is translated with the rotation matrix, shown in eq. 4 for both

structures into the Z-matrix coordinate system. The resulting normalized ∆µ⃗int,z−mat and

∆µ⃗ts,z−mat are then used as the directions along which OEFs are applied.

v = µ⃗cart × µ⃗zmat (2)

v× =


0 −v3 v2

v3 0 −v1

−v2 v2 0

 (3)

Rcart→zmat = I3 + v× + (v× · v×)

(
1− (µ⃗cart · µ⃗zmat)

∥v∥2

)
(4)

Electric Field Application and Results Generation. Gaussian OEF optimization

submission scripts are constructed with fields generated from scaling the ∆µ⃗zmat vectors by

(−25, −50, −75, and − 100) · 10−4 a.u.. While the −25 · 10−4 starting point geometry is
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read from the single point Z-matrix input file, all subsequent optimizations at stronger field

strengths are recursively called on the previous checkpoint geometry once optimizations in

the weaker field converges. After all eight OEF optimizations have converged, the output

files are moved to the Results directory and analyzed.

OEF Results

For all ten pericyclic reactions in the development data set, A.V.E.D.A. produced results

resembling those illustrated in Figure 5 for Reaction 2. However, the success rate varied

with respect to the atomic ordering method selected. A successful run was characterized

by linear reductions in activation energy as a function of OEF magnitude—indicated by an

R2 greater than 0.95 and no discontinuous jumps in energy or molecular geometry—with

appropriate imaginary vibrational frequencies for intermediates (0) and transition states (1).

Atom ordering method 1 yielded a 80% success rate while method 0 and 2 were successful

for 70% of the data set. Because each method was suitable for different types of geometries,

overall the three methods covered 100% of the pericyclic reactions tested (see Supporting

Information for details).

As shown in Figure 5, for all successful executions, A.V.E.D.A. generates a plot of ac-

tivation energy (kcal/mol) as a function of OEF magnitude (a.u.) from the raw tabulated

energy values. Additionally, a table is compiled of the ground-state and transition-state en-

ergies, and ∆µ⃗ molecular dipole results from optimized geometries aligned in the Cartesian

coordinate system.
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Figure 5: Summary of A.V.E.D.A. output data for reaction 2. Dipole moments for aligned
intermediate and transition state geometry are shown in the top right while transformation barrier
reductions (∆∆E) at each OEF strength are below.

Aligned Dipole Different Vector. Once a suitable program workflow had been developed

and tested, A.V.E.D.A.’s results were validated by considering the electric field orientation

with respect to ∆µ⃗ for reaction 1. The A.V.E.D.A. algorithm was modified to apply an

electric field along 18 vectors distributed over a unit sphere, in addition to the ±∆µ⃗ direc-

tions, each with a magnitude of 50 · 10−4 a.u. . The field effects on the activation energy

were normalized relative the unperturbed, yielding ∆∆E, and multiplied by the unit vector

along which the respective OEF was applied. Scaled vectors were plotted and colored by the

positive (blue) or negative (red) ∆∆E calculated (Figure 6). The lowest activation energy—

corresponding to the longest dark blue vector—was realized along −∆µ⃗ while fields which

increased the transformation barrier were found in the opposite direction (along +∆µ⃗). Note
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that the Gaussian 09 positive field direction is opposite to physics convention; thus applying

an electric field along −∆µ⃗ represents alignment between the field and reaction axis of the

given transformation and stabilization of the dipole moment.13 These data validate the as-

sumption that the optimally oriented fields projects along ∆µ⃗ (used in the program workflow

used to calculate this aligned ∆µ⃗ vector).

Figure 6: Vector’s magnitude and color shade represent activation energy changes in kcal/mol
with a 5 · 10−5 a.u. OEF applied along vector’s direction (gray coordinates). Darker blue vectors
indicate a reduction in activation energy while darker red show an increase.

OEF Effects on Transition State Geometry. The effects of applied OEFs on molec-

ular geometry were investigated by overlaying aligned structures optimized at each field

strength for a single transformation. A correlation between transition state geometry and

OEF magnitude was observed for bonds involved in the transformation of interest (Figure

7). In the presence of increasingly strong OEFs, the transition-state geometry tended to-

wards ground-state bond lengths and thus an earlier transition state. While the breaking

C–C bond elongates slightly by 0.05 Å the forming C–O bond grows by 0.274 Å yielding a

net 0.224 Å shift towards the intermediate lengths (see Supporting Information for details).

The reaction coordinate in Figure 8 illustrates this result for Reaction 2.
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Figure 7: Comparison of transition state geometry 2b with respect to the OEF.

Figure 8: Reaction coordinate representation of 2. The transition state 2b occurs earlier and
lower in energy as a result of stronger optimally oriented electric field.

Correlation between Activation Energy Reduction and Dipole Moment Magni-

tude. A relationship between the absolute reduction in activation energy and the magnitude

of ∆µ⃗ emerged from the pericyclic reaction data set. For each reaction, the largest ∆∆E‡

computed across atom ordering methods was plotted against ||∆µ⃗|| (Figure 9). The results
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indicate a strong linear correlation between the dipole difference magnitude and the realized

transformation barrier reduction implying reactions with large ||∆µ⃗|| are more susceptible

to beneficial OEF applications.

Figure 9: Relationship between ∆∆E‡ due to an applied electric field and the ∥∆µ⃗∥ of tscart and
intcart. Linear regression to y = (−2.210)x− 0.791 shown in red.

Scope of A.V.E.D.A. Applications. Although A.V.E.D.A. was developed and tested

on the pericyclic reactions comprising the training data set, its design facilitates broad ap-

plications. User’s computations have no constraint on system size, computer resource caps,

or run time limits barring those controlled by Slurm. While optimization times will depend

on system size, the local A.V.E.D.A. calculations and processes remain virtually unchanged.

Furthermore multiple predefined atom ordering methods, variable level of theory, detailed

documentation, and fully open source software enable broad customization for computa-

tionally challenging instances. The simple initiation requirements, lack of user intervention

and computational skill requirement lend A.V.E.D.A. to be a powerful tool for experimental

chemists.
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Conclusions

The computational workflow described herein offers a simple tool for evaluation of chemical

reactions in optimally oriented electric fields using density functional theory. A.V.E.D.A.

is controlled by a one-time command with user specifications, making the program highly

accessible novice computational users. Results are discussed for a set of pericyclic reaction

case studies, for which significant barrier reduction is predicted as a function of electric fields

application along the ∆µ⃗ dipole difference vector. Structural changes due to the electric fields

are considered in addition to the relationship between dipole moment magnitude and absolute

barrier reduction. These insights bolster the promise of OEF applications to modulate

chemical reactivity and improve accessibility of computational tools to support this effort.

Computational Methods and Implementation

The complete workflow for all A.V.E.D.A. processes was developed in Python 3 and Bash

script intended for use on a Slurm cluster organized computer running a Linux operating

system. The Gaussian 16 module is loaded and executed for all density functional theory

calculations throughout the workflow.24 Structural analysis, visualization, and presentation

was facilitated by Avogadro 1.2.0, GaussView 6, UCSF Chimera, and CYLview20.25–28

All pericyclic data set optimizations were computed at the level of B3LYP/Def2TZVP

with uncorrected energies reported. All reported structures were confirmed with normal

vibrational mode analyses yielding zero imaginary frequencies for local minima and a single

imaginary frequency for transition states. The complete pericyclic data set geometries—

optimized at all field strengths for each successful atom ordering method—may be found on

the Kennedy laboratory GitHub.29

Each instance of A.V.E.D.A. requires .xyz intermediate and transition state geometries,

with corresponding atoms numbered consistently, to be in the same directory as the start.sh

script and Program folder. When called, this script handles all setup and execution of the
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A.V.E.D.A. workflow and thus must be provided with computation specific user arguments.

First, charge and multiplicity must be entered corresponding to the overall charge and elec-

tron configuration of the given transformation. The desired level of theory is indicated with

a functional and basis set argument as well as the method for atom reordering (see Results

and Discussion for details). Finally, computer resources are allocated from Slurm by the de-

sired number of processors and compute node. Note, all input parameters must be satisfied

or A.V.E.D.A. will return an error and stop instantiation.

A.V.E.D.A. may be installed, edited, modified, and distributed, protected under the open

source MIT License, from the Kennedy laboratory GitHub.29

Supporting Information Available
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• Supplementary figures (PDF)
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