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Abstract

Assessing and improving the performance of organic light-emitting diode (OLED)

materials require quantitative prediction of rate coefficients for the intersystem cross-

ing (ISC) and reverse ISC (RISC) processes, which are determined not only by the

energy gap and the direct spin-orbit coupling (SOC) between the first singlet and

triplet excited states at a thermal equilibrium position of the initial electronic state

but also by the non-Condon effects such as the Herzberg-Teller-like vibronic coupling
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(HTVC) and the spin-vibronic coupling (SVC). Here we apply the time-dependent cor-

relation function approaches to quantitatively calculate the vibrationally-resolved ab-

sorption and fluorescence spectra and ISC/RISC rates of a newly synthesized multiple-

resonance-type (MR-type) thermally activated delayed fluorescence (TADF) emitter, 7-

phenylquinolino[3,2,1-de]acridine-5,9-dione (7-PhQAD), with the inclusion of the Franck-

Condon (FC), HTVC, and Duschinsky rotation (DR) effects. The SVC effect on the

rates has also been approximately evaluated. We find that the experimentally-measured

ISC rates of 7-PhQAD originate predominantly from the vibronic coupling, consistent

with the previous reports on other MR-type TADF emitters. The SVC effect on ISC

rates is about ten times larger than HTVC effect, and the latter increases the ISC rates

by more than one order of magnitude while it slightly affects the vibrationally resolved

absorption and fluorescence spectra. The discrepancy between the theoretical and ex-

perimental results is attributed to the inaccurate description of excited states calculated

by the time-dependent density functional theory as well as not fully accounting for the

complex experimental conditions. This work provides a demonstration of what propor-

tion of ISC and RISC rate coefficients of a MR-type TADF emitter can be covered by

the HTVC effect, and opens design routes that go beyond the FC approximation for

the future development of high-performance OLED devices.

1 Introduction

The organic light-emitting diode (OLED) materials, based on fluorescence or phosphores-

cence emitters, have been successfully applied in displays and lighting.1–5 The quantum yield

of OLED devices, however, is usually low due to the limitation of spin statistics of electric

current-generated excited-states and the exciton deactivations at high current density.6,7

To take advantage of all the singlet and triplet excitons and then achieve 100% internal

quantum efficiency (IQE), two strategies have been proposed based on “singlet-trapping”

and “triplet-trapping”, respectively.8 The first one attempts to convert the singlet excitons
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to triplet excitons through efficient intersystem crossing (ISC) induced by strong spin-orbit

coupling (SOC) and therefore, obtains phosphorescence materials that emit light from the

lowest triplet excited-state. The second strategy tries to achieve “delayed” fluorescence by

converting triplet excitons to singlet excitons through reverse ISC (RISC) process with the

help of thermal activation. In this regard, the performance of OLED device is inseparable

from the ISC and RISC processes. Therefore, it is of particular importance for us to study

the mechanism and quantitatively predict the rate coefficients.

It is apparent that the ISC and RISC processes are facilitated by negligible energy gap

(∆EST) and large SOC matrix element (SOCME) between the first singlet and triplet excited-

states. These two conditions are usually rather controversial. However, in recent few years,

the sufficiently fast RISC processes have been found in many systems with the sizable ∆EST

and vanishingly small SOCME.5,9 For these systems, their RISC mechanism has not been well

understood. That’s for sure that the high-order factors like the vibronic coupling should play

a crucial role on their ISC/RISC processes. Unveiling the mechanism underlying that fast

RISC process presents a challenge. Powerful computing resources and effective algorithms

provide a way to resolve this challenge.10–13

Like the calculations of molecular vibronic spectra, the rate calculations with the inclusion

of vibronic coupling effect require us to account for simultaneous changes in the vibrational

and electronic states. One thus has to combine both the electronic structure theories and

quantum dynamics methods to obtain the structure parameters and to describe the nuclear

dynamics, respectively. The earliest research examples to characterize the vibronic properties

were to calculate the phosphorescence of small aromatic hydrocarbons such as benzene.14–16

Later, the vibronic effects were involved in the calculations of ISC rates of some small organic

molecules,17–20 and were demonstrated to be significant for the RISC rates of some TADF

materials.21–26

One of the vibronic effects is captured by spin-vibronic coupling (SVC), represented

by the third and fourth terms in RHS of Eq. (7), which require to calculate the other,
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intermediate excited-states and nonadiabatic coupling (NAC) elements between the excited

states. The NACs between the low-lying singlet and triplet excited-states open the possibility

for significant second-order coupling effects. Many previous theoretical works have found that

the second-order SVC could assist the triplet-to-singlet up-conversion and increase RISC

rates by a few orders of magnitude in some TADF emitters.21,25–29 Therefore, a full second-

order SVC model was adopted to calculate S–T crossing rates (e.g. Refs 25–29). Usually,

the second-order vibronic coupling effect in most cases is much smaller than the first-order

one. However, due to a vibronic resonance that orchestrates the low-lying electronic states

(S1, T1, T2) together, S1–Tn crossings may play a major role in enhancing ISC and RISC,

especially for some MR-type TDAF emitters.25,29,30

Except the SVC, there is another vibronic coupling effect known as Herzberg-Teller-

type vibronic coupling (HTVC).31 This effect has been recognized and incorporated in the

simulation of molecular vibronic specra.32–41 Along this line, we have developed the time-

dependent correlation function approach to account for the sumultaneous changes in the

vibrational and electronic states41 and calculated the electronic absorption and emission

spectra and resonant Raman scattering spectra,38,40 including the Franck-Condon (FC),

HTVC, and Duschinsky rotation (DR)42,43 effects. This method could be naturally extended

to calculate the ISC and RISC rates. It should be interesting to see what proportion of its

ISC/RISC rate can be covered by the HTVC effect for a MR-type emitter. We aim to provide

a demonstration in this work.

Recently, Li et al44 synthesized a narrow-band, ultrapure blue TADF material, 7-PhQAD

(shown in Fig. 1), which is based on a rigid framework of quinolino-[3,2,1-de]acridine-5,9-

dione. Its S1 and T1 states mainly possess (π, π∗) transition character so that the S1→T1

crossing is nearly spin-forbidden according to the El-Sayed’s rule.45 Furthermore, the exper-

imentally measured S1–T1 energy gap of ∆EST = 1532 cm−1 (0.19 eV), which is quite large.

Nevertheless, the experimental ISC and RISC rates actually reach 1.5×108 and 6.4×103 s−1,

respectively, which indicates the significant impact of the vibronic coupling effects. Here we
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calculate the vibrationally resolved absorption and fluorescence spectra as well as its ISC and

RISC rates with HTVC effect to verify the microscopic mechanism of TADF process. We

aim to describe its photophysical properties, quantitatively predict the ISC and RISC rates,

and unveil the behind mechanisms. The time-dependent correlation function approaches will

be adopted.

2 Theoretical Methods

With respect to the Fermi-Golden rule,46 the transition rate (k) from the initial state i to a

dense manifold of final states f can be described as

ki =
2π

h̄

∑
f

| ⟨Φf | Ĥ ′ | Φi⟩ |2 δ(h̄ω − (Ef − Ei)), (1)

where |Φi⟩ and |Φf⟩ are the wavefunctions of the initial and final vibronic states, respectively,

ω is the frequency of the external radiation. Ĥ ′ denotes the perturbation and can be written

as Ĥ ′ = −µ⃗ · f⃗ + T̂N + ĤSO, where the first, second and third operators correspond to the

matter-field interaction, the nuclear kinetic energy, and spin-orbit interaction, respectively.

The radiative transition like electronic absorption or emission is usually governed by the

matrix element of ⟨Φf | µ̂ | Φi⟩ while the nonradiative processes like internal conversions and

ISCs or RISCs are determined by the matrix elements of latter two operators. If we introduce

the integral representation of the delta function δ(h̄ω − (Ef − Ei)) =
1
2π

∫ +∞
−∞ ei(ω−

Ef−Ei
h̄

)tdt,

and define Ĥ ′(t) = e−
iĤt
h̄ Ĥ ′e

iĤt
h̄ , the rate equation becomes

ki =
1

h̄

∫ +∞

−∞

∑
f

⟨Φf | Ĥ ′(t) | Φi⟩ · ⟨Φi | Ĥ ′ | Φf⟩eωtdt

=
1

h̄

∫ +∞

−∞
⟨Φi | Ĥ ′ · Ĥ ′(t) | Φi⟩eiωtdt. (2)

For ISC process, if we restrict ourselves up to second-order terms, the coupling matrix
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element can be expressed as16,47

H ′
fi = ⟨3Φf | ĤSO | 1Φi⟩

+
∑
m ̸=i

[⟨3Φf | ĤSO | 1Φm⟩⟨1Φm | T̂N | 1Φi⟩/(Ei − Em)]

+
∑
n̸=f

[⟨3Φf | T̂N | 3Φn⟩⟨3Φn | ĤSO | 1Φi⟩/(Ef − En)], (3)

where the summations extend over the complete sets of pure-spin Born-Oppenheimer (psBO)

states of the given multiplicity. The first term is called as the direct SOCME, and the last

two terms originate from the mixed vibronic and SOC, usually called as the SVC. Although

Eq. (3) specifically refers to a S→T crossing, the corresponding expression for the reverse

crossing is readily written down. Taken the three components (ms = 0,±1) of a triplet state

into account, the root-mean-square SOCMEs

⟨1Ψn | ĤSO |3 Ψm⟩ =
√ ∑

ms=0,±1

∥ ⟨1Ψn | ĤSO |3 Ψms
m ⟩ ∥2 (4)

are used in above evaluations of SOC between 1Ψn and 3Ψm states.

One may evaluate Eq. (3) by making use of the HT expansion, i.e., expand the integrals

about the nuclear equilibrium configuration Q = 0. Writing the psBO functions as prod-

ucts of an electronic wavefunction Ψ and a vibrational wavefunction Λ like σΦn(q,Q) =σ

Ψn(q,Q)Λn(Q), we have

σΨn(q,Q) = σΨn(q, 0) + [∂σΨn(q, 0)/∂Q]Q=0Q+ · · · , (5)

H if
SO = H if

SO |Q=0 +
[
∂H if

SO/∂Q
]
Q=0

Q+ · · · . (6)

The second term in Eq. (6) originates from vibronically induced SOC or the HT-like expan-

sion. If we terminate the expansions after the lowest-order nonvanishing term, H ′
if in Eq.
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(3) can be written as16,47

H ′
fi = Hfi

SO |Q=0 ⟨Λf (Q
′)|Λi(Q)⟩+

3N−6∑
k=1

(
∂Hfi

SO

∂Qk

|Q=0 ⟨Λf (Q
′)|Qk|Λi(Q)⟩

)

−
3N−6∑
k=1

[∑
m̸=i

Hfm
SOH

k
mi,1

(Ei − Em)
+
∑
n̸=f

Hk
fn,3H

ni
SO

(Ef − En)

]
Q=0

⟨Λf (Q
′)| ∂

∂Qk

|Λi(Q)⟩

 , (7)

where the relation of

⟨σΦe | T̂N | σΦr⟩ ∼ −
3N−6∑
k=1

⟨σΨe | ∇k | σΨr⟩⟨Λe(Q
′)|∇kΛr(Q)⟩ (8)

is applied, then we define

Hk
er,σ = ⟨σΨe | ∂/∂Qk

σΨr⟩ (9)

as the NAC vector between two excited states of the given spin multiplicity σ. It is noted

that the second derivatives of Ψr or Λr with respet to the nuclei coordinates have been

neglected. If the first term, the direct SOC, vanishes, this intersystem crossing is spin

forbidden. The second term denotes to the nuclear derivatives of a given SOCME between

initial and final states with different spin. And if it gets involved in the rate calculations, we

refer its contribution as the HTVC effect in this article.

If the harmonic oscillator approximation to the potential energy surfaces is adopted, then

the calculations of S–T crossing rates are similar to the calculation of vibrationally-resolved

absorption and fluorescence spectra. In the latter cases, SOC operator is replaced with the

dipole operator µ̂, and S0 and S1 states are concerned. We have implemented these time-

dependent correlation function approaches to calculate the vibronic spectra including one-

and two-photon absorption and emission39,40 and resonance Raman scattering spectra.38 A

summary of our previous works on the vibronic spectra has been given in Ref. 41. Here we

extend this time-dependent approach to calculate the S–T crossing rates.

Within the adiabatic approximation the molecular Hamiltonian can be written as Ĥ =|
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Ψi⟩Ĥi⟨Ψi | + | Ψf⟩(Ĥf + ∆E)⟨Ψf |, where Ĥi and Ĥf represent the vibrational Hamilto-

nians of the initial and final vibronic states, respectively. If we account for the Boltzmann

distribution of the initial-state vibronic manifold at the finite temperature and the molecular

energy conservation for the nonradiative transition, i.e. ω = 0, Eq. (2) becomes the following

thermal rate constant form for the transition from the initial to the finial electronic states

k(T ) =
1

h̄

∫ +∞

−∞
dte(−i∆Et/h̄+iγt−γt2/β)C(t), (10)

with C(t) = Tr[e−βĤiĤ′e
−iĤf t/h̄

Ĥ′eiHit/h̄]

Tr[e−βĤi ]
. Here β = 1/kBT , Tr(· · · ) represents the trace over

nuclear degrees of freedom, and Ĥ ′ denotes the coupling between the initial and final states,

defined as Ĥ ′ = |Λi⟩H
′
ifΛf | + |Λf⟩H

′
fi⟨Λi|, where H

′
fi includes the direct SOCME between

the initial and final electronic states, its derivative terms, and the terms concerned with the

products of NACs and SOCMEs,

H
′
fi = Hfi

SO |Q=0 +
3N−6∑
k=1

[
∂Hfi

SO

∂Qk

]
Q=0

Qk

−
3N−6∑
k=1

[∑
m̸=i

Hfm
SOH

k
mi,1

(Ei − Em)
+
∑
n̸=f

Hk
fn,3H

ni
SO

(Ef − En)

]
Q=0

∂

∂Qk

. (11)

∆E is the energy difference between two concerned electronic states of |Ψi⟩ and |Ψf⟩ (0-0

transition).

With respect to Eq. (11), the rate k can also be separated into FC-, HTVC- and SVC-

related components. In our quantitative calculations of S–T crossing rates of 7-PhQAD, we

only keep the first two terms of Eq. (11) and ignore the last two second-order spin-vibronic

interactions. However, the contribution of SVC to the rates is roughly evaluated in Section

4.4 and Section S3 in the supporting information (SI).

γ represents the solvent reorganization energy, and the corresponding exponential func-

tion form of γ comes from the high temperature approximation of solvent mode.48,49 The

analytical expressions for the FC- and HT-like components in the rates, and the detailed
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derivation of the exponential expression of γ has been given in section S1 and S2 of SI.

3 Computational Details

TADF emerges from a balance of charge-transfer (CT) and local excited states,50–54 how-

ever, it is well-known that the conventional approximated exchange-correlation (XC) func-

tionals and kernels can lead to a large error in TDDFT calculations of a TADF emitter.

The tuned range-separated XC functionals have thus been suggested to describe the excited-

states properties with inclusion of CT character.55–59 Here, the conventional hybrid XC func-

tional B3LYP,60 and three optimally tuned range-separated XC functionals CAM-B3LYP*,61

ω*B97X-D,62,63 and LC-BLYP*62,64 have been adopted. The parameter ω in these range-

separated functionals are tuned by minimizing the function of
∑i=1

i=0[εHOMO(ω, N+i) + IP(ω,

N + i)]2,65,66 where εHOMO is the energy of the highest occupied molecular orbital (HOMO)

and IP is the ionization energy.

All the calculations are carried out including the polarizable continuum model with the

integral equation formalism variant67–69 to mimic the toluene environment in experiments

within Q-Chem 5.2 software package.70 The full time-dependent density functional theory

(TDDFT) and its Tamm-Dancoff approximation (TDA)71 as well as 2th order algebraic dia-

grammatic construction (ADC(2))72 are adopted to evaluate the singlet and triplet excited-

states. In addition, 6-311++G** basis set is used for all the (TD)DFT calculations while a

correlation consistent basis set, cc-pVDZ, is chosen for the ADC(2) method. The optimal

structures of ground- and excited-states of 7-PhQAD molecule are optimized by DFT and

TDA methods with CAM-B3LYP* functional, respectively. The Multiwfn3.7 package73,74 is

adopted to plot the MOs involved in the corresponding electronic excitations and the charge

density differences between the corresponding excited states and ground state.

The derivatives of the SOCMEs with respect to the nuclear coordinates have been cal-

culated numerically using a three-point finite-difference approximation with a step length of
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0.001 Å. Considering the three degenerate electronic substates of the triplet (ms = 0,±1),

the calculated RISC rate is scaled by a factor of 1/3. Moreover, the reported NAC values

are calculated by taking norms of NAC vectors at three directions for individual atoms and

then summing them up.

4 Results and Discussion

4.1 The Geometries and Electronic Structures

Figure 1: The chemical structure of 7-PhQAD molecule.

The geometry of 7-PhQAD molecule is shown in Fig. 1. The experimentally measured

absorption and fluorescence maxima of 7-PhQAD in toluene are 446 nm (2.78 eV) and 464

nm (2.67 eV), respectively, with a Stokes shift of 18 nm.44 The calculated vertical and adia-

batic excitation energies (VEEs and AEEs) by TDA, full TDDFT, and ADC(2) methods are

shown in Table 1. It is clear that TDDFT with and without TDA slightly overestimates the

absorption and emission energies, and significantly overestimate the energy gap of ∆ES1T1

compared to the experimental values of 1532 cm−1 (0.19 eV).44 More specifically, the first

three functionals (B3LYP, CAM-B3LYP*, and ωB97XD*) in Table 1 produce the vertical

and adiabatic energy gaps ∆ES1T1 ≥ 0.5 eV. The CAM-B3LYP* TDDFT calculations, for

instance, predict vertical excitation energy of 2.87 and 2.36 eV for S1 and T1 states, respec-
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tively. While the LC-BLYP* yields a slightly smaller ∆ES1T1 value of ∼ 0.4 eV for vertical

excitation and 0.3 eV for adiabatic transition.

Table 1: Vertical excitation energies (VEEs) and adiabatic excitation energies (AEEs) in a
unit of eV on CAM-B3LYP* optimized geometries, calculated by TDA and TDDFT with
four XC functionals and ADC(2) methods, respectively. The oscillator strengths are shown
in parenthesis.

States B3LYP CAM-B3LYP* ωB97XD* LC-BLYP* ADC(2)
ω = 0.071 ω = 0.032 ω = 0.065

TDA TDDFT TDA TDDFT TDA TDDFT TDA TDDFT

VEEs T1 2.40 2.36 2.40 2.36 2.51 2.47 2.07 2.06 2.92
S1 2.94 2.86 2.96 2.87 3.06 2.98 2.54 2.46 3.19

(0.25) (0.20) (0.26) (0.20) (0.27) (0.22) (0.20) (0.15) (0.1715)
T2 3.07 2.95 3.07 2.95 3.16 3.03 2.49 2.48 3.14
T3 3.09 3.04 3.10 3.04 3.18 3.13 2.67 2.65 3.25
S2 3.38 3.37 3.39 3.38 3.47 3.46 2.70 2.69 3.36

(0.00) (0.0001) (0.00) (0.00) (0.00) (0.00) (0.0024) (0.0005) (0.0003)

AEEs T1 2.30 2.26 2.31 2.21 2.41 2.37 1.99 1.98
T2 2.87 2.79 2.87 2.72 2.96 2.85 2.30 2.28
S1 2.86 2.78 2.88 2.73 2.98 2.89 2.46 2.38 3.04

The appreciable overestimation to ∆ES1T1 by the TDDFT approach indicates that 7-

PhQAD molecule is a strongly correlated system. To check this, we calculate VEEs of

low-lying excited states at the theoretical level of ADC(2)/cc-pVDZ. The ADC methods

involve a perturbative expansion of a propagator followed by truncation at a certain order

n that defines the ADC(n) approximation.72 As concluded by previous studies on the MR-

type TADF materials, the coupled-cluster (CC) family such as CC2 and CCSD or ADC

approach such as ADC(2) could take double excitations or second-order dynamic electron

correlation effect into account and therefore, reproduce more accurate S1–T1 energy gap

than TDDFT does.29,75,76 Even though ADC(2)/cc-pVDZ overestimates the absorption and

emission energies (see Table S1 in SI), it produces a S1–T1 energy gap of 0.27 eV, which

is much closer to the experimental measured value 0.19 eV. The second-order correction

contributes 13% and 11% to S1 and T1 states, respectively, as Table S1 in SI shows, meaning
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that the failure of TDDFT approach is owing to the absence of an explicit account of double

(or higher order) excitations. To exactly describe 7-PhQAD molecule, one thus has to

properly account for electron correlation.

Figure 2: Natural transition orbitals (NTOs) of the S1, T1, and T2 states of 7-PhQAD
calculated by TDDFT method with CAM-B3LYP* (ω = 0.071) functional and 6-311++G**
basis set. Isovalue of 0.02 au is used.

For analyzing the excited states, the NTOs of three lowest excited-states at 7-PhQAD

ground-state minimum are calculated. Fig. 2 exhibits the hole and particle NTOs of S1, T1,

and T2 states with largest contributions (coefficients larger than 0.1) to the corresponding

excitations. The S1 and T1 states both are dominated by HOMO→LUMO transitions with

a percentage of 95.1 and 96.1, respectively. Therefore, as illustrated by panels (a) and

(b) in Fig. 2, the first pair of NTOs of S1 and T1 states are nearly identical, having the

similar shapes as HOMO and LUMO shown in Fig. S3 of SI. These excitations are clearly

(π, π∗) transitions with substantial intramolecular CT character, which is confirmed by the

corresponding relaxed difference density plots shown in Fig. S4 of SI. Since the S1 and

T1 states have similar hole and particle orbitals, the SOCME between these two states is

deduced to be small, which is actually verified by the calculated values shown in Table 2.

Unlike S0→S1 and S0→T1 excitations, more pairs of MO transitions got involved in T2
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and T3 states. For S0→T2 excitation, HOMO-3→LUMO and HOMO-4→LUMO+1 con-

tribute 74.0% and 11.3%, respectively. Consequently, T2 state has the partial character of

(n, π∗) referring the MO plots in Fig. S3 of SI. Two pairs of NTOs contribute near equally

to T2 excitation, depicted in Fig. 2 as panels (c) and (d). For S0 →T3, on the other hand,

HOMO→LUMO+1 makes a major contribution, accounted for 55.1%, followed by HOMO-

4→LUMO of 14.8%. As shown in panels (c) and (d) of Fig. S4 in SI, the relaxed density

difference plots of T2–S0 and T3–S0 have local excitation character, which are different from

those of S1–S0 and T1–S0. As a result, the SOCMEs between S1 and T2 and between S1 and

T3 should be larger than that between S1 and T1, verified by the calculated values shown in

Table 2.

According to the El-Sayed’s rule, in order to compensate for the momentum change caused

by electron spin reversal, it is necessary for an electron to jump in a mutually perpendicular

orbit to balance the momentum change. Therefore, the initial and final states must have

different transition properties to make ISC take place. But unfortunately, both S1 and T1

states of 7-PhQAD mainly have (π, π∗) character, indicating that the ISC and RISC between

S1 and T1 state are nearly forbidden if only direct SOC is taken into account. The T2 and

T3 are almost degenerate and close to S1 in terms of energy (Table 1), along with the large

SOCs of S1–T2 and S1–T3, suggesting that the population transition via S1−Tn (n=2,3) may

potentially play a crucial role in S–T crossings.

Considering the intramolecular CT and (π, π∗) characters of the excited states, we use

the optimally-tuned XC functional CAM-B3LYP* in the following spectral and rates’ calcu-

lations.

4.2 Vibrationally-Resolved Absorption and Fluorescence Spectra

The calculated vibrationally resolved absorption and fluorescence spectra are shown in Fig.

3. In our calculations, the adiabatic energy gap between S0 and S1 states (0-0 transition)

is set to be nearly same with the calculated value by TDA-CAM-B3LYP*. The theoretical
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Figure 3: The calculated vibrationally resolved absorption (left) and fluorescence (right)
spectra at T = 300.0 K with different approximations. The top panel: FC and FCHT
approximations with inclusion of DR effect at the damping factor γ = 200 and 50 cm−1,
respectively. The bottom panel: FCHT result with VG approximation at γ = 200 cm−1. For
better comparison, the calculated spectra are red-shifted by 6.0 and 15 nm for the results
without and with VG approximation, respectively.

calculation with the vertical gradient (VG) approximation40,43,77 produces a narrow-band

absorption and emission with very small full-width at half-maximum (FWHM), which co-

incides with the experimental measurements. The spectral lineshapes indicate that this

material possesses a rigid nature which can significantly reduce the vibrational motion to

obtain narrow-band emission with very small FWHM. The VG approximation assumes that

the S1 potential energy surface (PES) is just a shifted PES of the S0, meaning that the

electronic excitation doesn’t change the shape of PES much. The theoretical calculation

without VG approximation accounts for the difference between S0 and S1 PESs, and largely

overestimates FWHM compared to the experimental value, attributed to the inaccurate S1

PES calculated by the TDDFT method. The HTVC effect on the absorption and emission
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spectra is negligibly small.

As demonstrated by the key geometrical parameters listed in Table S3 of SI, TDDFT with

and without TDA predicts a larger difference between the ground-state and S1 excited-state

geometries than ADC(2) does because TDDFT produces a more twisted conformation for

S1 state. Furthermore, 7-PhQAD adapts similar geometry under different types of electronic

excitations from S0 →S1 and S0 →T1. As shown in Table S2 of SI, the optimized geometrical

structures of S1 and T1 only exhibit a slight difference in the dihedral angles, for instance,

it is 26.6o and 24.6o between the benzene ring and the main body, respectively, from TDA-

CAM-B3LYP* calculations. The root mean square deviation (RMSD) between S1 and T1

geometric parameters is only 0.02 Å (see Fig. S2 in SI). The minimal configuration change

satisfies the condition of harmonic oscillator approximation, ensuring that the subsequent

calculations of ISC and RISC rates are effective and reliable.

4.3 ISC and RISC Rates with inclusion of FC and HTVC effects

Table 2: The SOCMEs and norms of NAC vectors (NACs) with respect to the geometries of
S1 and T1 states, respectively, calculated by TDA method with CAM-B3LYP* (ω = 0.071)
functional and 6-311++G** basis set.

Transitions SOCME (cm−1) Transitions NACs (au)

S1 Geom. T1 Geom. S1 Geom. T1 Geom.
T1–S1 0.14 0.15 T1–T2 19.50 18.65
T2–S1 3.78 4.68 T1–T3 7.79 5.69
T3–S1 8.92 10.15 T2–T3 85.44 214.51
T1–S2 13.04 14.30 S1–S2 10.61 9.09
T1–S3 4.82 3.71 S1–S3 19.41 21.09

Table 2 collects the calculated SOCMEs and the norms of NAC vectors of the lowest

three singlet and triplet states at S1 and T1 geometries. As deduced from the NTOs and

MOs of S1 and T1 states, the SOCMEs of S1–T1 are 0.14 and 0.15 cm−1 with respect to S1

and T1 geometries, respectively, which are relatively small. The experimentally measured

ISC rate of S1–T1 transition is quite large, however, suggesting that the contribution of
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vibronic coupling effects on the rates of S1–T1 crossings should be significant. Here we

thus calculate both the ISC and RISC rates with the inclusion of the FC, HTVC, and DR

effects. A result comparison is made with the VG approximation. In our rate calculations,

the experimental energy gap 1532 cm−1 is used for S1−T1 transitions, whereas for S1−T2

crossings, we set ∆ES1T2 = 74 cm−1 as the calculated adiabatic energy gap between S1 and

T2 by TDA-CAM-B3LYP*.

Table 3: Calculated kISC and kRISC (s−1) of S1–T1 and S1–T2 transitions at different tem-
peratures T (K) by FC and HT formulas with or without VG approximation, where γ is set
to be 20 cm−1. Experimental rates are also shown as comparisons.

Rates T (K) without VG approximation with VG approximation Expt.

S1 Geom. T1 Geom.

FC HT FC HT FC HT

kS1→T1 298 3.4× 107 5.4× 108 2.3× 107 4.8× 108 1.8× 107 5.7× 108 1.5× 108

100 2.6× 107 4.5× 108 1.9× 107 4.1× 108 1.4× 107 5.2× 108

50 2.4× 107 4.4× 108 1.6× 107 3.5× 108 1.1× 107 3.6× 108

kS1→T2 298 8.0× 109 3.5× 1011 7.8× 1010

100 7.5× 109 4.8× 1011 1.2× 1011

50 2.1× 109 4.1× 1011 1.3× 1011

kT1→S1 500 3.1× 105 3.3× 105 1.3× 105 2.9× 105 1.1× 105 2.5× 105

400 1.1× 105 2.8× 105 4.4× 104 2.8× 105 3.5× 104 2.6× 105

350 5.3× 104 2.8× 105 2.0× 104 2.8× 105 1.6× 104 2.6× 105

298 1.9× 104 2.8× 105 7.0× 103 2.8× 105 5.4× 103 2.8× 105 6.4× 103

kT2→S1 500 3.3× 109 1.3× 1011 9.4× 109

400 4.0× 109 1.4× 1011 9.9× 109

350 4.6× 109 1.5× 1011 1.0× 1010

298 5.5× 109 1.6× 1011 1.0× 1010

Table 3 shows both the calculated and experimentally measured ISC and RISC rates for

S1–T1 and S1–T2 crossings. For S1–T1 crossings, the calculated ISC rates are in the same

order of magnitude at three different temperatures (50, 100, and 298 K), indicating that the

temperature effect on this ISC process is not so evident in the range of 50–298 K. On the

other hand, the HT effect increases the ISC rate by more than one order of magnitude. For

instance, at T=298 K and without VG approximation, the FC- and HT-like contributions in
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ISC rates are 3.4× 107 and 5.4× 108 s−1, respectively. The calculated results with the VG

approximation show the similar tendency. The deviations between the calculated values with

and without VG approximation are small, indicating that there is no much large difference

between the PESs of two concerned singlet and triplet states. Regardless of whether VG

approximation is invoked or not, the contribution of HTVC is much larger than FC. It is thus

no doubt that the experimental ISC rate originates predominately from the contribution of

the vibronic coupling.

For the RISC of S1–T1 crossings, increasing temperature evidently facilitates the cor-

responding rates. For example, as shown in Table 3, the calculated RISC rate at FC ap-

proximation increases from 1.9 × 104 to 3.1 × 105 s−1. The HT contribution to the RISC

rate is also one-order of magnitude larger than FC in room temperature. However, as the

temperature increases, the difference between FC and HT contributions decreases.

Besides, Table 3 demonstrates that the theoretical calculations produce much larger

ISC and RISC rate coefficients for S1–T2 crossings than those for S1–T1 crossings. This is

reasonable because the former possess a much smaller energy gap and larger SOCME, shown

in Tables 1 and 2. Considering the NAC vector between T1–T2 in Table 2, we deduce that

the population transfer between singlet and triplet states of 7-PhQAD additionally takes

place via S1–T2–T1 channel except the direct S1–T1 transition.

The calculated rate coefficients by FC+HT approximation at room temperature are

slightly larger than the experimentally-measured rates for both ISC and RISC processes.

This deviation may originate from the neglecting of second-order SVC contribution, the

inaccurate potential energy surfaces provided by TDDFT with TDA, and the improper de-

scription of complex experimental environment in our calculations. In our theoretical calcu-

lations, we assume a single molecule in the dilute solution and the solvent effect is accounted

for by the PCM. The solute-solute and explicit solute-solvent intermolecular interactions,

and the effect of environmental fluctuation are not taken into account, which would slow

these transition processes down.
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4.4 Rough estimation of SVC contribution to the crossing rates

To evaluate the impact of SVC effect among the low-lying excited states on the rates, we

calculate the NAC vectors by the approaches78–81 implemented within Q-Chem 5.2 package.

As shown in Table 2, the calculated NAC vectors are relatively large. The NAC between T1

and T2 and between T1 and T3 even reach 19.50 and 7.79 au with respect to S1 geometry,

respectively. Meanwhile, we observe that the SOCMEs of T2–S1 and T3–S1 are much larger

than that of T1–S1. Hence, the SVCs between the low-lying excited states definitely affect

the ISC/RISC rates.

In above quantitative calculations of S–T crossing rates, we only include FC and HTVC

contributions, a similar way as in Refs. 13 and 82, namely, only the first two terms of SOCME

in Eq. (7) are involved. It is well known that ∂Hfi
SO

∂Qk
can be approximately written as

∂Hfi
SO

∂Qk

= ⟨σ′
Ψf |

ĤSO

∂Qk

|σΨi⟩

+
∑
m ̸=i

Hfm
SO ⟨σΨm| Ĥ

el

∂Qk
|σΨi⟩

Ei − Em

+
∑
n̸=f

⟨σ′
Ψn| Ĥ

el

∂Qk
|σ′
Ψf⟩Hni

SO

Ef − En

, (12)

based on the perturbed wavefunctions of the initial and final states. Here Ĥel is the elec-

tronic Hamiltonian, and ⟨σΨe|∂Ĥel/∂Qk|σΨr⟩ ≈ (Er − Ee)H
k
er,σ. Therefore, the HT-type

vibronically induced term provides mixing of the triplet and singlet excited-states, coupled

with the first order vibronic perturbation due to the nuclear displacement along with the

3N−6 normal modes Q. However, in this work, we account for the HTVC effect via directly

evaluating the nuclear derivatives of SOC but not via calculating NAC vectors between the

excited states. Considering large energy difference between S1 and Sn, and the small value

of ⟨σ′
Ψf | ĤSO

∂Qk
|σΨi⟩, the second term in RHS of Eq. (7) can be approximately written as

H ′
HT ≈

3N−6∑
k=1

∑
n̸=f(i)

Hk
nf(i),3H

ni(f)
SO ⟨Λf (Q

′)|Qk|Λi(Q)⟩, (13)
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and the last two terms in RHS of Eq. (7) become

H ′
SV C ≈ −

3N−6∑
k=1

∑
n ̸=f(i)

Hk
nf(i),3H

ni(f)
SO

Ef(i) − En

⟨Λf (Q
′)| ∂

∂Qk

|Λi(Q)⟩. (14)

It is noted that the contribution from the intermediate singlet states Sn(n > 1) is neglected.

Compared to the contribution of HTVC to the rate, the contribution of SVC will addi-

tionally be affected by the energy difference of ET1 − ETn . In Section S3 of SI, we show the

nuclear derivatives of SOCME between S1 and T1, and the value of −
∑

n=2,3

Hk
TnT1

H
S1Tn
SO

ET1
−ETn

. The

latter is three orders of magnitude larger than the former. Associating with the vibrational

function factors, we estimate that the contribution of SVC to the ISC and RISC rates will

roughly be one order of magnitude larger than that of HTVC. We thus deduce that the SVC

effect on the ISC and RISC rates of 7-PhQAD is predominant, agreeing with the previous

prediction on the other MR-type TADF emitters.25,29

5 Conclusion

We have performed a theoretical study on the electronic structures, the photophysical proper-

ties, and the rate coefficients of the S–T crossings for 7-PhQAD molecule, a newly synthesized

MR-type TADF emitter. We found that the HTVC effect on the absorption and fluorescence

spectra is negligibly small while it plays a crucial role in the rate coefficients of S–T crossings.

The HTVC effect increases the ISC rate by more than one order of magnitude.

Due to the small energy differences between the low-lying triplet states and larger SOCMEs

between S1 and Tn(n = 2, 3) than that between S1 and T1, the contribution of SVC effect

to the rates of S1–T1 crossings is roughly one order of magnitude larger than that of HTVC

effect. For example, at ADC(2) level, the excitation energy differences between T2 (T3) and

T1 are only 0.22 (0.33) eV, and S1 and T2 states are nearly degenerate. It is well known

that there is a strong vibrational coupling between two nearly degenerate excited electronic

19



states. Therefore, the experimentally measured ISC rate of 7-PhQAD originates predomi-

nantly from the vibronic coupling effects, and the NACs between the low-lying triplet excited

states play a key role. It is insufficient to reproduce such a fast experimental ISC rate if

only the direct SOC between the first singlet and triplet state is incorporated because of

the larger energy gap of 0.19 eV and the small SOCME of 0.14 cm−1. At T=298 K, FC ap-

proximation produces a ISC/RISC rate for S1–T2 crossing which is four orders of magnitude

larger than that for S1–T1 crossing. Considering the contribution of SVC to the rates, we

conclude that the vibronic coupling significantly enhances the population transfer via the

channel of S1–T2–T1.

However, there exists obvious deviation between the calculated and experimental rates,

attributed to the inaccurate excited-state PESs produced by TDA and improperly account-

ing for the complex experimental situation. Like many other MR-type TADF emitters,

7-PhQAD holds a strongly electron correlation. Though its low-lying excited states are sin-

gle excitation dominated states, more than 10% second-order dynamic correlation shown by

ADC(2) calculated results suggests that the more sophisticated quantum chemistry methods

should be used to exactly describe its excited states. The TDDFT method not only over-

estimates ∆EST but also the difference of the PESs between S1 and S0 states. The latter

results in the significant enhancement of the vibrational motion, leading to the broadband

absorption and emission when the difference of PESs between S1 and S0 states is taken into

account. The calculation with VG approximation can successfully reproduce the experi-

mental spectral lineshape. Additionally, in this theoretical calculation, a single molecule is

assumed to be embedded by the dielectric continuum media, so that the solute-solute and

explicit solute-solvent interactions and the environmental fluctuation are neglected, leading

to the overestimated rate coefficients.

This work demonstrates a way to quantitatively predict the ISC and RISC rates of TADF

emitters with including the vibronic coupling effect. Our calculations unveil the dynamical

mechanism for highly efficient OLED emission and open design routes that go beyond the
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FC approximation for the future development of high-performance devices.
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