Development of a Transferable Coarse-Grained Model of Polydimethylsiloxane
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Polydimethylsiloxane (PDMS) is a popular silicon-based polymer with advanced applications in microfluidics and nanocomposites. The slow dynamics of polymer chains in such complex
systems hinders molecular dynamics investigations based on all atom force fields. This limitation can be overcome by exploiting finely tuned coarse-grained (CG) models. This paper develops a transferable CG model of PDMS, compatible with the recent Martini 3 force field, using structural and thermodynamic properties as targets in the parametrization, including a vast set of experimental free energies of transfer. We validate the model transferability by reproducing the correct scaling laws for the PDMS gyration radius in the melt and good and bad solvents. We successfully test the model by describing the phase behavior of a PDMS-peptide triblock copolymer system. This work sets the stage for computational studies involving the interaction between PDMS and many synthetic and biological molecules modeled within the Martini framework.

Introduction

Silicones are polymers constituted by a flexible silicon-oxygen chain and two organic functional groups bonded to each silicon atom. The two functional groups in polydimethylsiloxane (PDMS) are methyls (see Figure 1a).

PDMS is widely used in both everyday and highly technological applications. Some of the most relevant physical properties of PDMS are optical transparency, biocompatibility, low surface energy, and flexibility provided by the siloxane bonds of its chain\(^1\). Furthermore, PDMS is thermally and electrically insulating and has high gas permeability. Since it is inert and non-toxic, PDMS applications include contact lenses, anti-foaming agents for food, shampoos, and lubricants. PDMS is also one of the polymers with the lowest glass transition temperatures \((T_g \approx -125\,^\circ\text{C})^{2,3}\).
At standard temperature and pressure conditions, non-crosslinked PDMS may be a viscous liquid or semi-solid, depending on the length of the chains. Therefore, PDMS is often used in the form of a silicone elastomer obtained by curing: in this form, it is one of the most common materials used to mold microfluidic devices\textsuperscript{4–7}. 

In its unmodified form, PDMS is very hydrophobic (for example, too hydrophobic to be filled with capillary forces\textsuperscript{8}); it can be subject to fouling or too permeable to small hydrophobic molecules that can cause unwanted swelling and solvent diffusion\textsuperscript{9}. Tailoring PDMS modifications with specific requirements is a highly exploited strategy to fix these limitations and enhance the material properties\textsuperscript{2}. Surface and bulk modifications expand PDMS usability, particularly in lab-on-a-chip devices, microfluidics, biomedical devices, and soft lithography\textsuperscript{10,11}. PDMS can also be combined with polypeptides to build block copolymers materials\textsuperscript{12}. In this context, molecular simulations can be a fundamental tool to predict the behavior of modified PDMS, allowing for high-resolution investigations of its structure, dynamics, and interactions. Computer simulations can thus contribute to the knowledge-based design of PDMS-based materials.

The design of PDMS nanocomposites is another area of growing scientific interest. Both structural and conductivity properties of PDMS can be tailored by adding different kinds of nanofillers to the polymer matrix\textsuperscript{13,14}. However, the characterization of PDMS nanocomposites, both from the structural and dynamical points of view, can be experimentally daunting. Most often, the experiments do not allow the study of the PDMS-nanofiller interaction with the required spatial resolution to investigate, for instance, the molecular mechanisms that determine the filler retention and release. Once again, computer simulations can be a valuable tool to complement experimental studies with high spatial and time resolution insights.
The main limitation of molecular dynamics (MD) simulations based on atomistic models is their computational cost: the space and time scales sampled within a single simulation are limited to a few tens of nm and 10-20 microseconds. This limit is critical in the case of simulations involving polymers with long chains, which have very slow dynamics. A practical solution to this problem is coarse-grained (CG) modeling, which consists of lowering the resolution of the models reducing the degrees of freedom of the systems to reach for longer space and time scales.

To the best of our knowledge, only two coarse-grained PDMS models are present in the literature. A Martini 2\textsuperscript{15} model for PDMS is provided by Johnson et al.\textsuperscript{12}, who focused on the study of \textit{poly(γ-benzyl-L-glutamate)-b-polydimethylsiloxane-b-poly(γ-benzyl-L-glutamate)} (GSG) triblock copolymers systems. While developed within the framework of Martini 2, the transferability of the model had not been tested. Indeed, the PDMS non-bonded parameters were validated only for the PDMS self-interaction, while the interactions with the polypeptide had been artificially reduced to simulate the strong segregation limit. A more recent coarse-grained model of PDMS has been developed by Huang et al.\textsuperscript{16}, who focused on the structural, thermal, and mechanical properties of the PDMS melt. The Huang model uses polynomial expansions up to the fourth-order for bonded interactions and temperature-dependent non-bonded terms, adjusted to correctly reproduce the temperature dependence of the polymer density, its surface tension, vaporization enthalpy, and glass transition temperature. While ideally suited to study melts or cured PDMS matrixes, this is a standalone model since no validated PDMS interactions with the rest of the chemical space exist. Therefore, the main shortcomings of both existing CG models of PDMS lie in their very limited transferability.
Figure 1. a) PDMS chemical structure, b) Atomistic and CG representations of PDMS. Orange areas represent the core beads ($[\frac{1}{2}O-Si-(CH_3)_2-\frac{1}{2}O]$), blue areas represent the end beads ($[(CH_3)_3-Si-\frac{1}{2}O]$).

To build a transferable PDMS CG model, we chose to rely on the latest version of the widely used Martini force field, Martini 3\textsuperscript{17}. Initially designed for lipids and biomolecular systems, the Martini force field has recently found many applications in materials science\textsuperscript{18}. It has been used to simulate polymeric systems, and several Martini 2 polymer models already exist in the literature (a non-exhaustive list includes refs.\textsuperscript{19–25}). Martini 3 is expected to improve the force field applicability in soft matter science. More specifically, the introduction of a new bead size, the tiny size, and the use of the center of geometry in the parametrization stage should improve the description of molecular packing, positively affecting the structural properties of polymer melts. Moreover, a rebalancing of all non-bonded interaction terms, including new bead types, interaction levels, and labels, allows the parametrization of many systems with more precise chemical specificity.

In this work, we develop a transferable PDMS model, fully compatible with the Martini 3 force field. We show that our model correctly reproduces structural and thermodynamic properties of PDMS in the melt and dilute conditions, both in good and bad solvents, while being suited for
studying the interaction of PDMS with a large variety of molecules, covering most of the chemical space that can be described within the Martini framework. As a test application, we reproduce the phase behavior of the PDMS/peptide GSG triblock copolymer system.\textsuperscript{12}

**Methods**

**Atomistic model**

Our PDMS atomistic parameters relied on some previous all-atom classical force fields obtained from quantum chemistry calculations and validated against experimental data. To describe non-bonded interactions, Smith et al.\textsuperscript{26} used a Coulomb term for the electrostatic part and a Buckingham potential for the Van der Waals interactions. The Buckingham potential describes the repulsive term of the VDW interactions more accurately than a Lennard Jones (LJ) potential\textsuperscript{27}, but it is computationally more expensive. Therefore, we adopted a classic 12-6 LJ potential for our model, and we derived its parameters to reproduce the original Buckingham potential at best. In particular, we took the parameters of the self-interactions from Shi et al.\textsuperscript{28}, while we obtained those of the mixed interactions (C-H, C-O, O-H, Si-O, and Si-C) from the fit of Figure SI1. The Si-H interaction was calculated with the Lorentz-Berthelot combination rule. We choose the partial atomic charges according to Smith. We slightly adjusted the partial charges for the terminal groups of the chains to keep the polymer charge neutrality. In Tables SI1 and SI2, we report all the non-bonded parameters.

Smith included cubic and quartic terms for the bond and angle contributions to describe bonded interactions. However, we used harmonic potentials for bonds and angles for better computational
efficiency, following Sok et al.\textsuperscript{29}. Since Sok developed a united atom model for PDMS, we could use only the bond and angle parameters of the interactions not involving H atoms. From ref\textsuperscript{26}, we used the quadratic terms for the remaining bond or angle interactions and the periodic potential parameters for proper dihedrals. Table SI3 and Figure SI2a show our final set of bonded parameters.

Once we set the bonded and non-bonded interactions, we verified that our PDMS atomistic model could reproduce some of the structural properties of the polymer melt. Specifically, we took melt density ($\rho$) and gyration radius ($R_g$) as targets from reference atomistic simulations and experiments. Both $\rho$ and $R_g$ were computed from 200 ns MD runs and the results are reported in the Supporting Information (Figure SI2b and Figure SI2c, Tables SI4). The density values are a bit smaller than the one obtained in the benchmark atomistic model but in excellent agreement with the experimental value obtained by Arrighi et al.\textsuperscript{30} We computed the scaling of the gyration radius vs. the molecular weight ($M_w$), and compared the model prediction to the experimental scaling coefficient obtained in \textsuperscript{30} with SANS measurements on low molecular weight PDMS ($M_w < 15000$), finding an excellent agreement again.

\textbf{Atomistic simulations set up}

The parametrization of CG bonded interactions relied on atomistic simulations of a PDMS melt. A simulation box containing 300 PDMS chains composed of 17 monomers (PDMS17) was first equilibrated in the NVT ensemble at T=300 K for 50 ps. We chose such a short chain to obtain an equilibrated all atom melt and to be consistent with the reference atomistic simulations of Shi et al.\textsuperscript{28}. 

The target properties, namely the melt density and radius of gyration, were calculated from a production run of 200 ns at T=300 K. Simulations were performed with a time step of 1 fs in the NPT ensemble, using the velocity-rescale thermostat\(^{31}\) (t=1 ps) and the Berendsen barostat\(^{32}\) (P=1 bar, t=1 ps). The intramolecular non-bonded interactions for atoms separated by less than three bonds were excluded, while the 1-4 non-bonded interactions were scaled by 0.5. We used a Verlet cutoff scheme with a radius of 12 Å for calculating the Lennard-Jones interactions with a switch function and the Fast Smooth Particle-mesh Ewald (PME) method for computing electrostatic interactions.

**Coarse-grained simulations parameters**

We ran CG MD simulations with a time step of 20 fs. The temperature and pressure of the CG simulations were the same as the atomistic ones. We used a Verlet cutoff to update the neighbor list in combination with a straight cutoff of 1.1 nm and a potential shift to zero at the cutoff distance.\(^{33}\) For the simulations in the NPT ensemble, we used the velocity-rescale thermostat\(^{31}\) (t=1 ps) and the Parrinello-Rahman barostat\(^{34}\) (P=1 bar, t=12 ps).

To optimize the bonded parameters, we compared the bond, angle, and dihedral distributions obtained with the CG model with the atomistic ones. We simulated a box of 300 PDMS17 chains, identical to the one used for the atomistic simulations, for 200 ns, to obtain the CG distributions. From these simulations, we computed the melt density and gyration radius.
Free energy calculations

To tune the non-bonded interactions, we computed the partition free energy of small molecules between PDMS and water through Thermodynamic Integration\(^{35}\) (TI). TI involves the integration of the average derivative Hamiltonian with respect to a coupling parameter \(\lambda\). The GROMACS\(^{27}\) bar module performed the integration through the Bennet acceptance ratio (BAR) method\(^{36}\). For the free energy calculation, we used a softcore potential, with the parameter \(sc - alpha = 0.5\), instead of the LJ potential. The parameter \(sc - power\) was set to 1 to specify that the change in the interaction is linear in \(\lambda\). A key parameter for TI is the coupling parameter array, which controls the decoupling of the LJ interactions. In our simulations, this array consisted of ten values of \(\lambda\) equally spaced between 0.0 and 1.0. The simulated system consisted of a molecule of solute inserted in either a box of 80 PDMS25 chains or a box of 1280 water molecules.

Analysis

The target property we chose for the CG model validation was the gyration radius of PDMS in different solvents and the melt. We used water, cyclohexane, hexane, and PDMS as solvents and made various simulations using different degrees of polymerization, namely PDMS chains made of 10, 50, 100, 150, 250 monomers. We inserted one PDMS chain in a big solvent box for each length. After the minimization and equilibration steps, we performed an MD run of 5 \(\mu s\). Then, the GROMACS tool \textit{polystat} calculated \(R_g(t)\) from the trajectory data. Once convergence was achieved, we used the rest of the run to compute the average value and the standard error. In the case of the PDMS melt, where convergence was longer to achieve, we increased the duration of the simulation run to 30 \(\mu s\).
Table SI5 reports the details of all the atomistic and CG simulations described above. We used the GROMACS 20 MD package to perform all the simulations. Starting configurations of atomistic and CG melts were generated with the python suite Polyply\textsuperscript{37}.

**Results**

**Choice of PDMS mapping**

The first step of the CG model development procedure is mapping the PDMS atomistic structure into its coarse-grained analog, obtained by grouping atoms into CG beads. The usual choice for Martini models is a four-to-one mapping scheme, in which a single interaction center represents four heavy atoms and their associated hydrogen atoms. The most trivial choice for PDMS would be grouping one monomer into one bead. In this way, however, an asymmetric configuration is obtained since it would be necessary to introduce two other beads to map the closures of the chain. Instead, we decided to split the oxygen atoms between neighboring beads (see Figure 1b), as already done by Huang\textsuperscript{16}. In this case, only two kinds of beads are necessary to map the molecule: one for the end groups $[(CH_3)_3 - Si - \frac{1}{2} O]$ and one for the core groups $[\frac{1}{2} O - Si - (CH_3)_2 - \frac{1}{2} O]$. The obtained CG configuration of PDMS is therefore more symmetric with this mapping choice.

**Derivation of bonded interactions – targeting atomistic distributions**

As first suggested in \textsuperscript{20}, the Martini philosophy for developing a polymer model consists of matching bond and angle distributions from atomistic reference simulations while tuning the non-
bonded interactions against free energies of transfer and long-range structural properties. To set the bonded parameters, we used as targets the distributions of bonds, angles, and dihedrals obtained at the atomistic level. We converted a 200 ns atomistic PDMS melt trajectory into the corresponding CG one, obtaining the trajectory of the centers of geometry of the groups of PDMS atoms that constitute a bead. From the latter, we extracted the target distributions. We used the GROMACS harmonic function for bonds and angles potentials and the periodic-type function for proper dihedrals. With an iterative procedure, we changed the parameters of the bonded potentials (force constants and equilibrium lengths, angles, and dihedral angles) until we reached a satisfactory agreement between CG and atomistic distributions on the position of the peaks and the width of distributions.

Table 1 shows the optimized parameters. The final CG bond distributions, in Figure SI3, show excellent agreement with the atomistic target. The angle and dihedral distributions show a good agreement, keeping in mind the structural simplification of the coarse-grained model (four heavy atoms in one bead). The deviations from the atomistic distribution are however comparable with the ones obtained in previous Martini polymer models.19,20,23

<table>
<thead>
<tr>
<th>Bonds</th>
<th>$k_b$ (kJ/mol·nm²)</th>
<th>$b_0$ (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>E-C</td>
<td>11000</td>
<td>0.446</td>
</tr>
<tr>
<td>C-C</td>
<td>11500</td>
<td>0.448</td>
</tr>
<tr>
<td>C-E</td>
<td>11000</td>
<td>0.446</td>
</tr>
<tr>
<td>Angles</td>
<td>$k_\theta$ (kJ/mol)</td>
<td>$\theta_0$ (deg)</td>
</tr>
</tbody>
</table>
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Table 1. CG PDMS bonded parameters. E and C indicate the end beads and the core beads, respectively. The functional forms of the potential for bonds, angles, and dihedrals are the same as those used for the atomistic model. The parameters $b_0$ (nm) and $k_b$ (kJ/mol·nm$^2$) are the equilibrium bond length and the elastic constant of the harmonic bond potential. $\theta_0$ (deg) and $k_\theta$ (kJ/mol) are the equilibrium angle and the harmonic angle potential elastic constant. $k_\phi$ and $\phi_0$ are the dihedral force constant and the equilibrium angle between the $ijk$ and $jkl$ planes; $n$ is the multiplicity.

<table>
<thead>
<tr>
<th></th>
<th>$k_\phi$ (kJ/mol)</th>
<th>$\phi_0$ (deg)</th>
<th>$n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>E-C-C-C</td>
<td>1.2</td>
<td>1.85</td>
<td>1</td>
</tr>
<tr>
<td>C-C-C-C</td>
<td>1.4</td>
<td>1.18</td>
<td>1</td>
</tr>
<tr>
<td>C-C-C-E</td>
<td>1.2</td>
<td>1.85</td>
<td>1</td>
</tr>
</tbody>
</table>

In search for the best Martini 3 bead–free energies of transfer

The core of our PDMS model development is the tuning of non-bonded interactions. We used the experimental partition coefficient of small molecules between PDMS oil and water as a target. The partition coefficient ($P$) is related to the free energy of transfer ($\Delta G$) as follows:

$$\Delta G_{H_{20}\rightarrow PDMS} = \Delta G_{H_{20}\rightarrow V} + \Delta G_{V\rightarrow PDMS} = RT \ln P$$  \hspace{1cm} (1),

where $\Delta G_{H_{20}\rightarrow V}$ is the free energy of transfer between water and vacuum and $\Delta G_{V\rightarrow PDMS}$ is the free energy of transfer between vacuum and PDMS. Figure 2a shows a scheme of the TI procedure used to obtain $\Delta G_{H_{20}\rightarrow PDMS}$. Thanks to a large set of experimental data of partition coefficients of small molecules$^{38}$, many of which were already parametrized in Martini 3, we tuned the interactions between PDMS and almost all P, N, and C bead types with high precision. Table 2
reports all the small molecules used for the simulations and their corresponding Martini 3 bead types.

<table>
<thead>
<tr>
<th>Solutes</th>
<th>Martini beads</th>
<th>$H/P_{air}$</th>
<th>$\Delta G$ (kJ/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Octane (OCT)</td>
<td>C1</td>
<td>33422</td>
<td>-25.98</td>
</tr>
<tr>
<td>n-Hexane (HX)</td>
<td>SC2</td>
<td>13791</td>
<td>-23.8</td>
</tr>
<tr>
<td>Cyclohexane (CY)</td>
<td>SC3</td>
<td>3336</td>
<td>-20.2</td>
</tr>
<tr>
<td>Tetrachloromethane (CCl4)</td>
<td>X1</td>
<td>490</td>
<td>-15.4</td>
</tr>
<tr>
<td>Toluene (TOL)</td>
<td>SC4, TC5</td>
<td>274</td>
<td>-14</td>
</tr>
<tr>
<td>Chlorobenzene (PhCl)</td>
<td>SX3, TC5</td>
<td>298</td>
<td>-14.21</td>
</tr>
<tr>
<td>Benzene (BZ)</td>
<td>TC5</td>
<td>90</td>
<td>-11.2</td>
</tr>
<tr>
<td>Chloroform (CHL)</td>
<td>X2</td>
<td>43</td>
<td>-9.38</td>
</tr>
<tr>
<td>Hepta-2-one (HPN)</td>
<td>C2, N6a</td>
<td>27</td>
<td>-8.22</td>
</tr>
<tr>
<td>Trichloroethene (TCE)</td>
<td>X3h</td>
<td>24</td>
<td>-7.9</td>
</tr>
<tr>
<td>n-Butyl acetate (BuAcO)</td>
<td>C2, SN4a</td>
<td>16</td>
<td>-6.91</td>
</tr>
<tr>
<td>Hexa-2-one (HXN)</td>
<td>C2, SN6a</td>
<td>8</td>
<td>-5.19</td>
</tr>
<tr>
<td>Diethyl ether (Et2O)</td>
<td>N2</td>
<td>3</td>
<td>-2.74</td>
</tr>
<tr>
<td>Ethyl acetate (EtOAc)</td>
<td>TC3, SN4a</td>
<td>2</td>
<td>-1.73</td>
</tr>
<tr>
<td>Tetrahydrofuran (THF)</td>
<td>TN4a, SC3</td>
<td>0.8</td>
<td>0.56</td>
</tr>
<tr>
<td>Butanone (MEK)</td>
<td>N4ah</td>
<td>0.4</td>
<td>2.28</td>
</tr>
<tr>
<td>Butanol (n-BuOH)</td>
<td>TC2, SP1</td>
<td>0.12</td>
<td>5.28</td>
</tr>
<tr>
<td>Acetone (ACE)</td>
<td>N5a</td>
<td>0.1</td>
<td>5.74</td>
</tr>
<tr>
<td>1-Propanol (PrOH)</td>
<td>N6</td>
<td>$4.1 \times 10^{-2}$</td>
<td>7.97</td>
</tr>
<tr>
<td>Ethanol (EtOH)</td>
<td>SPI</td>
<td>$9.7 \times 10^{-3}$</td>
<td>11.6</td>
</tr>
<tr>
<td>---------------</td>
<td>------</td>
<td>----------------------</td>
<td>------</td>
</tr>
<tr>
<td>Methanol (MeOH)</td>
<td>SP2r</td>
<td>$3.3 \times 10^{-3}$</td>
<td>14.3</td>
</tr>
</tbody>
</table>

Table 2. Partition coefficients of small molecules between water and PDMS-oil. Experimental data for different solutes and the Martini 3 beads that constitute them. Solutes in bold were not used at the stage of model development, but only during model validation. $H/P$ is the ratio between air/water Henry’s constant ($H$) and the partition coefficient between air and silicon oil ($P_{air}$); it corresponds to the partition coefficient between water and silicon oil.

At first, we employed already existing Martini beads to represent PDMS and compared the partition coefficients of ten small molecules with their experimental targets. Figure 2b shows the TI results obtained with various Martini 3 beads (N1d, N2d, N3d, C4v) modeling PDMS.
Figure 2. a) Graphical representation of the Thermodynamic Integration procedure used to obtain the free energy of transfer between water and PDMS, which consists of merging the results from two independent simulations. With the first, one can compute the free energy of transfer of a small molecule from water to vacuum ($\Delta G_{H2O-V}$), and with the second the free energy of transfer from vacuum to PDMS ($\Delta G_{V-PDMS}$). Summing the two free energies, one obtains the desired result: $\Delta G_{H2O-PDMS}$. b) Free energies of transfer of several small molecules between water and PDMS oil. The thick black line represents the experimental target, while the dashed and dotted lines are the free energies of transfer obtained with TI calculations using different Martini 3 beads to describe PDMS. The abbreviations used for the solutes are reported in Table 2. c) Comparison between the experimental target (thick black line) and the free energies of transfer obtained with TI using the new set of energy levels between the DMS bead and the already existing Martini 3 beads that compose the solutes. d) New DMS bead validation: comparison between the experimental data, the set of solutes used during the targeting stage, and six new solutes (blue triangles) including different Martini 3 beads. In figures b), c), and d) the error bars are inside the data points.

As one can notice, only a few free energies are reproduced satisfactorily, namely within the typical accuracy of the Martini force field (3-5 kJ/mol). None of the selected beads can reproduce the correct trend, and changing the bead types improves only some of the interactions at the expense of some others.

We thus addressed the new goal to create a Martini 3 compatible bead modeling the PDMS monomer while still using the energy levels already defined in the force field.

Creation of a new Martini 3 bead – DMS

The first step of parametrizing the new bead was the refinement of the self-interactions: we fixed $\sigma$ at 0.51 nm and reduced $\varepsilon$ to 3.07 kJ/mol to reproduce the density and gyration radius (Figure SI4) of the melt at best. Then, we tuned the interactions between PDMS and the other beads until we found a satisfactory agreement, reported in Figure 2c, between our results and the experimental target. We obtained a final average discrepancy between the target and the calculated data of only 1.3 kJ/mol (~0.5 k_BT). In this way, we obtained the correct set of non-bonded interaction
parameters between the new bead, called DMS, and the bead types that constitute the solutes listed in Figure 2c.

Validation of the DMS bead – partitioning of new molecules

So far, through the targeting procedure explained above, we obtained the correct interaction levels for a certain number of Martini 3 beads, corresponding to the fifteen solutes of Figure 2c. Now, we wanted to verify the reliability of the targeting procedure by checking the partition coefficients of some new solutes that were not in the target set. Table 2 shows the experimental data relative to six new solutes (solutes in bold) described in the Martini force field by the same bead types of the previous solvents, but with different sizes and labels. Then, starting from the set of parameters we fixed before, we applied the Martini 3 rules to obtain the correct interactions with the new solutes. Finally, we computed the partition coefficient using the TI procedure. Figure 2d shows the free energies obtained with the DMS bead for both the solutes employed for the targeting (red line) and the test procedure (blue triangles). The average discrepancy between the target and the new data is 1.9 kJ/mol, while the larger discrepancy is about 5 kJ/mol, which is comparable to the typical errors of the Martini force field.

PDMS validation – scaling of gyration radius in different solvents

We performed a second model validation against a structural property, namely the gyration radius. At first, to qualitatively test the transferability of the model, we checked if the PDMS molecule took different structures while solvated into different kinds of solvents, from bad to good solvents. As expected, Figures 3a and 3b show that PDMS contracts in water, which is a bad solvent, and stretches out in hexane, which is a good solvent. Then, to be more quantitative, we
tested the scaling law that links $R_g$ to the degree of polymerization ($N$) for PDMS chains in various solvents. The gyration radius increases exponentially with $N$, according to

$$R_g \propto N^{\nu} \quad (2),$$

where the exponent $\nu$ takes different values depending on the type of solvent: 1/3 for bad solvents, 1/2 for theta solvents, and 3/5 for good solvents. According to the experimental measurements of $^30$, $\nu = 0.53 \pm 0.03$ for the PDMS melt.

We computed the gyration radii from 5 $\mu$s production runs, except for the PDMS melt, for which we needed to increase the simulation duration to 30 $\mu$s to achieve convergence. To test the scaling law, we fitted the $R_g$ data in Table with a logarithmic function ($\ln(R_g) = C + \nu \ln(N)$), where $C$ is the proportionality constant, and $\nu$ is the factor distinctive of the type of solvent. Figure 3c and Figure SI5 show the fits relative to hexane, cyclohexane, water, and PDMS. Figure 3d and Table SI7 report the results obtained for $\nu$, which are in satisfactory agreement with the theoretical prevision of the scaling law. Furthermore, when excluding the values of $R_g$ at low molecular weight from the fit of $\nu$ in the PDMS melt, we obtained $\nu \sim 0.5$, in agreement with the ideal chain model.

The result obtained in cyclohexane showed a slightly worse agreement. However, the magnitude of the discrepancy is comparable with those obtained in previous Martini polymer works$^{20,23}$. Therefore, we considered our PDMS model fully validated, and we moved to a more complex test application.
**Figure 3.** a) Snapshot of the simulation of a hexane box containing one PDMS chain composed of 250 monomers. B) Snapshot of the simulation of a water box containing one PDMS chain composed of 250 monomers. Since water is a bad solvent for PDMS, the molecule takes a globular conformation, while the PDMS chain swells in hexane. C) Scaling law of the gyration radius ($R_g$) with the degree of polymerization ($N$) in logarithmic scale for a PDMS chain in hexane. d) Validation results summary that shows the exponent ($\nu$) values of the scaling law of PDMS gyration radius in different solvents. The targets result from the theoretical scaling law (2) in the case of hexane (HEX), cyclohexane (CY), and water (WAT), and the experimental data for PDMS. In figures c), and d) the error bars for the calculated data are smaller than the data symbols.

**Test application – triblock copolymers phase behavior**

The system we chose to test our new PDMS model is a poly($\gamma$-benzyl-$L$-glutamate)-b-polydimethylsiloxane-b-poly($\gamma$-benzyl-$L$-glutamate) (GSG) triblock copolymer. The GSG triblock
in Figure 4a comprises two rigid rod-like liquid crystal blocks formed by polypeptides (poly(γ-benzyl-L-glutamate), called PBLG, and a soft, central PDMS block\textsuperscript{39}. The goal is to reproduce the changes in the copolymer self-assembly behavior with different peptide/PDMS ratios. In particular, Ibarboure et al.\textsuperscript{39} showed that a variation in the peptide chain length leads to two consequences. On the one hand, shorter chains are more likely to form β-strand structures, while chains with more than 20 units prefer to organize in α-helices.

On the other hand, a different ratio between PDMS and PBLG may bring different copolymer morphologies. Following Casey Johnson et al.\textsuperscript{12}, we simulated two GSG triblock copolymers with different PBLG compositions (Table 3) and the same PDMS length. We reported the details of all the systems simulated in this section in Table SI8.

<table>
<thead>
<tr>
<th>Name</th>
<th>Composition</th>
<th>PBLG secondary structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>GSG5</td>
<td>PBLG\textsubscript{5}-PDMS\textsubscript{30}-PBLG\textsubscript{5}</td>
<td>Mainly β-strands</td>
</tr>
<tr>
<td>GSG20</td>
<td>PBLG\textsubscript{20}-PDMS\textsubscript{30}-PBLG\textsubscript{20}</td>
<td>Mainly α-helix</td>
</tr>
</tbody>
</table>

\textbf{Table 3.} PDMS-PBLG-PDMS triblock (GSG) composition. Composition of the two GSG triblock copolymers used during the simulations. The peptide secondary structure changes according to the chain length.

Before simulating the copolymer, we had to build a CG model of PBLG. To do so, we based our choices on the Martini 2 parameters of \textsuperscript{12} and \textsuperscript{40}, turning them into a Martini 3 model. Figure 4b shows the mapping we chose for PBLG: a single bead (denoted as BAS) represented the backbone, the acetic acid moiety of the side chain was mapped into an N4a bead (called SID), and we used three TC5 beads (called SI) to represent the benzyl ring. To obtain the two different peptide
secondary structures, we varied the bead types for the backbone and the angle and dihedral parameters. In particular, for the short peptide chains that we expected to form β-strands, we used a P2 bead to represent BAS. For the long chains, which we expected instead to constitute α-helices, we mapped the backbone into an N3a bead. The connection between the peptide and PDMS blocks consisted of an N6 bead. Regarding the non-bonded parameters of PBLG, we used the typical Martini 3 energy levels. Table SI9 reports all the bonded parameters relative to PBGL, and Table SI10 shows the PBLG-PDMS bonded and non-bonded interactions.

To validate our PBLG model, we took as references the density and the intermolecular radial distribution functions\(^{12}\) of two PBLG homo-blocks, composed respectively of 5-units and 20-units peptide chains. The results are reported and discussed in the Supporting Information (Table SI11 and Figure SI6).

We started our test with the simulation of an 8 nm GSG5 box. After a 400 ns equilibration at 300 K, we used an annealing procedure that consisted of 400 ns at 500 K and 100 ns at 300 K. The final configuration, in Figure 4c, shows a lamellar domain formation, with a domain spacing of about 7 nm. The experimental measurements report the formation of randomly oriented imperfect fibers with a diameter of 7 nm. In our simulations, whose results agree with the reference simulations, we could not achieve fiber formation because the dimensions of the box were too small.
Figure 4. a) Poly(γ-benzyl-L-glutamate)-b-polydimethylsiloxane-b-poly(γ-benzyl-L-glutamate) (GSG) triblock copolymer structure. b) Superposition of poly(γ-benzyl-L-glutamate) (PBLG) atomistic structure and CG mapping: the cyan area represents the backbone bead (BAS), the blue area the side chain (−CH₂−COO⁻) bead (SID), and the green areas the three TC5 beads of the benzyl ring (SI). c) Final configuration (with periodic representations of the original box) of the GSG5 triblock with the formation of lamellar domains. d) Final configuration with periodic representations (three boxes in each directions) of the GSG20 triblock with hexagonally packed PDMS cylinders. The box side length matches that of the bar.

Then, we simulated a 13 nm GSG20 box. We performed an equilibration at 300 K for 1 μs, followed by a production run at the same temperature for 1 μs. Then, we reduced the self-interactions between PBLG and PDMS to speed up the phase separation dynamics and performed a 1 μs simulation annealing to 500 K. We finally reset the correct PBLG-PDMS interactions to verify that we obtained a proper configuration for the triblock. We used an annealing procedure
consisting of 1 μs at 300 K, 2 μs at 500 K, and 600 ns at 300 K. Figure 4d shows the final configuration of the GSG20 triblock, with the formation of hexagonally packed PDMS cylinders, as expected from the experiments. As in 12, we obtained a domain spacing of about 13 nm, comparable with the experimental value of 10 nm. We can notice that a higher PBLG/PDMS ratio leads to a more organized morphology, as observed in the experiments.

We can conclude that our PDMS model correctly reproduces the phase separation between the polymer and the peptide blocks and the changes in the copolymer structure when varying the peptide content. As one may notice, the simulation times needed to obtain the correct configurations were much longer than those of reference 12, because of the different choices in the PBLG-PDMS non-bonded interactions. Casey used $\varepsilon_{\text{PBLG-PDMS}} = 0.1$ kcal/mol to simulate the strong segregation limit between PDMS and PBLG. However, this tiny interaction strength, which allows obtaining the desired morphology in 280 ns, is incompatible with the Martini $\varepsilon$ values. In our case, we used the more physical energy levels of the Martini 3 force field, which provided a slower phase separation.

Conclusions

In this work, we developed, validated, and tested a transferable coarse-grained model for PDMS based on the most recent update of the Martini force field. We built the model by means of atomistic reference simulations to tune the bonded interactions, and by using large experimental partitioning data to tune the non-bonded interactions. Since Martini 3 did not include a bead able to represent the chemical specificity of the PDMS monomer (containing a Si atom), we created a new one, called DMS, which obeys the Martini rules and makes the PDMS model transferable to
virtually any environment. Indeed, our model correctly reproduces the density and radius of
gyration of PDMS in its melt while satisfactorily reproducing the gyration radius scaling laws in
bad (water) and good (hexane, cyclohexane) solvents. As a final test application, proving once
again the model transferability, we verified that our PDMS model correctly reproduces the phase
behavior of GSG triblock copolymers.

This work sets the stage for various future investigations. The subsequent developments will
include an automated procedure to simulate the crosslinking procedure, allowing for studying a
cured PDMS matrix\textsuperscript{41,42}. The transferability of the model will allow studies involving the PDMS
used as a solvent\textsuperscript{43}, as a matrix containing nano-particles of different kinds (nano-composites)\textsuperscript{44},
or, by specific functionalizations, as a basis to obtain materials with tunable surface properties.
Furthermore, since the Martini 3 force field includes a DNA model, our PDMS model opens up
the possibility to complement experimental microfluidic studies involving PDMS and DNA with
sub-molecular resolution simulations of their interaction\textsuperscript{7}.

Furthermore, it is worth recalling that silicon compounds were not included in the set of
molecules used to tune the interactions between Martini 3 beads\textsuperscript{17}. The new DMS bead is the first
Martini bead suited to reproduce the chemical specificity of a Si-containing group and thus provide
a starting point to develop a new block of beads designed to describe silicon compounds. This
addition to the Martini 3 force field will pave the way to the simulation of systems of great interest
to material sciences\textsuperscript{45,46}, like engineered mesoporous silica nanoparticles, together with the
possibility to investigate their interaction with the biological environment.
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