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CONSPECTUS 

According to Kasha’s rule, emission of a photon in a molecular system always comes from the 

lowest excited state. A corollary of this rule, i.e., the Kasha-Vavilov rule, states that the emission 

spectra are independent of the excitation wavelength. Although these rules apply for most of the 

molecular systems, violations of these rules are often reported for molecular systems. The 

prototypical case of a Kasha’s rule violation is the fluorescence observed from S2 in azulene. 

Thanks to the advances in both theoretical and experimental research, other types of anomalous 

fluorescence arising from higher-lying excited states (e.g., excitation energy transfer (EET)-based 

dual emissions, thermally-activated fluorescence etc.), and which mechanistically differ from the 

azulene-like anomalous fluorescence, are more recurrently reported in the literature. However, the 

underlying mechanisms leading to these anomalous emissions can be numerous and they are not 

yet well understood.  
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 In order to shed some light into the above phenomena, this account provides a comprehensive 

review on this topic. We herein report quantum chemical investigations in target molecular 

systems breaking Kasha’s rule. The latter molecules were chosen as they were unambiguously 

reported to display anti-Kasha fluorescence. Our studies highlight three different types of anti-

Kasha scenarios. Specifically, i) the strong electronic-, weak vibrational-nonadiabatic coupling 

(NAC) regime (here named as Type I case, i.e., azulene-like); ii) the strong electronic-, strong 

vibrational-NAC regime (Type II case, i.e., thermally-activated S2 fluorescence); and the iii) very 

weak electronic NAC regime (Type III case, i.e., EET dyads). In addition, by combining state-of-

the-art quantum chemical calculations with excited-state decay rate theories and appropriate 

excited-state kinetic models, we provide semi-quantitative estimations of photoluminescence 

quantum yields for the most rigid molecular entities. Finally, we propose the use of simple 

theoretical descriptors relying on calculations of the excited-state density difference and the 

electron-vibrational coupling to classify anomalous emissions according to their coupling 

scenario. 

Besides the fundamental interest of the above investigations, the herein developed computational 

protocols and descriptors will be useful for the tailored design of dyes with tunable and 

unconventional fluorescence properties and their exploitation in a wide range of areas, i.e., from 

organic-light emitting diodes (OLEDs) to bioimaging, small molecule fluorescent probes and 

photocatalysis. Finally, our theoretical framework enables attaining a holistic understanding of the 

interconversion processes between excited states, where the electron-vibrational coupling is shown 

to play a central role in determining the efficacy. 
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INTRODUCTION  

The photochemical properties and the photochemical reactivity of molecules and materials are 

often governed by their lowest electronically excited states (i.e., the lowest singlet excited state S1 

and/or the lowest triplet excited state T1). In other words, “polyatomic molecular entities react with 

appreciable yield only from the lowest excited state of a given multiplicity”.1,2 The latter statement 

is the formulation of Kasha’s rule as given by the IUPAC. Such a rule applies to both 

photoluminescence processes and photochemical reactions. A corollary of this rule, i.e., the Kasha-

Vavilov rule, states that “the quantum yield of luminescence is independent of the wavelength of 

exciting radiation”.3 However, there are exceptions to both the Kasha’s and the Kasha-Vavilov’s 

rules.4 The first exception was reported for the azulene molecule (see 1a in Scheme 1), which 

shows anomalous fluorescence from its second singlet excited state (S2) instead of the more 

generally observed Kasha-like fluorescence from the lowest singlet excited state (S1).5,6 Since then, 

many other molecular entities have been reported to behave in an anti-Kasha manner. Examples 

include many derivatives of azulene, Cycl[3.3.3]azine, etc (see Scheme 1).7–11 However, despite 

the convincing pieces of evidence for Kasha’s rule exceptions, there are also other molecular 

systems that have been dubiously claimed to behave in an anti-Kasha manner. Some of the latter 

cases have lately been revisited (e.g., diphenyl-octatetraene, diphenyl-tetrazine, etc.) and proven 

not to strictly break Kasha’s rule.12 Thus, for instance, impurities or other experimental artefacts 

may lead to the wrong assignment of anti-Kasha events.12 Anomalous emissions arising from 

uncorrelated emitters, e.g., from photoproducts or protonated forms, do strictly not violate Kasha’s 

rule.13 Anomalous emissions arising from the interaction between two correlated emitters in 

condensed phases (such as e.g., excitation energy transfer between different molecules) can also 

not be regarded as truly anti-Kasha scenarios.13 Furthermore, emissions from different excited state 
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conformers in the lowest adiabatic potential energy surface (PES), such as e.g., the anomalous 

emission characteristics arising from twisted intramolecular charge transfer (TICT) excited states, 

are also strictly not anti-Kasha violations.12  

 

Scheme 1. Molecular structures of all molecules considered in this work. 

Photochemistry is kinetically-controlled, and thus, only the fastest processes among all possible 

photodeactivation channels are observed with an appreciable yield. Upon light excitation the 

manifold of singlet excited states (Sn) is populated. In Kasha-like scenarios, efficient radiationless 

deactivation within the singlet manifold follows through vibrational relaxation and internal 

conversion (IC) processes. These are generally very fast, ultimately leading to the population of 

the lowest vibrational level of the S1 state with almost the unity of quantum yield.14 Because IC 

processes between the manifold of Sn are generally very fast, other possible decay processes such 

as e.g., anti-Kasha Sn → S0 fluorescence and/or Sn → Tm intersystem crossing (ISC) are not 

competitive to IC15 (we note that luminescence or anti-Kasha reactivity from a higher-lying excited 

state than n,m = 2 is possible but often less likely possible as n,m increases).14 This is the ultimate 



 5 

reason that Kasha’s rule applies for most of the molecular entities. For instance, in the specific 

case of azulene, its anti-Kasha fluorescence originates from the very large energy gap between S2 

and S1 (i.e., > 1.5 eV). This large energy gap is ultimately responsible for its slowed down S2 → S1 

IC process, so that the anti-Kasha S2 → S0 fluorescence becomes kinetically competitive to S2 → 

S1 IC.6 These azulene-like behaving compounds are here named as Type I anti-Kasha compounds 

(see Scheme 2). To elaborate a bit more on the dependency of energy gap on the radiative and 

non-radiative rates, two expressions are useful. Radiative rates (kr) can be calculated through 

Einstein’s spontaneous emission expression,16,17 

 	𝑘# ≈
𝜈& ⋅ 𝑓
1.5 	, (1) 

while non-radiative rates (knr) can empirically be described with the energy gap law:18 

 	log 𝑘0# ≈ 𝑁 − 0.0002 ∙ 	𝜈. (2) 

Here, ν is the energy gap between the involved states (in cm-1), f the oscillator strength and 

depending on the transition, N is resp. 12, 10 and 7 for IC, ISC(n,π*↔π,π*) and ISC (n,π*�n,π* 

or π,π*�π,π*). As seen in Eq. (1), kr depends cubically on the energy gap, while knr (Eq. (2) 

decreases exponentially with increasing energy gaps. Eqs. (1-2) do not explicitly incorporate the 

coupling between the final and initial vibronic states, as included through a Fermi’s golden rule 

(FGR) derived time-independent (i.e., sum-over-states approach) or time-dependent thermal 

vibration correlation function (TVCF) treatment (see details in the SI).19,20  

Besides the azulene-like Kasha’s rule violation, anti-Kasha S2 fluorescence might also occur 

despite a relatively small S2-S1 energy gap. This is the case of the anomalous emission observed 

in e.g., benzopyrene (2) (see Type II complexes in Scheme 2).9 This highlights that the actual 

mechanisms behind anti-Kasha emissions might be of different nature than those for Type I 
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compounds and that large energy gaps between the involved excited states are not the solely 

molecular factors determining a given anti-Kasha behavior. Early attempts to classify anti-Kasha 

anomalous emissions were given by Itoh.21 More in detail, Itoh differentiates between thermally- 

and non-thermally-equilibrated scenarios. Among the former scenarios we find for instance the S2 

anomalous emission occurring in e.g., benzopyrene (here named as Type II anti-Kasha 

compounds). Anti-Kasha emission on Type II compounds occurs due to the combination of two 

factors: i) the thermal (re)population of S2 from S1 at room temperature (i.e., implying energy gaps 

on the order of kT), and ii) the radiative emission from S2 is more probable than the one from S1. 

However, other anti-Kasha exceptions fall off from Itoh’s classification. The anti-Kasha emission 

observed in 3 occurs neither because of the large S2-S1 energy gap (the actual adiabatic energy gap 

is ca. 0.7 eV), nor because S2 and S1 are thermally equilibrated. This highlights that new 

classifications of anti-Kasha scenarios are needed. In this Accounts, by performing an in-depth 

quantum chemical investigation of several cases of anti-Kasha exceptions reported in the literature 

we disclose the central role of the electron-vibrational coupling in determining the different types 

of anti-Kasha scenarios. This aspect has to date been overlooked in the literature. The degree of 

electron-vibrational coupling (i.e., weak, strong or intermediate), determines the regime at play. 

Our approach enables us to unambiguously classify anti-Kasha anomalous emissions with regards 

to their coupling regime. Thus, as shown later in this Accounts, the S2 anti-Kasha emission in 3 

occurs due to the lack of electron-vibrational coupling between S2 and S1, which ultimately leads 

to a negligible IC process between the involved excited states. In other words, the very weak 

electronic coupling regime is at play (these compounds belong to the Type III case, see Scheme 

2). Consequently, in the molecular entities that behave as 3, the population of S1 from S2 can only 

occur through an intramolecular excitation energy transfer process (i.e., EET). Note that S2 → S1 



 7 

deactivation mediated by EET is fundamentally different from an S2 → S1 IC process and 

importantly, it occurs on different timescales. Namely, while IC often takes place in the 

subpicosecond regime, EET starts to become relevant only at picosecond timescales.22,23 In Type 

III compounds, whether anti-Kasha-like emission is observed or not is mainly determined by the 

efficacy of the S2 → S1 EET process. The subtle competition among all radiative and nonradiative 

decay processes determines whether a Kasha-like or anti-Kasha-like photochemical scenario will 

be attained for these systems. In some occasions (like in 3), a partial S2 → S1 EET process might 

also occur.13 The latter scenario may result in dual fluorescence due to the coexistence of both S2 

(anti-Kasha-like) and S1 (Kasha-like) emissions. 

 

Scheme 2. Schematic representation of Kasha emission (red arrows) and the three different 

regimes leading to anti-Kasha emission (light blue arrows) after absorption (dark blue) and 

vibrational relaxation (kvr). For each radiative decay (kr) there is a competition with internal 

conversion (kic) or excitation energy transfer (keet).  

As discussed above, a large variety of kinetics scenarios are possible. From an experimental 

viewpoint, and regardless of the type of anti-Kasha regime at play, exhaustive steady-state and 
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time resolved spectroscopic investigations are needed towards an unambiguous assignment of a 

putative anti-Kasha photochemical scenario.4 Typical fingerprints of anti-Kasha behavior are 

excitation wavelength-dependent quantum yields and excitation wavelength-dependent emissive 

properties. However, a rigorous check of the purity along with recording the photoluminescence 

excitation spectra and excite state lifetimes with time-resolved experiments are always 

recommendable. Theoretical research is crucial for the interpretation and rationalization of the 

complex excited state decay kinetics. For instance, using a combination of state-of-the-art excited 

state decay rate theories, quantum chemical calculations and excited state kinetics models, we 

recently developed a computational protocol for the semi-quantitative prediction of anti-Kasha 

fluorescence in molecules belonging to the strong coupling regime (Type I compounds), which 

was validated for a series of azulene molecules.6 In this Accounts, we aim at expanding those 

previous protocols to cover other coupling regimes (i.e., the very weak electronic NAC regime; 

Type III) but also to cover thermally-equilibrated scenarios (Type II). Additionally, we propose 

the use of simple theoretical descriptors relying on calculations of the excited state density 

difference to classify anomalous emissions according to their coupling scenario. Early attempts by 

Perfetto et al. already include a descriptor of the energy and dipole moment, but neglected the 

important aspect of the NAC.24 These tools enable us to make predictions of anti-Kasha 

fluorescence on a semi-quantitative basis, and more importantly they help us understanding and 

controlling the energetic and structural parameters determining anomalous fluorescence. By 

predicting and controlling complex and unusual photochemistry we might lead to the next 

breakthrough in light-to-energy conversions: from organic-light emitting diodes (OLEDs) to 

organic lasers, organic solar cells, bioimaging and photocatalysis, which are applications where 

anti-Kasha photochemistry have great prospects to contribute to. 
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THEORETICAL AND COMPUTATIONAL FRAMEWORK 

Photoluminescence quantum yields (PQYs) are determined as the ratio of the radiative rate over 

the sum of all possible decay rates. Calculating PQYs from first principles implies the need to 

accurately calculate both radiative and all non-radiative rates. For the excited-state decay rate 

calculations, quantum chemistry calculations should be coupled to the calculations of electron-

vibrational couplings (EVC) and the vibrational analysis.25 Thus, the calculation of vibronically-

resolved absorption and emission spectra, radiative rates, internal conversion (IC) rate, and 

intersystem crossing, etc. is nowadays feasible for molecular entities.25,26 In practical terms, one 

needs to i) optimize the geometry in all relevant electronic states where transitions are considered 

and to ii) compute first and second derivatives at these geometries. In addition, for the EVC part 

and for the evaluation of the Franck-Condon (FC) integrals, we make use of a multidimensional 

harmonic oscillator model where displacements, distortions and Duschinsky rotations of the 

potential energy surfaces are taken into account. Both for spectra and rate calculations, the thermal 

vibration correlation function (TVCF) and path integral methods are used to deal with the complex 

multidimensional integrals (time dependent approach), and thus avoiding the tedious summation 

over a tremendous amount of vibrational states (time independent approach). This theory has 

extensively been reviewed elsewhere,19,20,27 so only some key elements are mentioned in the 

following, while the full theoretical framework is summarized in the supporting information, along 

with the complete computational details. In general, the rate, kif, between two states (i, f) is given 

by Fermi’s Golden Rule (FGR) expression: 

 𝑘67 =
2𝜋
ℏ Ψ7 𝐻= Ψ6

&𝜌, (3) 
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where Ψ is the total wavefunction, H’ the perturbation operator and 𝜌 the density of final states. 

Starting from the FGR expression, one can derive different rates, depending on the chosen 

perturbation.15 Using the transition dipole moment as a perturbation, expressions for kr can be 

derived. If the non-adiabatic coupling (NAC) operator is used as a perturbation instead, the IC rate 

follows. Analogously, rates for other physical processes (i.e., for EET, ISC) can be derived as well. 

It is interesting to note that by applying the Condon approximation for the IC rate, the NAC can 

be divided into an electronic and vibrational part,19,20 which will help us to distinguish between the 

different anti-Kasha types. 

The electronic part of the NAC can already provide important hints into the actual mechanism 

of decay between excited states. Here we derive a density-based descriptor, enabling to both 

visualize and quantify the electronic part of the NAC (see details in the SI).  

RESULTS 

Type I: Strong Electronic, Weak Vibrational NAC 
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Figure 1. Kohn-Sham frontier molecular orbitals of 1a-c and 2 with the corresponding weights of 

the electronic transitions contributing to S1 and S2. (TD-CAM-B3LYP/6-31+G(d)) 

 

Figure 2. Density-based visualization of the C+ and C- descriptors along with the numerical values 

of the D and S± indexes for 1a-c, 2 and 3. For 1a, the S1 (red) zone disappears at this isovalue 

(0.00015). 

The first type of anti-Kasha regime is marked by a large energy difference between S2 and S1, 

resulting in a slow IC process, making it able to compete with fluorescence from S2. This is indeed 

what we see when looking at the calculated energies for 1a-c (Table 1), where for all the 

molecules, the computed adiabatic energy difference between S1 and S2 exceeds 1.5 eV. Looking 
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at the orbitals involved in these transitions (Figure 1), one can see that for 1a, 1b (and other 

azulene derivatives as in ref. [6]) the frontier orbitals are rather similar. The S1 is a HOMO à 

LUMO transition, with the orbitals located on different atoms, whereas the S2 is a HOMO-1 à 

LUMO & HOMO à LUMO+1 transition (see the weights of each electronic transition in Figure 

1). Conversely, the excited states of 1c differ from those of 1a-b because its S2 state is a 100% 

HOMO à LUMO+1 transition and it is almost degenerate with the S3 state, which corresponds to 

a HOMO à LUMO+2 transition. Because of this symmetry-driven degeneracy, both S2 and S3 

states have similar properties and rates, so only one state is considered herein for simplicity. 

Density-based descriptors were calculated for the S2-S1 interconversion for compounds 1a-c. For 

details about the indexes, see SI. The numerical results along with the visual representation of the 

different descriptors can be seen in Figure 2. 1a-c possess a small D-index (between 0.2 - 0.6 Å), 

and an S± index close to 1. Consequently, these values correspond to a strongly electronically 

coupled situation for the S2-S1 interconversion of Type I systems. Visually, this is reflected by two 

fully overlapping S1 and S2 lobes. For 1a-c, the S1 density is less similar to the ground state than 

the S2 density, which leads to a smaller S1 (red) lobe. All the above computed facts highlight that 

for Type I compounds the S2 to S1 interconversion is electronically allowed (and thus, the main 

interconversion process is a direct IC process), although slowed down because of the large S2-S1 

energetic difference, which results in small overlap between vibrational wavefunctions (i.e., weak 

vibrational NAC regime).  

Table 1. Calculated (ADC(2)/def2-TZVP) vertical energy differences (Ev, eV), adiabatic energy 

differences (Ead, eV), and oscillator strengths (f) for the S1 and S2 states of 1a-c.  

 Ev(S0àS1) Ev(S0àS2) Ev(S1àS0) Ev(S2àS0) Ead(S0-S1) Ead(S0-S2) f(S1) f(S2) 
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1a 2.24 3.85 1.48 3.70 1.86 3.77 0.003 0.007 

1b 2.35 3.56 1.27 3.18 1.53 3.22 0.005 0.075 

1c 1.00 3.01 0.88 2.69 0.94 2.89 0.000 0.219 

 

Table 2. Calculated radiative (kr, s-1) and internal conversion rates (kic, s-1), as well as 

Photoluminescence Quantum yields (PQY, unity) for the different states of 1a-c. 

 
S1 à S0 S2 à S0 S2 à S1 

PQY(S1) PQY(S2) 
kr kic kr kr kic 

1a 4E+05 1E+10 2E+07 1E+05 1E+09 3E-05 2E-02 

1b 4E+05 8E+11 7E+07 3E+04 4E+10 5E-07 2E-03 

1c 9E+03 1E+12 8E+07 9E+06 8E+10 9E-09 9E-04 

 

Now, let us analyze the results of the computed rates and the PQYs for Type I compounds. The 

results are listed in Table 2. For 1a-c, the PQY from S1 is rather low, due to the small S1-S0 

adiabatic energy difference, resulting in a high IC rate (1010 – 1012 s-1) and a low fluorescence rate 

(103 – 105 s-1). On the contrary, the S2-S0 gap is much larger, resulting in a generally higher kr value 

from S2 (106 – 108 s-1). Because of the large S2-S0 gap, IC from S2 to S0 will be negligible as 

compared to the main IC decay, i.e., S2-S1, and thus making it unnecessary to calculate these rates 

for which the harmonic approximation is also doubtful. Overall, this results in a non-negligible 

PQY value from S2, which is a few orders of magnitude larger than the PQY from S1; in accordance 

with the experimental observations of anti-Kasha emission for 1a-c. 

Type II: Strong Electronic, Strong Vibrational NAC 
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In contrast to the previous type, where a large energy difference is causing slow IC to S1, a very 

small energy difference between S2 and S1 leads to the strong electronic and strong nuclear 

coupling regime. This gives the possibility of a thermal equilibrium between the two excited states, 

resulting in the possible (re)population of S2 from S1. To be able to use the harmonic approximation 

for the (forward and back) internal conversion here, the PES of S1 and S2 need to be nested, since 

otherwise an Arrhenius-type expression needs to be used for the interconversion between the 

excited states.30,31 As a representative example of Type II compounds, we explore the excited states 

of [3,4]-benzopyrene (2), which experimentally displays dual fluorescence.9 In benzopyrenes, but 

also in naphthalene and other acenes, the first two excited states typically correspond to the bright 

La state (a HOMO à LUMO transition) and the dark Lb state (HOMO à LUMO+1 & HOMO-

1 à LUMO transitions).32 When these two states are close in energy, it is often difficult to predict 

their correct ordering, and high-level ab initio quantum chemical calculations are often needed to 

get the correct adiabatic energy gap.32 This is exactly what we see when calculating the La and Lb 

states of 2 with TD-CAM-B3LYP (for the exact composition of the La and Lb states see Figure 

1). Thus, as shown in Table 3, the La and Lb states are swapped as compared to the experimental 

values. It is only when doing single point STEOM-DLPNO-CCSD calculations, that the states are 

ordered correctly. 

Both Type I and Type II anti-Kasha compounds have a strong electronic coupling between the S1 

and S2 states, resulting in a similar density-based descriptor. This is shown in Figure 2, where the 

calculated values and visual image for the descriptors of 2 correspond well to those calculated for 

1a-c. The difference in the two types thus only comes from the difference in the amount of 

vibrational coupling, related to the energy difference between the involved excited states. 
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Table 3. Calculated vertical energy differences (Ev, eV), adiabatic energy differences (Ead, eV) and 

oscillator strengths (f) for the La and Lb states of 2 at different levels of theory. (STEOM-DLPNO-

CCSD single point calculations at the TD-CAM-B3LYP/6-31+G(d) geometry). Experimental 

adiabatic energies are also given as a reference.9 

  Ev(S0àLx) Ev(LxàS0) Ead(S0 - Lx) f (Lx) 

TD-CAM-B3LYP 
/6-31+G(d) 

La 3.55 3.10 3.32 0.402 

Lb 3.76 3.50 3.63 0.019 

STEOM-DLPNO- 
CCSD/aug-CC-pVTZ 

Lb 3.20 2.98 2.83 0.002 

La 3.65 3.24 3.12 0.473 

Experimental 
Lb   3.08 

 
La   3.24 

 

For the calculation of the actual PQYs for S1 and S2 of 2, all the radiative, IC and ISC rates need 

to be concomitantly evaluated, whereafter a coupled system of differential equations is solved in 

order to deal with the thermal equilibrium between the two states. However, because here we only 

aim at a semi-quantitative estimation of the PQYs, the experimental PQY ratio, i.e., 

PQY(La)/PQY(Lb), can be used to compare theory and experiments. Experimentally, this ratio 

varies between 0.015 and 0.18, depending on solvent and temperature.9,33,34 This means that the 

lower-lying state, which corresponds to the Lb state is populated in a significantly larger extent 

than the bright La state. Because the interconversion between La and Lb is much faster than all 

other possible competing deactivation decays, an equilibrium is reached, and the PQY ratio will 

depend neither on the IC rates to other states, nor on possible ISC processes populating triplet 
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excited states. Therefore, the PQY ratio can be safely approximated as 

kic(LbàLa)/kic(LaàLb)*kr(LaàS0)/kr(LbàS0).35 For the accurate calculation of IC rates, having 

a correct adiabatic energy gap is especially important. Note that the IC rate values decrease very 

fast when the gap becomes more negative, i.e. at the uphill part of the log(IC)-vs-Ead-parabola 

(see Figure S1). Instead, at the top of this parabola (i.e., with small, positive energy differences, 

see in Figure S1), the rate is less dependent on the energy gap. This is illustrated with the data 

presented in Table 4, where the effect of the calculated adiabatic energy gaps with different levels 

of theory on the computed IC rates is shown. On the contrary, this is less of a problem for the 

radiative rates, because the large La/b-S0 gaps and the oscillator strengths remaining relatively 

similar at the different levels of theory. As shown in Table 4, the bright La state has a radiative 

rate which is about one order of magnitude larger than the one for the dark Lb state (108 vs 107 s-

1). At the TD-CAM-B3LYP level of theory, the PQY ratio is extremely overestimated because of 

the wrong state ordering at this level. It is only when using an accurate adiabatic energy gap from 

the STEOM-DLPNO-CCSD calculations, that the PQY ratio starts to get in agreement with the 

experimental one. The adiabatic gap however, is still ca. 0.15 eV overestimated at the STEOM-

DLPNO-CCSD level as compared with the experiment. Obtaining more accurate adiabatic gaps 

beyond the STEOM-DLPNO-CCSD level is beyond the scope of this work, and thus, we also used 

the experimental gap in the rate calculations. The latter approach yielded a PQY ratio of ~1 (see 

Table 4), which is within the same order of magnitude as the experimental ratio. The remaining 

error probably comes from using non-adiabatic couplings which are still calculated at the TD-

CAM-B3LYP level, and thus, inferring that the above procedure can provide accurate results, only 

in the case that a very accurate energy differences and couplings are provided.  
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Table 4. Calculated radiative (kr, s-1) internal conversion rates (kic, s-1) between the La and Lb states 

of 2, using different levels of theory for the adiabatic energy difference (ΔEad, eV), all based on 

TD-CAM-B3LYP/6-31+G(d) geometries and frequencies. The ratio kic(LbàLa)/kic(LaàLb) 

*kr(LaàS0)/kr(LbàS0) is given as well. 

 TD-CAM-B3LYP/ 
6-31+G(d) 

STEOM-DLPNO-
CCSD/aug-CC-pVTZ Exp. ΔEad 

ΔEad -0.30 0.29 0.15 

kr(La à S0) 1E+08 1E+08 1E+08 

kr(Lb à S0) 2E+07 7E+06 9E+06 

kic(La à Lb) 5E+07 2E+13 3E+13 

kic(Lb à La) 2E+14 1E+10 2E+12 

ratio 
(exp = 0.015-0.18) 5E+07 0.008 1 

 

Type III: Very Weak Electronic NAC 

The last type of anti-Kasha regime is neither characterized by a very large energy difference 

between S2 and S1 (Type I compounds), nor by S2 and S1 being thermally equilibrated (Type II 

compounds). Conversely, in Type III compounds, S2 and S1 are instead separated through space, 

which leads to a complete lack of electron-vibrational coupling between the two excited states. 

Besides the above basic requirements, additional prerequisites are mandatory to attain substantial 

S2 emission in Type III compounds. For instance, the radiative process from S2 should outcompete 

to the EET process from S2 to S1, but also to the IC from S2 to S0. If the EET process and the 

radiative decay rate from S2 fall within the same order of magnitude this often results into dual 

fluorescence scenarios (provided that the radiative rate from S1 outcompetes to the IC from S1 to 
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S0). Intramolecular Forster Resonance Energy Transfer (FRET) dyads are the most likely 

molecular systems that may fall within Type III compounds. As a model representative system of 

a Type III compound, we took a coumarin-pyronine FRET-based dyad, 3, which was recently 

investigated by Kawagoe et al.10 Experimentally, they measured dual fluorescence at 479 nm and 

584 nm, with a PQY ratio of PQY479/PQY584 = 0.5. In Figure 2, the numerical results along with 

the visual representation of the different density-based descriptors are shown for the S2-S1 

interconversion of 3. A large D-index (11.2 Å) and an S± index close to zero highlight the very 

weakly electronically coupled situation, which applies for Type III compounds. Visually, this is 

reflected by two non-overlapping S1 and S2 lobes. Similarly, the orbital transitions are spatially 

separated as well, as can be seen in Figure S4. The use of the standard formulas to calculate an IC 

process between excited states is no longer valid here, and thus, an EET rate between S2 and S1 

was calculated instead (see computational details in the SI). 

In Table 5 the computed energies, oscillator strengths and rates are listed for 3. TD-CAM-B3LYP 

calculations show that both S1 and S2 are very bright states (f > 1). S1 and S2 are respectively located 

on the pyronine and the coumarin moieties. The calculated emission energies peak at 395 and 488 

nm. The latter values are ca. 0.5 eV higher than their experimental counterparts, which can be 

inferred, among other possible sources of errors, to the limitations of the linear response 

polarizable continuum solvent model to model emission processes. In particular, the experimental 

aqueous buffer is represented in this work by a dielectric solvent cage, which lacks specific 

solvent-solute interactions. However, the investigation with more advanced solvation models goes 

beyond the scope of this study and semi-quantitative results can still be obtained with the approach 

used here, as the errors for S1 and S2 are systematic.  
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We now turn the discussion into the calculated rates of 3. We note that attaining reliable rate 

calculations in large, flexible molecules (such as e.g., 3), where the harmonic approximation is 

likely to fail, is rather difficult. Here we use a fragment-based approach to calculate the IC and 

radiative rates of the dyad, i.e., the latter rate calculations are performed at the isolated fragments 

of the dyad. The fragments are smaller and more rigid than the dyad and thus, it is more likely that 

the harmonic approximation will hold true. We note that this is a valid approach for 3 because of 

the lack of electron-vibrational coupling between S2 and S1 (see below). Thus, the ground and first 

excited states of the pyronine and coumarin moieties, were optimized separately. The absorption, 

emission and adiabatic energies deviate by less than 0.01 eV from the S1 and S2 state of 3, proving 

the validity of our approach. Conversely, to calculate the EET rate calculation the optimized 

geometry of the full dyad was used instead. Looking then at the rate calculations and subsequent 

PQYs (Table 5b), one can see that the main deactivation mechanism of S2 is through an EET to 

S1, which is much faster than the IC to the ground state (compare ~1011 vs ~107 in Table 5b). The 

EET coupling was calculated to be 0.005 eV (41 cm-1). It originates from the large transition dipole 

moments of S2 and S1, but the almost perpendicular orientation between them leads to less sizable 

coupling (see Figure S3). For the sake of clarity, the PQYs for S1 and S2 are respectively calculated 

using:  

 Φ@A =
𝑘#,BC#,DE

𝑘#,BC#,DE + 𝑘6G,BC#,DE
	𝑎𝑛𝑑 Φ@L =

𝑘#,GMN,DE
𝑘#,GMN,DE + 𝑘6G,GMN,DE + 𝑘OOP,&D

	. (4) 

Using all the calculated rates we obtain a PQY(S2)/PQY(S1) ratio of 0.3 (see the computed PQYs 

values in Table 5b). Furthermore, by using the experimental energies within the rate calculations, 

this ratio becomes 0.7 (see Table S2). This is in excellent agreement with the experimental ratio 

of ca. 0.5. All in all, the density-based descriptors for the S2-S1 interconversion of 3 highlight a 
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different anti-Kasha scenario for Type III compounds, as compared to those for Type I and Type 

II compounds. As demonstrated here for 3, not only this can be predicted qualitatively by 

inspecting the density indexes, but also semi-quantitative estimations of the PQYs of Type III 

compounds are attainable. We also note that for Type III compounds the energy gap is less of an 

issue than for Type I-II compounds. Specifically, as long as there is some spectral overlap between 

the emission and absorption spectrum of S2 and S1, respectively; the corresponding EET process 

can take place. This means that a gap of 0.7 eV (as for 3) is acceptable but a negligible energy gap 

would be acceptable too. 

Table 5. a) Calculated vertical energy differences (Ev, eV), adiabatic energy differences (Ead, eV), 

oscillator strengths (f) and EET coupling (eV) for the S1 and S2 states of 3 (TD-CAM-B3LYP/6-

31+G(d)). b) Calculated radiative (kr, s-1), internal conversion (kic, s-1) and excitation energy 

transfer rates (keet, s-1). 3pyr and 3cou are respectively the optimized pyronine and coumarin 

fragments. 

a) Ev(S0àSx) Ev(SxàS0) Ead f EET 
Coupling 

3 - S1 2.86 2.54 (2.12) 2.59 1.396 
0.0051 

3 - S2 3.65 3.14 (2.59) 3.29 1.074 

      

b) kr kic/keet PQY   

3pyr - S1àS0 3E+08 2E+10 0.014   

3cou - S1àS0 3E+08 1E+07 0.004   

3 - EET - 
S2,couàS1,pyr 

 8E+10   
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Alternative anti-Kasha scenarios: Intermediate Coupling regime 

Compounds 1-3 have been successfully classified into different anti-Kasha cases according to the 

electron-vibrational coupling regime at play. However, there might be other compounds falling 

out from the above classification. Here, we revisit the excited state characteristics of compound 4 

(a dicyano-vinyl derivative, see Scheme 1). Recently, two groups36,37 independently reported 

Kasha-like emission for this molecule, while Gong et al.11 measured anti-Kasha emission in 

acetonitrile by exciting at 380 nm. A theoretical investigation of 4 reveals that there is neither a 

small nor a large energy separation between S1 and S2, while the excited states are also not 

completely separated in space (see below). Note that this situation is likely found for through-bond 

energy transfer based (TBET) dyads as well, although to our knowledge anomalous emissions 

have not yet been reported for any TBET dyad.  

Table 6. Calculated vertical energy differences (Ev, eV), adiabatic energy differences (Ead, eV) and 

oscillator strengths (f), along with the associated orbital transitions for the S1 and S2 states of 4. 

(TD-CAM-B3LYP/6-31+G(d).) Dihedral angle ϕ	at the different minima is reported. 

 Ev(S0àSx) Ev(SxàS0) f orbital transitions ϕ (°) 

 

S1a 
2.81 

2.05 1.52 91% HOMOàLUMO 26 

S1b 0.78 0.00 97% HOMOàLUMO 68 

S2 4.00 2.10 1.36 58% HOMO-1àLUMO 
30% HOMOàLUMO 90 
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Figure 3. Left: PES representation of the S1 and S2 states of 4, as a function of the dihedral angle 

ϕ	(see its definition in Table 6 and the energies in Table S3). Right: Density-based descriptor of 

4, at the minimal geometry of S0 and S2. 

We explored the potential energy surfaces of the S1 and S2 with TD-CAM-B3LYP calculations. 

(Figure 3 shows schematically relevant stationary points in the S1 and S2 PES.) Specifically, there 

are two minima in the S1 surface: S1a and S1b. S1a lays geometrically close to the ground state and 

has an oscillator strength of 1.5, due to the large overlap between HOMO and LUMO (Figure S5). 

Relaxation along the S1a PES leads to another local minimum (S1b) which is adiabatically 0.2 eV 

lower in energy. The relaxation mainly involves the twisting of the dihedral angle of the dicyano 

group, which in S1b displays a perpendicular configuration with respect to the vinyl group (compare 

the values for the dihedral angle ϕ	 in Table 6). Geometrical relaxation to S1b is coupled to 

significant orbital relaxation, as it can be seen in Figure S5. Specifically, and as compared to the 

Franck-Condon situation, the HOMO becomes more localized on the vinyl part, while the LUMO 

localizes in the other part of the molecule, resulting in the S1b becoming a dark state (f=0, see Table 
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6). S1b is thus of significant TICT character. Conversely, relaxation on the S2 potential energy 

surface leads to the S2 minimum, which geometrically lays in between S1a and S1b. The S2 state is 

mainly characterized by a HOMO-1 à LUMO electronic transition (see Table 6), leading to a 

higher orbital overlap, a higher oscillator strength and thus, a possible emissive state. However, at 

the S2 minimum, the vertical energy difference between S2 and S1 is only 0.6 eV at the TD-CAM-

B3LYP level, which is typically not enough to have an azulene-like anti-Kasha emission. At the 

same time, looking at the density descriptor in Figure 3, a D and S± index of resp. 6.7 Å and 0.3 

is found at the S2 minimum. Therefore, the two states do not fully overlap, but they are not totally 

separated in space either, and thus, guaranteeing at least some electron-vibrational coupling 

between S2 and S1. Under these circumstances it seems unlikely that an EET process is fast enough 

to compete with a standard IC mechanism. However, due to the overlap of the states and the large 

geometrical changes between states (including rotations), the harmonic approximation will likely 

not be valid, making it unfeasible to perform accurate IC calculations for 4. Therefore, even though 

the combination of an intermediate energy difference and some electronic separation could result 

in anti-Kasha emission, further (time resolved) spectroscopic evidence is needed to put the putative 

anti-Kasha emission observed for 4 on firmer grounds. Also high level quantum chemical 

calculations could give some more insight here, because single point ADC(2) calculations already 

result in a slightly different PES representation, as it is discussed in the supporting information 

(Table S3 and Figure S6). In this regard, contradictory results have been experimentally observed, 

so that one cannot fully disregard an experimental artifact either; and thus prevent us to extract 

further conclusions. Note also that our current theoretical machinery to calculate rates and PQYs 

is a static approach. Explicitly considering the excited state dynamics and the specific solvent-

solute interactions might be important in the theoretical framework, in order to address anomalous 
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emissions on semi-rigid molecules, such as e.g., compound 4 as well as in other TICT-like 

compounds. 

CONCLUSIONS&OUTLOOK 

In this Accounts, quantum chemical investigations have been performed in target molecular 

systems breaking Kasha’s rule. The in-depth analysis of the different cases enables us to disclose 

different mechanistic regimes leading to anomalous emissions in molecular entities. The electron-

vibrational coupling plays a central role in determining the given regime. Our studies highlight 

three different types of anti-Kasha scenarios, namely: i) the strong electronic-, weak vibrational-

NAC regime (Type I); ii) the strong electronic-, strong vibrational-NAC regime (Type II); and the 

iii) very weak electronic NAC regime (Type III case). Anomalous emissions on molecules 

belonging to intermediate coupling regimes may also be possible, but a definitive confirmation of 

the latter regimes needs further experimental and theoretical support. Additionally, we have 

developed simple and cheap theoretical descriptors to unambiguously classify anomalous 

emissions according to their regime at play. We also demonstrate that semi-quantitative 

estimations of PQYs in good agreement with the experimental evidence are possible for the herein 

investigated compounds, regardless of their regime at play. We note that the latter PQYs 

calculations are only of sufficient accuracy for rigid molecular entities, for which the harmonic 

approximation holds true. Importantly, our protocols are based on a static approach examining 

computed ingredients at minima structures on the corresponding PES. However, dynamical effects 

might also be important in modulating the presence/absence of anomalous emissions. All in all, 

this Accounts is not only of fundamental relevance, as it contributes to our understanding of the 

interconversion processes between excited states, but it will also be useful for the design of tailored 

dyes displaying unconventional fluorescence properties.  
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