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Abstract  

 End-point free energy calculations as a powerful tool have been widely applied in protein-ligand and 

protein-protein interactions. It is often recognized that these end-point techniques serve as an option of 

intermediate accuracy and computational cost compared with more rigorous statistical mechanic models 

(e.g., alchemical transformation) and coarser molecular docking. However, it is observed that this 

intermediate level of accuracy does not hold in relatively simple and prototypical host-guest systems. 

Specifically, in our previous work investigating a set of carboxylated-pillar[6]arene host-guest complexes, 

end-point methods provide free energy estimates deviating significantly from the experimental reference, 

and the rank of binding affinities is also incorrectly computed. These observations suggest the unsuitability 

and inapplicability of standard end-point free energy techniques in host-guest systems, and alteration and 
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development are required to make them practically usable. In this work, we consider two ways to improve 

the performance of end-point techniques. The first one is the PBSA_E regression that varies the weights of 

different free energy terms in the end-point calculation procedure, while the second one is considering the 

interior dielectric constant as an additional variable in the end-point equation. By detailed investigation of 

the calculation procedure and the simulation outcome, we prove that these two treatments (i.e., regression 

and dielectric constant) are manipulating the end-point equation in a somehow similar way, i.e., weakening 

the electrostatic contribution and strengthening the non-polar terms, although there are still many detailed 

differences between these two methods. With the trained end-point scheme, the RMSE of the computed 

affinities is improved from the standard ~12 kcal/mol to ~2.4 kcal/mol, which is comparable to another 

altered end-point method (ELIE) trained with system-specific data. This phenomenon along with the 

extremely efficient optimized-structure computation procedure suggests the regression (i.e., PBSA_E as well 

as its GBSA_E extension) as a practically applicable solution that brings end-point methods back into the 

library of usable tools for host-guest binding. However, the dielectric-constant-variable scheme cannot 

effectively minimize the experiment-calculation discrepancy for absolute binding affinities, but is able to 

improve the calculation of affinity ranks. This phenomenon is somehow different from the protein-ligand 

case and suggests the difference between host-guest and biomacromolecular (protein-ligand and protein-

protein) cases. Therefore, the spectrum of tools usable in protein-ligand cases could be unsuitable for host-

guest binding, and numerical validations are necessary to screen out really workable solutions in these 

‘prototypical’ situations.   

 

Keywords: Pillar[n]arenes, Host-guest Binding, End-point Free Energy Methods, Regression, Dielectric 
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1. Introduction. 

Computational techniques are widely applied in drug discovery.1-8 Considering the balance between 

computational cost and prediction accuracy, often a hierarchical scheme is employed.9-12 A large set of 

potentially useful candidates are first screened with crude methods, after which more detailed techniques are 

employed to pick promising molecules from a smaller screened set. The costliest technique on this 

computational ladder would be the alchemical method, which constructs a thermodynamic cycle with 

several artificial transformation legs connecting states of interest (e.g., the bound and unbound states).13-17 

However, as such rigorous treatment requires extensive sampling in the configurational space, the 

computational cost of the alchemical technique is too huge to be practically usable when a number of 

molecules are under investigation. Methods that are a bit less computationally demanding are end-point free 

energy methods of MM/PBSA and MM/GBSA.18-20 These end-point techniques are computationally feasible 

due to their approximated calculation procedure. The most widely employed end-point scheme uses the 

single-trajectory approximation and only samples the well-defined bound conformation. The enthalpic and 

entropic contributions are computed with snapshots from this single trajectory and ultimately combined to 

derive the free energy of binding.21-25 Compared with end-point techniques that rely on all-atom force fields 

and molecular simulation, an even coarser and cheaper technique is molecular docking. The method 

incorporates simpler energy/scoring functions and sampling methods, which enables fast screening and 

highly efficient conformational sampling.26-28  

Compared with protein-ligand complexes, host-guest systems are smaller in size and simpler in 

structural features. Specifically, the host molecules are often cylindrical macrocycles with symmetrical rims 

that have a limited number of rotatable bonds, which leads to their limited conformational flexibility and 

thus smaller conformational space.29-34 Further, the number of functional groups is also small in these 

macromolecular containers, which leads to their limited capability of forming distinct interaction patterns 

with the external agents. Host-guest systems are often considered prototypical cases of protein-ligand 

complexes. Thus, macrocyclic hosts are widely employed in many laboratory and industrial applications, 

e.g., drug delivery, catalyzed synthesis, and molecular machinery.35-39 Pillar[n]arenes as a host family 

popular in modern chemical research have satisfactory ligand-binding ability.40-44 However, their low 

aqueous solubility limits the practical application in biomedical treatments. Chemical modifications of the 

host cavity are often considered an effective solution.45-48 For instance, carboxylated-pillar[6]arenes (WP6) 

with enhanced water-solubility, strong guest-binding ability, tunability and intermediate cavity volume and 

entrance size are promising instruments in drug delivery and reservoir.49-52   
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Despite the massive application of end-point free energy techniques in protein-ligand and protein-protein 

interactions, understandings of their practical performance in prototypical host-guest binding are rather 

limited. This calls for systematic benchmark calculations with detailed investigations of the underlying 

physics. Based on the obtained insights, constructive solutions to improve their performance can finally be 

proposed, making them practically usable tools in the computational investigation of host-guest binding. In a 

recent work, we report a thorough evaluation of end-point methods with the standard (popular) procedure in 

a set of WP6 host-guest systems.53 Specifically, we consider four modelling details including the scoring 

function used in docking (two scoring functions), the charge scheme for solutes (three charge sets), the water 

model for solvation (two water models), and the end-point method used in free energy estimation (two end-

point schemes). The resulting calculation regimes include 24 combinations, covering almost all popular 

selections in modern researches. However, all of these combined end-point calculation schemes could 

neither reproduce the experimental binding affinities nor correctly compute the rank of affinities, which 

proves that end-point free energy calculations are actually inapplicable to host-guest binding. This is in stark 

contrast to the recognized performance of end-point techniques in protein-ligand complex. Possible reasons 

causing the underperformance of end-point calculations in host-guest complex along with further directions 

for developments have been discussed extensively in our previous work.53 In the current work, building on 

previous observations of the standard end-point procedure, we expect to extend the evaluation by 

considering two altered regimes that could lead to improved performance. Specifically, we consider the 

regression and dielectric-constant-variable alterations that change the weights of free energy terms in the 

end-point calculation. In the PBSA_E regression,54 the weights of free energy terms are pre-trained with 

end-point and experimental results of a huge number of protein-ligand complexes. The fitted formula 

achieves better reproductions of both the absolute binding affinity and the rank of affinities (e.g., with 

RMSE ~2 kcal/mol).54 However, due to the existence of many differences between the designed usage of 

PBSA_E and the current host-guest calculation (e.g., structure generation and force field), whether the 

weighting factors in this transferable scheme are suitable for host-guest systems remains unknown. In the 

dielectric-constant-variable scheme,12, 55-57 the polar interactions inside the complex are scaled by an 

effective internal dielectric constant of the heterogeneous dielectric environment. It is often observed that 

values slightly larger than the standard unity could lead to pronounced improvements in the prediction 

quality of end-point calculations, but whether this treatment applies to host-guest systems remains 

unclarified. Extensive numerical experiments performed in this work suggest that both techniques could 

effectively improve the quality of prediction. Further, through a detailed analysis of the calculation 
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procedure of the two regimes, we provide insights into the relationships between the two altered schemes 

and explanations of their dependence on various modelling parameters.     

 

2. Modelling Details. 

2.1. Model Construction.  

The system construction follows exactly the same protocol used in our previous work.53 Briefly, the 3D 

chemical structures of all molecules shown in Fig. 1 are grabbed from the GitHub site of the SAMPL9 

challenge.58 To make our benchmark test of end-point calculations thorough, we consider a set of 

parameter/force-field combinations. The changeable modelling details include the charge scheme for solutes, 

the water model, and the scoring function used in the generation of the initial bound structure.  

For atomic charges, two popular fixed-charge models including AM1-BCC59 and restrained electrostatic 

potential (RESP)60 are considered. Two RESP charge sets are generated due to their noticeable difference in 

the electrostatic potential (ESP) around each molecule observed in our previous work.53 The fitting target of 

the RESP-1 charge set is the molecular ESP scanned at the traditional HF61-63/6-31G*, while the target level 

of the second RESP charge set (RESP-2) is B3LYP64-66/def2-TZVPP with the IEFPCM implicit solvent. All 

the other missing force-field parameters are obtained from the second generation of the general AMBER 

force field (GAFF2)67 and a recent publication adding the parameters for Si-related species.68  

For water molecules, we employed two popular 3-point models including TIP3P69, 70 and SPC/E.71 As all 

parameters of these two water models (e.g., charges and force constant) differ, the solvation environments 

produced by these water models differ, which ultimately leads to the water-model-dependent behavior of the 

conformational/energetic preference of each molecule involved in the inter-molecular coordination and 

alters the binding thermodynamics.  

The bound structure of each host-guest complex remains unknown, which is often solved via molecular 

docking. Following our previous work,53 we use the Autodock Vina72 program to generate the initial guess, 

i.e., picking the top-1 (the most stable) structure provided by docking. As the starting configuration could 

have a significant impact on the simulation outcome, especially when the simulation is performed in an 

unbiased way. Thus, we consider two scoring functions including Autodock4 (AD4) and Vina72, 73 in 

molecular docking. The two scoring functions differ in both the definition of energy terms and 

computational complexity, and show somehow different behaviors in many benchmark calculations.72, 74, 75 

Also, according to the analysis of binding modes produced by the two scoring functions reported in the first 

paper of this WP6 end-point series, for many host-guest pairs there are obvious structural differences.53  
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The consideration of three charge schemes for solutes, two water models, and two scoring functions 

leads to a total of 12 combinations of model-construction protocols. Using each protocol, for each host-guest 

pair, the most stable bound configuration (i.e., the binding pose with the highest docking score) is selected. 

Then, the complex is parametrized (e.g., the above-mentioned charge schemes) and solvated (with TIP3P or 

SPC/E) to create a simulation box. Non-polarizable monovalent spherical counter ions76, 77 of Na+ or Cl- are 

added for neutralization. Periodic boundary conditions are employed to replicate the unit cell in the whole 

space.  

2.2. Molecular Simulations.  

For each simulation box constructed with the above-mentioned protocols, we perform some level of 

molecular simulation to accumulate configurational snapshots. Note that this procedure is only employed in 

the dielectric-constant-variable case, as the PBSA_E model uses a single optimized structure in free energy 

estimation. In molecular simulations, starting from the docking-produced binding pose, we perform 5000 

steps minimization, 300 ps constant-volume heating with weak harmonic restraints on solutes and 1 ns NPT 

equilibration to reach the physiological condition. For production, we perform 100 ns NPT simulations with 

a sampling interval of 10 ps. We employ the SHAKE constraints on bonds involving hydrogen atoms to 

remove high-frequency motions.78, 79 We use Langevin dynamics80 with the collision frequency of 2 ps-1 for 

temperature regulation and a time step of 2 fs. The cutoff for non-covalent interactions is set to 10 Å, and the 

PME method is used to treat long-range electrostatics.81 The GPU version of the pmemd engine with the 

hybrid precision (SPFP) in the AMBER82 suite is used for dynamics propagation.  

The trajectories are used as input to the end-point equation to extract binding affinities. The standard 

end-point free energy estimation follows the following formula,  

binding elec vdW solv,polar solv,non-polar gasG E E G G T S =  +  +  +  −                      (1). 

The first two components arise from the gas-phase enthalpic contribution, i.e., inter-molecular electrostatic 

and vdW interactions. The third and fourth terms come from the (de)solvation effects. The last term is the 

entropy change upon the formation of the inter-molecular coordination. The gas-phase enthalpic 

contribution (i.e., the first two terms) can be directly computed with all-atom force fields. The solvation 

terms are often computed with implicit solvent models. In our calculations, the polar part 
solv,polarG  is 

computed with PB83 or the popular GBOBC model (with the second set of modified Bondi radii),84, 85 and the 

non-polar contribution is treated with the solvent-accessible surface area method.86 The last term can be 

calculated with normal mode analysis (NMA),87 quasi-harmonic approximation88 and so on.89-92 In our 



 7 / 41 

 

previous WP6 work, the end-point calculation using the standard procedure selects the NMA method due to 

its popularity, and 50 snapshots equally spaced in the 100 ns unbiased sampling are included in 

calculation.53  

  

3. Results and Discussions. 

3.1. Altering the weights of free energy terms.  

The first alteration of the end-point calculation procedure is regression, which adjusts the weights of free 

energy terms in the end-point calculation to improve the results. Such parameter adjustment does not expect 

to improve the accuracy of every term involved in the calculation, but seeks for error cancellations that 

minimize the discrepancy between calculation and experiment. In the current work, we do not fit the weights 

of terms in Eq. (1) with numerical data in the current WP6 host-guest dataset or similar host-guest 

complexes, as this system-specific regression procedure would limit the transferability of the calculation 

procedure. By contrast, we use the pre-fitted formula of PBSA_E,54 which is obtained by applying the 

regression analysis on a huge set of protein-ligand complexes. The PBSA_E method divides the free energy 

terms in Eq. (1) into four groups, the detailed definitions and weights of which are presented below.  

binding elec solv,polar vdW solv,non-polar rot0.03037( 0.07) 791 1.2193 0.1854G E G E G N =  + +  +  +     (2). 

The polar contributions (both gas-phase and solvation) are included in the first term, which can thus be 

considered the net electrostatic contribution to the final binding free energy. The second term is the inter-

molecular vdW interaction, the third term is the non-polar solvation. These two terms are often grouped into 

non-polar interactions. The last entropic contribution, which is often computed with the costly NMA in 

standard end-point calculations, is substituted/approximated with a computationally cheaper scheme, the 

number of rotatable bonds of the ligand/guest. Further, previous applications of the PBSA_E method suggest 

that the free energy estimate obtained with a single optimized configuration could be closer to the 

experimental value than that with extensive sampling. Thus, the method is often used with a single energy-

minimized bound structure. In many protein-ligand complexes, the PBSA_E method outperforms popular 

scoring functions and also standard end-point methods.54 Overall, the above features of the PBSA_E scheme 

make it a low-cost end-point scheme. Aside from the original PBSA_E formula, we also consider the GB 

extension, i.e., directly substituting the polar solvation term of PB with GB solvation. The GB extension of 

the PBSA_E scheme is named GBSA_E, the validity of which would be discussed later.  

 The regression procedure of the PBSA_E model differs from the current WP6 host-guest cases in many 

aspects. First, in the training of the PBSA_E model, the solutes are described with the RESP-1 charge 
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scheme and an older version of the general AMBER force field (i.e., GAFF), while in the current 

calculations we consider three charge sets (AM1-BCC, RESP-1 and RESP-2) and the latest version of the 

transferable force field (i.e., GAFF2). Second, the PBSA_E model is trained with a large set of protein-

ligand complexes. These inter-molecular coordinations between biomacromolecules and small external 

agents obviously differ from the current WP6 host-guest cases. Third, the training and application of the 

PBSA_E scheme always use the crystal structure of the complex, while in the current WP6 host-guest case 

the experimental coordination feature is unavailable and we are actually dealing with docking-produced 

bound structures. Due to the existence of these obvious differences between the training procedure and the 

designed usage of the PBSA_E weights and the current investigation of WP6 host-guest binding, it is 

difficult to say whether the educated end-point regime could perform satisfactorily in the current 

calculations. Thus, some numerical experiments are needed.  

Some insights from weighting factors.  

Before discussing numerical results, we first analyze the weighting factors in detail to grab some insights 

into what the numerical regression really does to the standard end-point calculation. The weight of the polar 

interactions is the smallest one in Eq. (2) and is much smaller than 1, which suggests the suppression of the 

electrostatic contributions to the net free energy change. As for the non-polar contribution, the contribution 

from the gas-phase vdW interaction is also weakened (smaller than 1) but is still much larger than the 

electrostatics, and the non-polar part of solvation receives the largest weighting factor in the formula. This 

phenomenon suggests that the PBSA_E regression actually emphasizes the non-polar contribution 

(especially the non-polar solvation) but weakens the impact of electrostatics in end-point free energy 

estimation.  

Based on these observations, the impacts of variations in the modelling details could be predicted. It is 

expected that the charge scheme would not have a significant impact on the PBSA_E free energy outcome, 

as the electrostatic interactions are scaled down significantly. Second, for the water models, as only 

geometry optimization is performed starting from the docking-produced bound configuration, the 

perturbation to the initial configuration is expected to be minimal and the water model does not have a 

significant impact on the bound structure used in the PBSA_E calculation. Third, the docking procedure is 

expected to have some impacts on the PBSA_E estimate, as the initial conditions show some differences due 

to the differences in scoring functions. However, the magnitude of this docking-induced variation is difficult 

to quantify without some numerical experiments. Finally, for the GBSA_E extension of the original 

PBSA_E formula, as the polar contribution of solvation is also scaled down significantly and the PB and GB 
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solvation terms do not exhibit huge differences, the free energy estimates obtained with these two solvation 

models (i.e., the original PBSA_E and the extension GBSA_E) are also expected to be similar. Overall, none 

of the modelling details (charge scheme for solutes, water model, docking procedure and implicit solvent) is 

expected to have a significant impact on the free energy outcome in the trained end-point scheme.   

Numerical performance of educated end-point regimes.   

The PBSA_E and GBSA_E estimates with all combinations of modelling parameters (i.e., charge 

schemes, water models, and scoring functions) are computed. The numerical results along with the 

experimental values93 are summarized in Table S1-S4. We use the root-mean-squared error (RMSE), the 

mean signed error (MSE), the Kendall τ rank coefficient94 and the Pearlman's predictive index (PI)95 to 

evaluate the quality of computation. The RMSE and Kendall τ for all combinations of modelling parameters 

are compared in Fig. 2. The results of another regressed PBSA scheme named extended linear interaction 

energy (ELIE)96 and the best estimate of standard end-point calculations obtained in our previous work53 

(AD4+RESP-1+SPC/E+MM/GBSA) are also provided for comparison.   

For the error sizes presented in Fig. 2a, we can clearly see that the trained weights in PBSA_E improve 

the reproduction of the absolute binding affinities significantly. The ~12 kcal/mol RMSE under the standard 

end-point calculation is improved to ~2.4 kcal/mol. The error sizes of different modelling protocols (charge 

scheme, water model and scoring function) are similar, which agrees with the above analysis of weighting 

factors in Eq. (2). Interestingly, we also observe that the PBSA_E RMSE is similar to the ELIE result. As 

PBSA_E uses pre-fitted weights rather than system-specific parameters in ELIE, the transferable PBSA_E 

scheme can be considered a more robust option in end-point free energy calculations for host-guest binding 

and also protein-ligand interaction.  

As for the ranking coefficient shown in Fig. 2b, it is still observed that the trained end-point schemes 

outperform the standard procedure significantly. For the pre-fitted PBSA_E and GBSA_E schemes, the 

charge scheme for solutes, the water model, and the scoring function used in docking all have some 

influences on the free energy outcome. Although it is difficult to conclude which parameter combination 

performs best, considering the consistent error sizes in Fig. 2a, we believe that each of the parameter 

combinations is usable. The value of τ obtained with ELIE is larger than any pre-fitted scheme, which is 

expected due to the system-specific training procedure of the ELIE regime. However, it should be noted that 

the improvement is only observed for ranking coefficients and the magnitude of improvement is limited. It is 

reasonable to believe that if we further add WP6-related experimental data to the PBSA_E training set, the 

calculation accuracy would also be improved to the ELIE level.  
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A detailed view of trained end-point estimates.   

 The above comparison of error metrics and ranking coefficients only provides insights about the overall 

performance of the whole dataset, but the behaviors of detailed free energy estimates remain unknown. 

Thus, the PBSA_E estimates obtained with different modelling parameters are compared in Fig. 3a to 

provide a detailed view of the modelling-parameter dependence. We only present the results obtained with 

the AD4 scoring function for clarity. It is clearly shown that in most cases, the charge scheme for solutes and 

the water model do not have significant impacts on the PBSA_E estimates. However, we can still identify 

several cases with ~1 kcal/mol variation when the modelling parameters are varied. The Vina-produced 

results are similar and thus would not be discussed again. Similar observations could also be obtained for the 

GBSA_E case in Fig. 3b. Overall, the impact of variations of modelling parameters is limited (negligible in 

most cases). Considering the above modelling-parameter-independent behavior of the PBSA_E outcome, it 

can be concluded that as long as a reasonable combination of modelling parameters is employed, the 

PBSA_E/GBSA_E method would produce free energy estimates of good quality. As GB calculations are 

faster than PB, the GBSA_E scheme serves as a faster yet accurate alternative to the original PBSA_E.  

The quality metrics of the pre-fitted PBSA_E and GBSA_E schemes are similar to those of the ELIE 

scheme trained with system-specific data. An interesting question to ask is whether these methods are 

actually producing similar free energy predictions. To answer this question, we compare the free energy 

estimates with the three trained end-point schemes in Fig. 3c. Due to the modelling-parameter-independent 

behavior of pre-fitted PBSA_E and GBSA_E schemes, for these two pre-fitted schemes we only present the 

results obtained with the AD4+AM1-BCC+TIP3P combination of modelling parameters. It can be seen that 

the PBSA_E and GBSA_E estimates are very similar, which agrees with the implicit-solvent-independent 

behavior from analysis of weighting factors in Eq. (2). By contrast, the ELIE results obviously differ from 

those with the two pre-fitted regimes, which suggests the dissimilarities of the pre-fitted PBSA_E and 

GBSA_E regimes and the system-specific ELIE and provides an explanation of the better ranking 

reproduction of the ELIE scheme in Fig. 2b.  

Overall, tuning the weighting factors in end-point calculation of host-guest binding could lead to 

improved performance. The transferable PBSA_E scheme does not have significant dependence of the 

modelling parameters, and the extended GBSA_E regime performs similarly to PBSA_E. As GB 

calculations are relatively faster than PB solvation, this GBSA_E scheme serves as a more efficient option 

than PBSA_E. Training the end-point calculation with system-specific experimental data could be helpful, 

but this introduces an extra fitting step and is inapplicable to newly encountered systems without existing 
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results. As the transferable PBSA_E and GBSA_E could produce free energy estimates with small errors, we 

recommend them as practically applicable tools in end-point screening of host-guest complexes.  

 

3.2. Varying the interior dielectric constant.  

The interior dielectric constant in  as an additional tunable parameter in the end-point equation is often 

altered to improve the accuracy of end-point free energy calculations. It is often recommended to enlarge 

this effective internal dielectric constant from the standard unity to something like 2 or 4 in a uniform or 

residue-type-specific manner, especially for polar and charged regions.97-99 In this section, we investigate 

whether this scheme would improve the calculation accuracy in WP6 host-guest binding and provides some 

insights into its connections with the trained PBSA_E regime.   

The dielectric-constant-variable form of the end-point equation can be expressed as   

( ) ( )binding elec in vdW solv,polar in solv,non-polar gasG E E G G T S  =  + +  − +        (3). 

It can be clearly seen that the dielectric constant of the interior involves in the calculation of the gas-phase 

electrostatic contribution and the polar part of the (de)solvation effect, which is similar to the alteration of 

weighting factors in PBSA_E, i.e., Eq. (2). The gas-phase electrostatics exhibit a reciprocal dependence on 

the dielectric constant (c.f., Coulomb equation), while the polar solvation term shows a more complex non-

linear behavior (see references55-57, 100 for details). Thus, the dielectric-constant-variable scheme is somehow 

different from the PBSA_E regression. However, it can be safely to conclude the trend that each component 

of the polar contributions (i.e., either gas-phase or solvation) would become weakened upon increased 

dielectric constant, although the net change could be non-monotonic. As the standard weight of the 

electrostatic contribution is 1 and the refitted weights in PBSA_E is ~0.03 (approximately 1/33), in our 

numerical experiment of dielectric constants we scan values between 1 and 40 to cover this region. We 

specifically test dielectric constants including 2, 4, 6, 8, 10, 20, 30, and 40. It should be noted that in the 

PBSA_E equation, the weights of the other terms (e.g., vdW) are also varied, which also has impacts on the 

end-point estimates. Therefore, the dielectric-constant-variable scheme is expected to behave somehow 

differently compared with the educated end-point regime.  

We first discuss about the results obtained with GB solvation in the dielectric-constant-variable 

calculations. As the best parameter combination observed in our previous work is AD4+RESP-

1+SPC/E(+MM/GBSA),53 in the current dielectric-constant-variable test, we first include this parameter 

combination in the benchmark calculation. Numerical experiments are also performed for another water 
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model (producing the AD4+RESP-1+TIP3P set), another charge set (AD4+RESP-2+SPC/E and AD+RESP-

2+TIP3P) and another scoring function (Vina+RESP-1+SPC/E). The detailed free energy estimates along 

with quality metrics obtained with the above-mentioned interior dielectric constants are summarized in Table 

S5-S9. We first check the dielectric-constant dependence of end-point estimates under the AD4+RESP-

1+SPC/E and AD4+RESP-2+TIP3P parameter combinations in Fig. 4a-b, in order to understand what the 

variation of interior dielectric constant does to each system. With the increase of the dielectric constant, the 

individual free energy estimate first experiences some monotonic (increasing or decreasing) behavior. Most 

of the changes happen when εin is smaller than 10 (or 6 for some cases), and when εin reaches a large value 

the free energy estimate seems ‘converged’ on this degree of freedom, which is in accordance with the 

expectation from analysis of Eq. (3). This dependence is generally valid for all parameter combinations, as 

shown in the numerical data in Table S5-S9. From this dependence, we can expect the quality metrics to 

vary significantly for small εin and become relatively unchanged/stable for large εin. The dielectric-constant-

variable results under PB solvation for the selected five modelling parameter combinations are summarized 

in Table S10-S14. The dielectric-constant dependence under AD4+RESP-1+SPC/E and AD4+RESP-

2+TIP3P parameter combinations are presented in Fig. 4c-d, where a behavior similar to the GB case could 

be observed and thus would not be discussed further.  

 We then check the numerical results of the quality metrics in Fig. 5. Under the GB solvation, in Fig. 5a, 

with the increase of the interior dielectric constant, the error size increases monotonically for all parameter 

combinations, although for AD4+RESP-2+TIP3P some fluctuation is observed at εin=2. If the aim is to 

reproduce the absolute values of binding affinities, then varying the interior dielectric constant would not be 

a good choice. The monotonic increase of the error size somehow differs from existing experiences 

accumulated in many protein-ligand and protein-protein complexes, where monotonic decreasing behaviors 

or some complicated dependences are observed.55, 56, 98-103 Such differences could be attribute to the 

differences between the interior microenvironments in protein-ligand and host-guest systems. The former is 

more heterogeneous and hydrophobic, while the latter is simpler, more solvent-exposed and thus more 

hydrophilic. This phenomenon suggests that the accumulated experiences in protein-ligand situations 

including applicable alterations could be inapplicable in host-guest complexes, and numerical experiments 

are necessary to validate the usage of these solutions. As for the ranking information in Fig. 5b, it is clearly 

shown that the increase of εin significantly improves the ranking calculation. Most of betterments happen 

when εin is smaller than 6, and the larger-than-6 ranking coefficients are somehow similar and only 

fluctuating behaviors could be observed. Considering the monotonically increasing behavior of RMSE, 
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adjusting εin to some values close to 6 could be a balanced choice that provides good ranking information 

without further devastating the absolute values of binding affinities. The improved ranking coefficients 

under the five parameter combinations are all about 0.32, which is similar to the PBSA_E/GBSA_E results. 

The dielectric-constant dependence of RMSE and the ranking coefficient τ under PB solvation is presented 

in Fig. 5c-d. The behaviors are still similar to the GB case. Thus, the dielectric constant as another adjustable 

parameter in the end-point equation is indeed helpful to improve the performance of end-point methods. 

However, it should be noted that the trained end-point schemes also ensure better reproduction of the 

absolute values of binding affinities, which makes them a more robust choice than the dielectric-constant-

variable scheme.  

 

4. Concluding Remarks.  

Host-guest systems, due to their small size and relatively simple structural feature, are considered 

prototypical cases for protein-ligand and protein-protein complexes. The hosts are often cylindrical 

macrocycles with symmetrical rims and the guests are drug-like molecules. In drug screening within 

biomacromolecular systems, end-point free energy techniques are widely used as a practical tool with 

balanced accuracy and efficiency. However, their performance in host-guest binding is often not well 

understood. In our previous work, a comprehensive evaluation of standard end-point calculations in WP6 

host-guest binding is presented. Specifically, the protocol for model construction and configuration 

generation is obtained by combining three modelling details, including the docking procedure (two scoring 

functions), the solute charge set (three charge sets), and the solvent model (two water models). The resulting 

12 combinations cover popular selections in modern end-point free energy calculations. The configurations 

sampled with the 12 modelling protocols are analyzed with two popular end-point free energy techniques, 

i.e., MM/PBSA and MM/GBSA. Astonishingly, the free energy estimates from all modelling and free energy 

estimation protocols show significant deviations from the experimental reference, with RMSE ~12 kcal/mol 

and τ ~0.08. Error sizes of this level suggest the inapplicability of standard end-point calculations in host-

guest systems.   

The failure of the standard end-point calculation procedure calls for alterations and developments. In this 

work, we consider two altered schemes including the trained weights of free energy terms in end-point free 

energy estimation (i.e., PBSA_E and its GBSA_E extension) and the dielectric-constant-variable scheme. 

By investigating the detailed weighting factors in the PBSA_E and GBSA_E calculations, we notice that the 

trained end-point schemes are severely weakening the polar contribution and marginally strengthening 
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different components in the non-polar part. This treatment shares some similarities with the dielectric-

constant-variable regime, where a larger-than-unity interior dielectric constant is selected to weaken the 

polar contributions to the end-point free energy estimate. However, the differences of the remaining parts in 

the educated end-point and the dielectric-constant-variable schemes lead to significant differences in their 

accuracies.  

Extensive numerical experiments are performed to obtain free energy estimates with the two altered 

schemes. Significant improvements are observed for the trained end-point schemes (PBSA_E and 

GBSA_E). The RMSE reaches ~2.4 kcal/mol and the ranking coefficient τ is ~0.35. Such prediction quality 

is comparable to the ELIE regime trained with system-specific data (i.e., published WP6 host-guest binding 

affinities) and is similar to that in the protein-ligand situations. As the weighting factors of free energy terms 

in our trained end-point regimes are transferable, the calculation is only performed on optimized bound 

structure and the costly normal mode calculation is replaced by the number of rotatable bonds of the guest, 

the PBSA_E and GBSA_E models serve as an extremely efficient and practically usable tool in virtual 

screening of host-guest complexes. As for the dielectric-constant-variable scheme, the reproduction of 

experimental values of absolute binding affinities is degraded upon the increase of the interior dielectric 

constant εin, but the calculation of the rank of binding affinities is improved when εin is increased from the 

standard unity to ~6. For values larger than 6, the ranking coefficients are not improved and stay in the 

neighborhood of 0.32, which is comparable to the trained schemes (i.e., PBSA_E and GBSA_E). The 

monotonic increase of error size (RMSE) is somehow different from biomacromolecular cases (e.g., protein-

protein and protein-ligand), which could be attribute to the differences between the interior 

microenvironments in protein-ligand and host-guest complexes. The differences between the ‘prototypical’ 

host-guest binding and the complex protein-ligand situations indicate that end-point investigations of host-

guest binding cannot fully follow the accumulated experiences in protein-ligand binding. Usable tools 

extensively tested in protein-ligand cases still require comprehensive numerical validations to consolidate 

their usage in host-guest binding.  

Overall, both the PBSA_E regression and the dielectric-constant-variable scheme are helpful alterations 

of the standard end-point procedure. For accuracy, PBSA_E and its GBSA_E extension simultaneously 

ensure the reproduction of absolute binding affinities and a better ranking calculation, while the variation of 

the interior dielectric constant improves the ranking calculation but degrades the reproduction of absolute 

binding affinities. For efficiency, the trained end-point schemes using optimized bound structure and 

avoiding the costly normal mode calculation are much more efficient than the dielectric-constant-variable 
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regime. Therefore, we consider the trained end-point schemes as a more powerful tool. Aside from the two 

alterations of end-point calculations considered in this work, it should be noted that there are still other 

potentially workable techniques that could improve the prediction quality, e.g., enhanced sampling, entropy 

estimation and using other docking procedures instead of the current top-1 structure from Autodock. In the 

following works of our WP6 host-guest series, comprehensive benchmarks on these remaining solutions 

would be presented.  
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Fig. 1. 2D chemical structures of the macrocyclic host WP6 and 13 guest molecules investigated in the 

current work.  
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Fig. 2. Quality metrics for PBSA_E and GBSA_E calculations with different modelling parameters: a) 

RMSE and b) Kendall’s ranking coefficient. The results obtained with a similar method named ELIE trained 

with system-specific data (i.e., published results of WP6 host-guest binding) and the best-performing 

combination of modelling parameters (AD4+RESP-1+SPC/E+MM/GBSA) are also shown for comparison. 

In the reproduction of absolute binding affinities, PBSA_E and GBSA_E calculations with all modelling 

parameters are comparable to the ELIE technique and are much better than standard end-point calculations. 

As for the calculation of the experimental rank of binding affinities, PBSA_E and GBSA_E are also 

obviously better than the standard procedure but are a bit worse than ELIE. The reason for the ELIE-better-

than-PBSA_E phenomenon is rather simple. ELIE is trained with existing WP6 host-guest data published 

previously and thus is system-specific, while the weighting factors in our PBSA_E and GBSA_E models are 

trained with a huge set of protein-ligand complexes and thus are transferable.    
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Fig. 3. Correlation between weights-altered end-point estimates and the experimental reference: a) PBSA_E 

and b) GBSA_E. Here, we only present the results obtained with the AD4 scoring function for clarity. The 

free energy estimates obtained with different charge schemes and water models are extremely similar, which 

is in agreement with our detailed analysis of the weighting factors of PBSA_E and GBSA_E equations. c) 

Comparison between our transferable estimates (PBSA_E and GBSA_E), the system-specific ELIE results 

and the experimental values. We can see that the PBSA_E estimates agree well with the GBSA_E results, 

which is expected according to the small weighting factor in the equation. The ELIE estimates differ 

significantly from those from the other two methods, which suggests that the noticeable differences between 

the weighting factors in ELIE and those in PBSA_E and GBSA_E. Thus, although the quality metrics of 
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these trained PBSA/GBSA methods are similar, they do follow different spirits and are expected to produce 

free energy outcomes with statistically significant differences.  
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Fig. 4. Dependence of the a-b) MM/GBSA and c-d) MM/PBSA estimates on the dielectric constant for the 

modelling sets of AD4+RESP-1+SPC/E and AD4+RESP-2+SPC/E. The end-point estimates show 

significant changes in the small-εin region, while for εin larger than 10 the free energy estimates seem 

converged and do not vary further.  
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Fig. 5. Quality metrics for dielectric-constant calculations with different modelling parameters: a) RMSE 

and b) Kendall’s ranking coefficient when the polar solvation term is estimated with the GBOBC model, and 

c) RMSE and d) Kendall’s ranking coefficient under PB solvation. With the either solvation model, the 

results from the standard end-point calculation are those with the interior dielectric constant of 1. The error 

and ranking metrics exhibit a εin-dependent behavior similar to the individual free energy estimates shown 

previously. The increase of the interior dielectric constant worsens the calculation of absolute binding 

affinities (i.e., increased RMSE), but the ranking coefficients are improved to 0.3~0.4 (comparable to 

PBSA_E). As long as εin reaches ~6, the rank calculation achieves a good level of accuracy. Values (εin) 

smaller than 6 lead to poorer rank prediction, while values larger than 6 produce predictions of similar 

quality and thus are not really helpful. The results with PB solvation behave similarly to the GB case.   
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Table S1. PBSA_E estimates obtained with the three charge sets and two water models with the AD4-

produced docking poses. MSE, RMSE, τ, and PI serve as quality measurements. As PBSA_E uses only a 

single energy-minimized structure in calculation, there is no statistical uncertainty for free energy estimates.  

Host Guest Experiment 
AM1-BCC RESP-1 RESP-2 

TIP3P   SPC/E   TIP3P   SPC/E   TIP3P   SPC/E   

WP6 

G1 -6.53  -6.2    -6.1    -6.5    -6.4    -6.4    -6.2    

G2 -10.59  -7.6   -7.6   -8.3   -7.9   -8.2   -8.1   

G3 -8.03  -5.1   -5.0   -5.0   -5.0   -5.1   -4.7   

G4 -6.50  -4.0   -4.1   -4.2   -4.2   -4.0   -4.0   

G5 -5.46  -7.6   -7.9   -7.9   -8.4   -7.8   -7.7   

G6 -8.08  -5.2   -5.3   -5.2   -5.2   -5.1   -5.2   

G7 -7.07  -4.1   -4.5   -4.4   -4.5   -4.1   -4.5   

G8 -6.04  -5.5   -5.6   -5.8   -5.8   -6.0   -6.1   

G9 -6.32  -5.5   -5.3   -5.4   -5.3   -5.6   -5.2   

G10 -9.96  -7.0    -6.8    -7.0    -6.6    -6.6    -6.8   

G11 -6.26  -4.0   -4.0   -4.0   -3.9   -4.0   -4.0   

G12 -11.02  -8.0   -8.0   -8.0   -7.8   -7.8   -7.8   

G13 -8.58  -6.0    -6.3    -6.3    -6.5    -6.2    -6.5    

RMSE     2.4    2.4    2.3    2.4   2.4    2.4   

MSE   -1.9   -1.8   -1.7   -1.8   -1.8   -1.8   

τ   0.3   0.4   0.4   0.3   0.3   0.4   

PI     0.4    0.4    0.4    0.3    0.4    0.4    
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Table S2. GBSA_E estimates obtained with the three charge sets and two water models with the AD4-

produced docking poses. MSE, RMSE, τ, and PI serve as quality measurements. As GBSA_E uses only a 

single energy-minimized structure in calculation, there is no statistical uncertainty for free energy estimates.  

Host Guest Experiment 
AM1-BCC RESP-1 RESP-2 

TIP3P   SPC/E   TIP3P   SPC/E   TIP3P   SPC/E   

WP6 

G1 -6.53  -6.3    -6.2    -6.5    -6.4    -6.5    -6.3    

G2 -10.59  -7.7   -7.6   -8.2   -7.9   -8.3   -8.2   

G3 -8.03  -5.1   -5.0   -5.1   -5.0   -5.2   -4.8   

G4 -6.50  -4.0   -4.1   -4.0   -4.1   -4.1   -4.1   

G5 -5.46  -7.6   -7.9   -8.0   -8.5   -7.9   -7.8   

G6 -8.08  -5.2   -5.3   -5.2   -5.2   -5.2   -5.2   

G7 -7.07  -4.2   -4.6   -4.5   -4.6   -4.0   -4.6   

G8 -6.04  -5.4   -5.5   -5.9   -5.9   -6.1   -6.2   

G9 -6.32  -5.5   -5.3   -5.5   -5.4   -5.7   -5.3   

G10 -9.96  -7.1    -6.7    -7.0    -6.6    -6.6    -6.9   

G11 -6.26  -4.1   -4.1   -4.1   -4.0   -4.1   -4.0   

G12 -11.02  -8.0   -8.0   -8.0   -7.8   -7.9   -7.9   

G13 -8.58  -6.2    -6.5    -6.4    -6.7    -6.4    -6.7    

RMSE     2.4    2.4    2.3    2.4   2.4    2.3   

MSE   -1.8   -1.8   -1.7   -1.7   -1.7   -1.7   

τ   0.4   0.4   0.3   0.3   0.2   0.4   

PI     0.5    0.4    0.4    0.3    0.4    0.4    
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Table S3. PBSA_E estimates obtained with the three charge sets and two water models with the Vina-

produced docking poses. MSE, RMSE, τ, and PI serve as quality measurements. As PBSA_E uses only a 

single energy-minimized structure in calculation, there is no statistical uncertainty for free energy estimates.  

Host Guest Experiment 
AM1-BCC RESP-1 RESP-2 

TIP3P   SPC/E   TIP3P   SPC/E   TIP3P   SPC/E   

WP6 

G1 -6.53  -6.1    -6.6    -6.4    -6.4    -6.4    -5.9    

G2 -10.59  -7.8   -7.7   -7.8   -7.6   -7.7   -7.8   

G3 -8.03  -4.9   -4.9   -5.0   -5.0   -4.8   -4.9   

G4 -6.50  -4.5   -4.3   -4.5   -4.4   -4.3   -4.3   

G5 -5.46  -8.2   -8.0   -8.1   -8.0   -7.9   -7.9   

G6 -8.08  -5.1   -5.4   -5.4   -5.3   -5.3   -5.4   

G7 -7.07  -4.4   -4.5   -4.3   -4.3   -4.6   -4.5   

G8 -6.04  -5.6   -5.2   -5.7   -5.4   -5.1   -5.4   

G9 -6.32  -5.5   -5.5   -5.6   -5.6   -5.5   -5.4   

G10 -9.96  -6.7    -6.7    -6.8    -6.6    -6.7    -6.5   

G11 -6.26  -4.0   -4.2   -4.3   -4.1   -4.2   -4.1   

G12 -11.02  -8.0   -7.9   -7.8   -7.9   -7.9   -7.8   

G13 -8.58  -6.3    -6.3    -6.2    -5.9    -6.4    -5.3    

RMSE     2.4    2.4    2.4    2.5   2.4    2.5   

MSE   -1.8   -1.8   -1.7   -1.8   -1.8   -1.9   

τ   0.3   0.4   0.3   0.3   0.4   0.2   

PI     0.4    0.4    0.3    0.4    0.4    0.4    
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Table S4. GBSA_E estimates obtained with the three charge sets and two water models with the Vina-

produced docking poses. MSE, RMSE, τ, and PI serve as quality measurements. As GBSA_E uses only a 

single energy-minimized structure in calculation, there is no statistical uncertainty for free energy estimates.  

Host Guest Experiment 
AM1-BCC RESP-1 RESP-2 

TIP3P   SPC/E   TIP3P   SPC/E   TIP3P   SPC/E   

WP6 

G1 -6.53  -6.2    -6.7    -6.5    -6.4    -6.5    -6.0    

G2 -10.59  -7.7   -7.7   -7.8   -7.6   -7.8   -7.9   

G3 -8.03  -4.9   -4.9   -5.1   -5.0   -4.9   -4.9   

G4 -6.50  -4.5   -4.3   -4.4   -4.4   -4.3   -4.3   

G5 -5.46  -8.1   -8.0   -8.2   -8.1   -8.0   -8.1   

G6 -8.08  -5.2   -5.4   -5.4   -5.4   -5.3   -5.5   

G7 -7.07  -4.5   -4.6   -4.4   -4.4   -4.7   -4.6   

G8 -6.04  -5.3   -4.9   -5.5   -5.3   -5.2   -5.4   

G9 -6.32  -5.5   -5.5   -5.7   -5.8   -5.7   -5.6   

G10 -9.96  -6.7   -6.7   -7.0   -6.6   -6.9    -6.7   

G11 -6.26  -4.1   -4.3   -4.3   -4.2   -4.3   -4.2   

G12 -11.02  -7.9   -7.9   -7.8   -7.9   -8.0   -7.8   

G13 -8.58  -6.3   -6.4   -6.3   -6.1    -6.5    -5.4    

RMSE     2.4    2.4    2.3    2.4   2.3    2.5   

MSE   -1.8   -1.8   -1.7   -1.8   -1.7   -1.8   

τ   0.4   0.3   0.3   0.4   0.4   0.3   

PI     0.4    0.4    0.4    0.3    0.4    0.4    
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Table S5. Dielectric-constant-variable MM/GBSA estimates obtained with the RESP-1 charge set, the 

SPC/E solvation and 100 ns unbiased sampling initiated from AD4-produced docking poses. MSE, RMSE, 

τ, and PI serve as quality measurements.  

Host Guest Experiment 
Interior Dielectric Constant 

1 2 4 6 8 10 20 30 40 

WP6 

G1 -6.53  -17.5  -20.1  -21.4  -21.8  -22.0  -22.2  -22.4  -22.5  -22.6  

G2 -10.59  -19.3  -26.9  -30.6  -31.9  -32.5  -32.9  -33.6  -33.9  -34.0  

G3 -8.03  -25.0  -21.0  -19.1  -18.4  -18.1  -17.9  -17.5  -17.3  -17.3  

G4 -6.50  -9.4  -11.0  -11.8  -12.1  -12.3  -12.3  -12.5  -12.6  -12.6  

G5 -5.46  -24.4  -31.2  -34.6  -35.8  -36.3  -36.7  -37.3  -37.6  -37.7  

G6 -8.08  -21.4  -20.7  -20.3  -20.2  -20.2  -20.1  -20.1  -20.0  -20.0  

G7 -7.07  -13.5  -14.6  -15.1  -15.3  -15.4  -15.5  -15.6  -15.6  -15.6  

G8 -6.04  -2.3  -11.9  -16.6  -18.2  -19.0  -19.5  -20.4  -20.7  -20.9  

G9 -6.32  -33.5  -26.2  -22.6  -21.4  -20.8  -20.5  -19.7  -19.5  -19.4  

G10 -9.96  -13.7  -21.9  -26.0  -27.3  -28.0  -28.4  -29.2  -29.5  -29.6  

G11 -6.26  -13.4  -13.6  -13.7  -13.7  -13.7  -13.7  -13.8  -13.8  -13.8  

G12 -11.02  -17.1  -25.5  -29.7  -31.1  -31.8  -32.2  -33.1  -33.3  -33.5  

G13 -8.58  -11.7  -18.6  -22.0  -23.1  -23.7  -24.0  -24.7  -25.0  -25.1  

RMSE     12.2  13.7  15.3  15.9  16.3  16.5  16.9  17.0  17.1  

MSE   9.4  12.5  14.1  14.6  14.9  15.0  15.3  15.5  15.5  

τ   0.1  0.3  0.3  0.4  0.4  0.4  0.3  0.3  0.3  

PI     0.0  0.2  0.3  0.3  0.3  0.3  0.3  0.3  0.3  
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Table S6. Dielectric-constant-variable MM/GBSA estimates obtained with the RESP-1 charge set, the 

TIP3P solvation and 100 ns unbiased sampling initiated from AD4-produced docking poses. MSE, RMSE, 

τ, and PI serve as quality measurements.  

Host Guest Experiment 
Interior Dielectric Constant 

1 2 4 6 8 10 20 30 40 

WP6 

G1 -6.53  -18.8  -19.9  -20.5  -20.7  -20.8  -20.9  -21.0  -21.0  -21.0  

G2 -10.59  -18.9  -26.5  -30.3  -31.6  -32.2  -32.6  -33.3  -33.6  -33.7  

G3 -8.03  -24.3  -20.4  -18.5  -17.9  -17.5  -17.3  -16.9  -16.8  -16.7  

G4 -6.50  -11.7  -12.3  -12.6  -12.7  -12.7  -12.8  -12.8  -12.8  -12.8  

G5 -5.46  -24.1  -30.9  -34.4  -35.5  -36.1  -36.5  -37.1  -37.4  -37.5  

G6 -8.08  -21.3  -20.4  -19.9  -19.7  -19.6  -19.6  -19.5  -19.5  -19.5  

G7 -7.07  -20.9  -18.4  -17.1  -16.7  -16.5  -16.4  -16.1  -16.0  -16.0  

G8 -6.04  -0.9  -11.4  -16.7  -18.4  -19.3  -19.8  -20.9  -21.2  -21.4  

G9 -6.32  -40.4  -29.4  -24.0  -22.2  -21.3  -20.7  -19.6  -19.3  -19.1  

G10 -9.96  -12.5  -20.6  -24.6  -26.0  -26.6  -27.0  -27.9  -28.1  -28.3  

G11 -6.26  -14.4  -13.8  -13.5  -13.4  -13.3  -13.3  -13.2  -13.2  -13.2  

G12 -11.02  -16.9  -25.5  -29.7  -31.2  -31.9  -32.3  -33.2  -33.5  -33.6  

G13 -8.58  -10.3  -17.0  -20.4  -21.5  -22.1  -22.4  -23.1  -23.3  -23.4  

RMSE     13.9  14.0  15.2  15.7  15.9  16.1  16.5  16.6  16.7  

MSE   10.4  12.8  14.0  14.4  14.6  14.7  14.9  15.0  15.1  

τ   0.0  0.3  0.3  0.3  0.3  0.3  0.3  0.3  0.3  

PI     -0.1  0.2  0.3  0.3  0.3  0.3  0.3  0.3  0.3  
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Table S7. Dielectric-constant-variable MM/GBSA estimates obtained with the RESP-2 charge set, the 

SPC/E solvation and 100 ns unbiased sampling initiated from AD4-produced docking poses. MSE, RMSE, 

τ, and PI serve as quality measurements.  

Host Guest Experiment 
Interior Dielectric Constant 

1 2 4 6 8 10 20 30 40 

WP6 

G1 -6.53  -19.0  -20.1  -20.6  -20.8  -20.9  -21.0  -21.1  -21.1  -21.2  

G2 -10.59  -20.9  -28.0  -31.5  -32.7  -33.3  -33.6  -34.3  -34.6  -34.7  

G3 -8.03  -27.8  -22.5  -19.9  -19.0  -18.6  -18.3  -17.8  -17.6  -17.5  

G4 -6.50  -13.0  -12.9  -12.8  -12.8  -12.8  -12.8  -12.8  -12.8  -12.8  

G5 -5.46  -25.8  -32.1  -35.3  -36.4  -36.9  -37.2  -37.9  -38.1  -38.2  

G6 -8.08  -23.5  -21.8  -21.0  -20.7  -20.6  -20.5  -20.3  -20.3  -20.2  

G7 -7.07  -22.0  -19.4  -18.1  -17.7  -17.5  -17.3  -17.1  -17.0  -17.0  

G8 -6.04  -0.8  -11.8  -17.3  -19.1  -20.1  -20.6  -21.7  -22.1  -22.3  

G9 -6.32  -34.8  -27.2  -23.5  -22.2  -21.6  -21.2  -20.5  -20.2  -20.1  

G10 -9.96  -16.6  -23.9  -27.5  -28.7  -29.3  -29.7  -30.4  -30.6  -30.8  

G11 -6.26  -18.9  -16.6  -15.4  -15.1  -14.9  -14.8  -14.5  -14.4  -14.4  

G12 -11.02  -17.4  -25.9  -30.2  -31.6  -32.3  -32.8  -33.6  -33.9  -34.0  

G13 -8.58  -13.6  -20.2  -23.4  -24.5  -25.0  -25.4  -26.0  -26.2  -26.3  

RMSE     14.4  15.0  16.2  16.7  16.9  17.1  17.4  17.6  17.6  

MSE   11.8  14.0  15.1  15.5  15.6  15.8  16.0  16.0  16.1  

τ   0.0  0.3  0.4  0.3  0.3  0.3  0.3  0.3  0.3  

PI     0.0  0.3  0.3  0.4  0.4  0.4  0.4  0.4  0.4  
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Table S8. Dielectric-constant-variable MM/GBSA estimates obtained with the RESP-2 charge set, the 

TIP3P solvation and 100 ns unbiased sampling initiated from AD4-produced docking poses. MSE, RMSE, 

τ, and PI serve as quality measurements.  

Host Guest Experiment 
Interior Dielectric Constant 

1 2 4 6 8 10 20 30 40 

WP6 

G1 -6.53  -21.1  -20.9  -20.8  -20.8  -20.7  -20.7  -20.7  -20.7  -20.7  

G2 -10.59  -20.7  -27.9  -31.5  -32.7  -33.3  -33.6  -34.3  -34.6  -34.7  

G3 -8.03  -28.9  -22.9  -19.9  -18.9  -18.4  -18.1  -17.5  -17.3  -17.2  

G4 -6.50  -13.6  -13.2  -13.0  -12.9  -12.8  -12.8  -12.8  -12.8  -12.8  

G5 -5.46  -25.6  -32.0  -35.2  -36.3  -36.8  -37.1  -37.8  -38.0  -38.1  

G6 -8.08  -26.9  -23.2  -21.4  -20.8  -20.5  -20.3  -19.9  -19.8  -19.7  

G7 -7.07  -21.5  -19.1  -17.9  -17.5  -17.3  -17.2  -16.9  -16.8  -16.8  

G8 -6.04  -2.8  -11.8  -16.3  -17.8  -18.5  -18.9  -19.8  -20.1  -20.3  

G9 -6.32  -36.6  -27.9  -23.6  -22.1  -21.4  -21.0  -20.1  -19.8  -19.7  

G10 -9.96  -14.9  -22.1  -25.7  -26.9  -27.5  -27.8  -28.6  -28.8  -28.9  

G11 -6.26  -23.7  -19.1  -16.8  -16.0  -15.6  -15.4  -14.9  -14.8  -14.7  

G12 -11.02  -17.7  -26.1  -30.4  -31.8  -32.5  -32.9  -33.8  -34.0  -34.2  

G13 -8.58  -10.1  -16.4  -19.6  -20.6  -21.2  -21.5  -22.1  -22.3  -22.4  

RMSE     15.4  15.1  15.8  16.2  16.4  16.5  16.8  16.9  17.0  

MSE   12.6  14.0  14.7  15.0  15.1  15.1  15.3  15.3  15.4  

τ   -0.1  0.2  0.3  0.3  0.3  0.3  0.4  0.3  0.3  

PI     -0.1  0.2  0.3  0.3  0.3  0.3  0.3  0.3  0.3  
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Table S9. Dielectric-constant-variable MM/GBSA estimates obtained with the RESP-1 charge set, the 

SPC/E solvation and 100 ns unbiased sampling initiated from Vina-produced docking poses. MSE, RMSE, 

τ, and PI serve as quality measurements.  

Host Guest Experiment 
Interior Dielectric Constant 

1 2 4 6 8 10 20 30 40 

WP6 

G1 -6.53  -14.4  -18.4  -20.4  -21.1  -21.4  -21.6  -22.0  -22.1  -22.2  

G2 -10.59  -19.0  -26.5  -30.3  -31.6  -32.2  -32.6  -33.3  -33.6  -33.7  

G3 -8.03  -25.5  -21.0  -18.7  -18.0  -17.6  -17.4  -16.9  -16.8  -16.7  

G4 -6.50  -9.0  -10.8  -11.6  -11.9  -12.0  -12.1  -12.3  -12.4  -12.4  

G5 -5.46  -24.5  -31.3  -34.7  -35.8  -36.4  -36.7  -37.4  -37.6  -37.7  

G6 -8.08  -18.5  -19.0  -19.3  -19.4  -19.4  -19.5  -19.5  -19.5  -19.5  

G7 -7.07  -12.6  -14.6  -15.7  -16.0  -16.2  -16.3  -16.5  -16.6  -16.6  

G8 -6.04  -3.0  -12.6  -17.4  -19.0  -19.8  -20.3  -21.2  -21.5  -21.7  

G9 -6.32  -40.0  -29.3  -23.9  -22.1  -21.2  -20.7  -19.6  -19.3  -19.1  

G10 -9.96  -12.9  -21.0  -25.0  -26.3  -27.0  -27.4  -28.2  -28.5  -28.6  

G11 -6.26  -15.0  -14.3  -14.0  -13.9  -13.8  -13.8  -13.8  -13.7  -13.7  

G12 -11.02  -16.8  -25.4  -29.7  -31.2  -31.9  -32.3  -33.2  -33.5  -33.6  

G13 -8.58  -11.1  -17.9  -21.3  -22.4  -23.0  -23.3  -24.0  -24.2  -24.3  

RMSE     13.1  13.8  15.2  15.8  16.1  16.3  16.7  16.9  16.9  

MSE   9.4  12.4  14.0  14.5  14.7  14.9  15.2  15.3  15.3  

τ   0.1  0.2  0.3  0.3  0.3  0.3  0.3  0.3  0.3  

PI     -0.1  0.2  0.3  0.3  0.3  0.3  0.3  0.3  0.3  
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Table S10. Dielectric-constant-variable MM/PBSA estimates obtained with the RESP-1 charge set, the 

SPC/E solvation and 100 ns unbiased sampling initiated from AD4-produced docking poses. MSE, RMSE, 

τ, and PI serve as quality measurements.  

Host Guest Experiment 
Interior Dielectric Constant 

1 2 4 6 8 10 20 30 40 

WP6 

G1 -6.53  -20.4  -23.0  -23.9  -23.9  -23.9  -23.8  -23.3  -23.1  -22.9  

G2 -10.59  -18.3  -27.3  -31.5  -32.7  -33.3  -33.6  -34.1  -34.1  -34.2  

G3 -8.03  -30.3  -25.8  -22.8  -21.5  -20.6  -20.1  -18.7  -18.1  -17.8  

G4 -6.50  -15.7  -16.0  -15.5  -15.0  -14.7  -14.4  -13.6  -13.3  -13.0  

G5 -5.46  -23.8  -31.2  -34.8  -36.0  -36.5  -36.8  -37.4  -37.6  -37.7  

G6 -8.08  -25.3  -24.4  -23.4  -22.7  -22.3  -22.0  -21.1  -20.7  -20.4  

G7 -7.07  -14.7  -16.6  -17.1  -17.1  -16.9  -16.8  -16.3  -16.1  -15.9  

G8 -6.04  -4.7  -13.5  -17.8  -19.1  -19.8  -20.1  -20.8  -21.0  -21.1  

G9 -6.32  -27.4  -25.1  -23.3  -22.4  -21.9  -21.4  -20.4  -19.9  -19.6  

G10 -9.96  -12.7  -22.2  -26.7  -28.1  -28.7  -29.0  -29.6  -29.7  -29.7  

G11 -6.26  -14.6  -15.8  -15.9  -15.6  -15.4  -15.2  -14.6  -14.3  -14.1  

G12 -11.02  -18.8  -27.2  -31.2  -32.4  -32.9  -33.1  -33.6  -33.6  -33.7  

G13 -8.58  -5.4  -16.2  -21.4  -23.0  -23.7  -24.2  -24.9  -25.0  -25.1  

RMSE     12.8  15.1  16.7  17.1  17.3  17.3  17.4  17.3  17.3  

MSE   10.1  14.1  15.8  16.1  16.2  16.2  16.0  15.9  15.8  

τ   0.0  0.3  0.3  0.4  0.4  0.4  0.4  0.3  0.3  

PI     0.0  0.2  0.4  0.4  0.4  0.4  0.4  0.4  0.4  
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Table S11. Dielectric-constant-variable MM/PBSA estimates obtained with the RESP-1 charge set, the 

TIP3P solvation and 100 ns unbiased sampling initiated from AD4-produced docking poses. MSE, RMSE, 

τ, and PI serve as quality measurements.  

Host Guest Experiment 
Interior Dielectric Constant 

1 2 4 6 8 10 20 30 40 

WP6 

G1 -6.53  -22.6  -22.8  -22.6  -22.4  -22.2  -22.0  -21.6  -21.4  -21.3  

G2 -10.59  -18.1  -27.0  -31.2  -32.5  -33.0  -33.3  -33.7  -33.8  -33.9  

G3 -8.03  -29.1  -24.9  -22.1  -20.8  -20.0  -19.5  -18.1  -17.5  -17.2  

G4 -6.50  -19.6  -18.2  -16.9  -16.1  -15.6  -15.2  -14.1  -13.6  -13.4  

G5 -5.46  -23.8  -31.1  -34.7  -35.8  -36.3  -36.6  -37.2  -37.4  -37.5  

G6 -8.08  -24.6  -23.8  -22.8  -22.1  -21.7  -21.4  -20.5  -20.1  -19.8  

G7 -7.07  -24.4  -22.3  -20.5  -19.5  -18.9  -18.4  -17.3  -16.7  -16.5  

G8 -6.04  -2.1  -12.5  -17.6  -19.2  -20.0  -20.4  -21.2  -21.4  -21.5  

G9 -6.32  -33.7  -28.3  -24.9  -23.4  -22.5  -21.9  -20.4  -19.7  -19.4  

G10 -9.96  -11.1  -20.8  -25.4  -26.8  -27.4  -27.7  -28.2  -28.3  -28.4  

G11 -6.26  -17.0  -16.8  -16.1  -15.6  -15.2  -15.0  -14.2  -13.8  -13.6  

G12 -11.02  -18.9  -27.4  -31.4  -32.5  -33.1  -33.3  -33.7  -33.8  -33.8  

G13 -8.58  -4.5  -15.0  -20.0  -21.5  -22.2  -22.6  -23.2  -23.4  -23.5  

RMSE     14.7  15.6  16.6  16.9  17.0  17.0  17.0  16.9  16.9  

MSE   11.5  14.7  15.8  16.0  16.0  15.9  15.6  15.4  15.3  

τ   0.0  0.2  0.3  0.3  0.4  0.4  0.3  0.3  0.3  

PI     -0.1  0.2  0.3  0.3  0.3  0.3  0.3  0.3  0.3  
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Table S12. Dielectric-constant-variable MM/PBSA estimates obtained with the RESP-2 charge set, the 

SPC/E solvation and 100 ns unbiased sampling initiated from AD4-produced docking poses. MSE, RMSE, 

τ, and PI serve as quality measurements.  

Host Guest Experiment 
Interior Dielectric Constant 

1 2 4 6 8 10 20 30 40 

WP6 

G1 -6.53  -19.1  -21.3  -22.1  -22.2  -22.1  -22.1  -21.7  -21.6  -21.4  

G2 -10.59  -19.4  -28.2  -32.4  -33.6  -34.1  -34.4  -34.8  -34.9  -34.9  

G3 -8.03  -31.4  -26.7  -23.6  -22.2  -21.3  -20.6  -19.1  -18.4  -18.1  

G4 -6.50  -16.9  -17.5  -16.9  -16.2  -15.7  -15.4  -14.2  -13.7  -13.4  

G5 -5.46  -23.9  -31.6  -35.4  -36.5  -37.1  -37.4  -37.9  -38.1  -38.2  

G6 -8.08  -24.8  -24.6  -23.8  -23.2  -22.8  -22.4  -21.4  -21.0  -20.7  

G7 -7.07  -22.5  -22.1  -21.1  -20.4  -19.8  -19.4  -18.3  -17.7  -17.4  

G8 -6.04  -0.1  -12.1  -17.9  -19.8  -20.6  -21.1  -22.0  -22.3  -22.4  

G9 -6.32  -29.2  -26.5  -24.5  -23.5  -22.9  -22.4  -21.2  -20.7  -20.4  

G10 -9.96  -15.2  -24.1  -28.3  -29.5  -30.1  -30.4  -30.8  -30.9  -30.9  

G11 -6.26  -21.7  -20.2  -18.7  -17.8  -17.3  -16.8  -15.7  -15.2  -14.9  

G12 -11.02  -19.5  -28.0  -32.0  -33.2  -33.7  -33.9  -34.3  -34.3  -34.3  

G13 -8.58  -7.2  -18.0  -23.2  -24.7  -25.4  -25.7  -26.3  -26.4  -26.5  

RMSE     14.3  16.2  17.6  18.0  18.1  18.1  18.0  17.9  17.8  

MSE   11.6  15.4  16.9  17.1  17.1  17.0  16.7  16.5  16.4  

τ   0.0  0.3  0.4  0.4  0.4  0.4  0.3  0.3  0.3  

PI     0.0  0.3  0.4  0.4  0.4  0.4  0.4  0.4  0.4  
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Table S13. Dielectric-constant-variable MM/PBSA estimates obtained with the RESP-2 charge set, the 

TIP3P solvation and 100 ns unbiased sampling initiated from AD4-produced docking poses. MSE, RMSE, 

τ, and PI serve as quality measurements.  

Host Guest Experiment 
Interior Dielectric Constant 

1 2 4 6 8 10 20 30 40 

WP6 

G1 -6.53  -20.5  -22.2  -22.6  -22.5  -22.3  -22.1  -21.6  -21.3  -21.1  

G2 -10.59  -19.1  -28.1  -32.4  -33.6  -34.2  -34.4  -34.8  -34.9  -34.9  

G3 -8.03  -32.1  -27.2  -23.8  -22.2  -21.2  -20.6  -18.9  -18.2  -17.8  

G4 -6.50  -20.6  -18.9  -17.3  -16.4  -15.8  -15.4  -14.2  -13.6  -13.3  

G5 -5.46  -23.9  -31.6  -35.3  -36.4  -37.0  -37.3  -37.8  -38.0  -38.1  

G6 -8.08  -30.5  -27.2  -24.9  -23.7  -23.0  -22.5  -21.1  -20.6  -20.2  

G7 -7.07  -22.6  -21.9  -20.8  -20.1  -19.5  -19.1  -18.1  -17.6  -17.3  

G8 -6.04  -3.0  -12.5  -17.1  -18.5  -19.2  -19.6  -20.2  -20.4  -20.5  

G9 -6.32  -31.0  -27.2  -24.7  -23.5  -22.8  -22.2  -20.9  -20.3  -20.0  

G10 -9.96  -12.9  -22.1  -26.4  -27.7  -28.2  -28.5  -29.0  -29.0  -29.1  

G11 -6.26  -28.5  -24.1  -21.0  -19.5  -18.6  -18.0  -16.4  -15.7  -15.3  

G12 -11.02  -19.6  -28.1  -32.0  -33.2  -33.7  -34.0  -34.3  -34.4  -34.4  

G13 -8.58  -4.6  -14.6  -19.4  -20.9  -21.5  -21.8  -22.4  -22.5  -22.5  

RMSE     16.0  16.7  17.5  17.6  17.6  17.6  17.4  17.3  17.2  

MSE   13.0  15.8  16.7  16.8  16.7  16.5  16.1  15.9  15.7  

τ   -0.2  0.1  0.3  0.4  0.4  0.3  0.4  0.4  0.3  

PI     -0.1  0.1  0.3  0.3  0.4  0.4  0.4  0.4  0.3  
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Table S14. Dielectric-constant-variable MM/PBSA estimates obtained with the RESP-1 charge set, the 

SPC/E solvation and 100 ns unbiased sampling initiated from Vina-produced docking poses. MSE, RMSE, 

τ, and PI serve as quality measurements.  

Host Guest Experiment 
Interior Dielectric Constant 

1 2 4 6 8 10 20 30 40 

WP6 

G1 -6.53  -16.5  -20.1  -21.7  -22.2  -22.3  -22.4  -22.4  -22.4  -22.4  

G2 -10.59  -18.1  -27.0  -31.2  -32.4  -33.0  -33.3  -33.7  -33.8  -33.9  

G3 -8.03  -30.7  -25.9  -22.7  -21.2  -20.3  -19.7  -18.2  -17.6  -17.2  

G4 -6.50  -15.3  -15.6  -15.2  -14.8  -14.5  -14.2  -13.4  -13.0  -12.8  

G5 -5.46  -24.0  -31.3  -34.9  -36.0  -36.5  -36.8  -37.4  -37.6  -37.7  

G6 -8.08  -21.2  -21.9  -21.8  -21.5  -21.3  -21.0  -20.4  -20.1  -19.9  

G7 -7.07  -11.9  -15.8  -17.3  -17.5  -17.5  -17.5  -17.2  -17.0  -16.9  

G8 -6.04  -6.1  -14.6  -18.7  -20.1  -20.7  -21.0  -21.7  -21.8  -21.9  

G9 -6.32  -33.4  -28.1  -24.8  -23.4  -22.5  -21.9  -20.4  -19.8  -19.4  

G10 -9.96  -11.8  -21.2  -25.7  -27.1  -27.7  -28.0  -28.6  -28.7  -28.8  

G11 -6.26  -17.6  -17.4  -16.8  -16.2  -15.8  -15.5  -14.7  -14.3  -14.1  

G12 -11.02  -18.7  -27.3  -31.4  -32.6  -33.1  -33.4  -33.7  -33.8  -33.8  

G13 -8.58  -4.8  -15.5  -20.7  -22.3  -23.0  -23.4  -24.1  -24.3  -24.4  

RMSE     13.1  14.9  16.5  16.9  17.1  17.1  17.2  17.1  17.1  

MSE   10.0  13.9  15.6  15.9  16.0  16.0  15.8  15.7  15.6  

τ   -0.1  0.2  0.3  0.4  0.4  0.4  0.3  0.3  0.3  

PI     -0.1  0.1  0.3  0.3  0.3  0.3  0.3  0.3  0.3  

 

 

 

 

 

 


