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Abstract
Multireference electronic structure methods, like the complete active space (CAS) self-

consistent field model, have long been used to characterize chemically interesting processes.
Important work has been done in recent years to develop modifications having lower com-
putational cost than CAS, but typically these methods offer no more chemical insight than
that from the CAS solution being approximated. In this paper, we present the localized active
space - state interaction (LASSI) method that can be used not only to lower the intrinsic cost of
the multireference calculation, but also to improve interpretability. The localized active space
(LAS) approach utilizes the local nature of electron-electron correlation to express a com-
posite wave function as an antisymmetrized product of unentangled wave functions in local
active subspaces. LASSI then uses these LAS states as a basis from which to express complete
molecular wave functions. This not only makes the molecular wave function more compact,
but it also permits flexibility in choosing those states to include in the basis. Such selective
inclusion of states translates to selective inclusion of specific types of interactions, thereby al-
lowing a quantitative analysis of these interaction. We demonstrate the use of LASSI to study
charge migration and spin-flip excitations in multireference organic molecules. We also com-
pute the J coupling parameter for a bimetallic compound using various LAS bases to construct
the Hamiltonian to provide insight into the coupling mechanism.
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1 Introduction

Modeling chemically interesting phenomena like charge transfer, magnetic interactions, and ex-

cited states has long been an important objective for developments in electronic structure methods.

Single-reference methods like density functional theory, popular for their ease of use, are poorly

suited for systems with strong multireference character - i.e. significant non-dynamical correlation.

Instead, multireference methods are required for such problems. A commonly used multireference

method, the complete active space self-consistent field (CASSCF) model, provides a qualitatively

correct description of the system that captures so-called static correlation.1 This method requires

the user to define the active space - a set of active orbitals and the number of electrons collectively

occupying these orbitals. The CAS wave function is then expressed as a linear combination of all

electronic configurations that can be obtained from all possible excitations of the active electrons

in these active orbitals (within a given spatial and spin symmetry).

The exponentially growing cost of considering all possible configurations prevents CASSCF

from being used for large systems with many strongly correlated electrons. Several cost-effective

approximate methods have been developed based on the key insight that most of these config-

urations contribute very little to the wave function of the ground and low-lying excited states.

Methods like the restricted (RAS)2,3 or generalized active space (GAS)4 models achieve this by

limiting the number of electrons or holes in predefined subspaces. Alternatively, methods like

density matrix renormalization group (DMRG)5 iteratively optimize the matrix-product state rep-

resentation of the wave function. Another popular approach, the selected configuration interaction

(SCI)6–11 model, usually starts with a small number of configurations and dynamically and itera-

tively expands the configuration space, either perturbatively (CIPSI12,13), adaptively (ASCI),14,15

or stochastically (heat-bath CI16–18 or FCI-QMC19,20).

We have previously proposed a form of multireference wave function that exploits the local

nature of most electron correlation.21 Named the localized active space (LAS) wave function, it

decomposes a single active space into multiple subspaces that are localized on different parts of the

molecule and can be assumed to be only weakly correlated to each other. The cost of computation
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for a LAS wave function thus scales linearly with the number of fragments, which allows the study

of large systems with multiple tractably small active subspaces.

The framework of using a basis of localized or fragment wave functions to obtain the overall

wave function has been explored previously through various different approaches. In 1979, Liu

and McLean proposed the interacting correlated fragment (ICF)22,23 method that can incrementally

introduce levels of electronic correlation between fragments in weakly interacting multireference

systems. The active space decomposition (ASD) introduced by Parker and Shiozaki24–27 in 2013

uses a similar approach to efficiently compute the CASSCF wave function using direct products

of localized, orthogonal fragment states. Another recent approach, rank-one basis states by Nishio

and Kurashige, also uses similar ideas and has been shown to work for large π- stacked systems.28,29

The LAS approach is equivalent to the cluster-based mean-field (cMF)30 approach by Jimenez-

Hoyos and Scuseria that expresses wave functions as a tensor-product state (TPS). The exact wave

functions can be expressed in the basis of these correlated states using ansatze like couple clus-

ter,31,32 perturbation theory,33 and many-body expansions.34 The TPSCI algorithm by Abraham

and Mayhall uses selected-CI methods to obtain the wave function in the basis of the TPS basis.35

While it is paramount that the cost of accurate multireference methods be lowered enough to be

affordable for interesting systems, it is also important that we obtain substantial information from

such calculations. For applications like computationally-guided materials design, or the study of

site-site spin interactions in molecular magnets and environmental effects thereupon, calculations

must not only give quantitatively accurate results, but to make progress they must also provide a

better understanding of the system in terms of simpler chemical models used to interpret trends

in properties and behavior. These models often use concepts that are easy to envision even if not

accurate representations of underlying fundamental physics. For example, bonding in molecules is

usually interpreted using concepts from valence bond theory (like bonding/anti-bonding orbitals,

bond orders, etc.) even if the methods used for the calculations are not tied to such a represen-

tation. Similarly, reaction dynamics is often more easily interpreted by using diabatic surfaces.

Another noteworthy example is the J coupling parameter that is used to explain spin-spin coupling
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in magnets and the mechanisms by which that occurs: While a distinction between direct exchange

and superexchange mechanisms may be useful for chemical interpretation, their effects are often

difficult to quantify with electronic structure calculations. Instead, in many applications, the re-

sults from state-of-the-art electronic structure methods are fitted to these simple models to extract

these parameters. In some simple cases, however, by comparing results from multiple cleverly

selected active spaces one can obtain estimates of the contributions to these parameters.36,37 There,

however, is a need for a multireference method whose results are easy to interpret directly and is

widely applicable to various problems.

As we continue to pursue multireference models that are widely applicable to various prob-

lems and whose results are easy to interpret, in this paper we explore the new state interaction

(SI)-LASSCF formalism that builds on the LAS approach. The LASSI wave function is defined

as a linear combination of multiple LAS states that form eigenfunctions of the molecular Hamil-

tonian. The choice of the LAS wave functions as a basis specifically allows us to selectively

introduce coupling between the various subspaces. This framework fits well with the conceptual

descriptions of many phenomena that are described by such interactions, like charge transfer and

spin-spin coupling. We show that many important parameters can be calculated directly in this

framework rather than extracting them by fitting CASSCF results to model Hamiltonians. Sec-

tion 2 establishes the theoretical foundation and technical aspects of LASSI. Section 3 discusses

the application performance of LASSI to intra-molecular charge transfer in an organic cation, the

spin-spin coupling in a di-chromium complex, and the singlet-triplet gap in a growing series of

conjugated polyenes.

2 Theory

2.1 LASSCF

The multireference LAS wave function decomposes the active space of the entire molecule into

various subspaces. The wave function is then expressed as an antisymmetrized product of the full

4



configuration interaction (FCI) wave functions of the individual subspaces and the single deter-

minantal wave function of the inactive space. The active subspaces are localized over the dis-

tinct user-defined fragments of the molecule while the inactive space is delocalized over the entire

molecule. A general LAS wave function can be expressed as

|LAS⟩ =

∧
K

|ΨAK ⟩

 ∧ |ΦU⟩ , (1)

where ΨAK is the many-body (generally FCI) wave function of the Kth localized subspace and ΦU

is the single-determinantal wave function delocalized over the entire molecule. This is obtained by

variationally optimizing the energy (ELAS) in equation 2

ELAS = ⟨LAS|Ĥ|LAS⟩ (2)

where Ĥ is the molecular Hamiltonian.

In a typical LASSCF calculation, the user specifies the number of electrons (N), magneti-

zation (MS ), spin (S ), and spatial symmetry point group (Γ) for each subspace rather than for

the entire molecule. A LAS state is uniquely defined by the set of these ‘local quantum num-

bers’ for all fragments {(NK , MS K ,S K , ΓK) ∀K}. Changing any one of these quantum numbers

(within allowed values) creates different LAS states. In our previous, work we have used this flex-

ibility to change S and MS for specific subspaces to model ground and excited spin states of the

molecule.21,38 For example, the ferromagnetic and anti-ferromagnetic coupling of locally high-spin

(quintet) Fe[II] centers were used to model the nonet and open-shell singlet states of the bimetal-

lic [[Fe(H2O)4]2bipyrimidine] +4 molecule studied in references 21 and 39. In selected cases like

the nonet, the LAS states can be accurate (if not exact) approximations. In other cases, however,

a single LAS state can be only a crude approximation to the full molecular wave function. For

instance, in the aforementioned case, the open-shell singlet is modeled using only one of many

configurations that have an overall MS = 0. As a consequence, these LAS wave functions are not

eigenfunctions of the Ŝ 2 operator in cases where multiple active subspaces have non-singlet spins
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that are not aligned to each other.21 This requires the generation of symmetry adapted molecular

wave functions as linear combinations of multiple LAS states.

Moreover, while the LAS approach has proven to be useful in studying localized excitations,

it cannot be used directly to study delocalized excitations or strong inter-fragment coupling;21,38,39

LASSCF accounts for the inter-fragment interaction only through a spin polarized mean-field.

Further two-body interactions between the subspaces are often necessary for calculating quantities

such as spin state ordering in strongly coupled multi-metallic compounds. In other words, the

exact correlated wave functions for such systems cannot be expressed as a single tensor-product

state, but instead need to be expanded as linear combinations of multiple states that couple to each

other through such two-body interactions in the molecular Hamiltonian. In the limit of including

all possible LAS states in the expansion, the resulting wave function accounts for the exact electron

interaction. In many cases, however, even with a smaller number of LAS states, chosen based on

chemical intuition, one can recover a significant part of this additional electron correlation.

2.2 Multiple LAS states

Similarly to state-average CASSCF, wave functions for multiple LAS states can be obtained in the

same set of localized orbitals using the SA-LASSCF method by minimizing the energy expression:

ESA−LAS =
∑

i

wi ⟨LAS(i)|Ĥ|LAS(i)⟩ , (3)

where |LAS(i)⟩ corresponds to the ith LAS state with weight wi The SA-LASSCF wave functions

are orthogonal, i.e. they diagonalize the LASSCF effective Hamiltonian, but can have off-diagonal

elements (coupling) in the full-molecule Hamiltonian. In other words, these SA-LAS states are not

eigenfunctions of the full-molecule Hamiltonian and suffer form the same problem highlighted in

the previous section - namely the spin contamination and lack of inter-fragment coupling. These

wave functions, however, are an excellent basis for the molecular wave function. The LAS state

interaction (LASSI) method proposed in this work diagonalizes the molecular Hamiltonian con-
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structed in terms of the SA-LAS states, to obtain molecular wave functions as linear combinations

of LAS states (rather than that of n-particle excited states) as shown in equation 4.

|LASSIi⟩ =
∑

j

Ci j |LAS( j)⟩ , (4)

The LASSI wave functions are eigenfunctions of the Hamiltonian in the given LAS state basis:

⟨LAS( j)|Ĥ|LASSIi⟩ = E(i)
LASSICi j. (5)

In general, these can be solutions to any arbitrary Hamiltonian constructed in the basis of SA-

LAS states. In this study, we use only the standard electronic Hamiltonian of the entire molecule,

but in principle any other electronic structure method can be used to obtain this Hamiltonian (effec-

tive potentials, PDFT, etc.) and effects like spin-orbit coupling can also be included to couple the

LAS states. The LASSI is a one shot diagonalization of the full-molecule Hamiltonian in a basis

much smaller than that of all configurations within the complete active space. Similar to methods

like RAS/GAS-SCF, which approach the exact solution (CASSCF) as we increase the number of

configuration state functions (CSF), the LASSI wave function also approaches the exact solution

in the limit of including all possible LAS states in the LASSI. However, a LAS state typically

includes more correlation than a CSF and thus the CI vector of the exact solution can be signif-

icantly more compact in this basis. This means, importantly, that as we expand the basis of the

wave function we can account for more correlation faster when expanding in the LAS basis than

expanding in the CSF basis.

While the primary motivation of this method is the restoration of inter-fragment coupling, one

can think of LASSI also in the context of diabatization. This perspective is particularly helpful

when computing potential energy surfaces for chemical reactions. The LAS states do not change

chemical character imposed on them along a reaction coordinates and thus are analogous to di-

abatic states, while the LASSI wave functions are solutions of the Hamiltonian and are thus the

adiabatic states. The LASSI procedure is simply a transformation of the LAS states (model di-
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abatic states) - that are comparatively straight forward to compute - to obtain the LASSI states

that correspond to the uniquely defined eigenfunctions of the molecular Hamiltonian and conserve

symmetries across the potential energy surface.

2.3 Selecting the LAS states for state interaction

For most chemical systems, the choice of the LAS states is non-trivial and a robust protocol that

automates this choice can reduce dependence on the experience of the practitioner. We outline here

a scheme that incrementally includes different types of states to systematically improve the quality

of the solution depending on the problem in hand.40,41

Each LAS calculation is initialized with a certain number of active electrons occupying the

active orbitals in each subspace. Using these as a reference we can allow up to n excitation from

one fragment to the other to obtain charge-transfer (CT) states. All possible states that can be

reached by having up to n CT excitations are considered - including states with multiple concerted

excitations - in order to achieve size consistency. For example for n = 1 (single charge transfer

excitations) we also include states that have concerted single excitations in multiple different pairs

of subspaces. For any LAS state, the net difference in the active electrons belonging to a subspace

in that state with respect to the reference LAS state is termed as the charge on the subspace. This

charge defines only the total number of electrons in each active subspace. This can, in principle,

allow a large number of spin states. Some of these spin states may be very high in energy and may

not be of particular interest. Depending on the chemical characteristics of the subspace the user

has an option to limit the spin (S) of each fragment to a certain range. For instance, in a subspace

of 6 electrons in 6 orbitals localized on a phenyl ring, one might choose to only include singlet and

triplet states and exclude the quintet and septet states that are technically possible but unlikely to

contribute to the wave function. The spin projection quantum number (Ms) is the other quantum

number that uniquely characterizes a LAS state. All Ms values ranging from -S to S for each spin

for each subspace are included in the SI Hamiltonian. While it is possible to include only a subset

of the Ms values in the state average manifold, we do not recommend this choice for it might result
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in the LASSI states not being proper spin eigenfunctions.

The states included in the SI Hamiltonian are not necessarily low-lying states. In some cases,

the inclusion of high-energy states (like a charge-separated state or an excited spin state) in the SI

Hamiltonian may be necessary if they couple strongly with the ground or low-lying excited states.

It can, however, be detrimental to include them in the state-average manifold while optimizing

the orbitals. Since the orbitals in SA-LAS are optimized to minimize a collective energy, the

description of the ground state (or the particular state of interest) is compromised by these states.

To avoid this, we can exclude the high energy states from the orbital optimization procedure; i.e.,

by setting their weights (wi) in equation 3 to zero. This is similar to the strategy often used in

SA-CASSCF - where the orbitals optimized from a calculation with a fewer states are used to

perform a CASCI calculation for a larger number of roots. Specific details of the state selection

schemes used in each application are provided in the respective sections. It must be noted that in

the limiting case of approaching CASSCF - i.e. considering all possible CT excitations and spins

- the method also scales exponentially with respect to the size of the active space like CASSCF.

Although reducing the size (and thus increasing the number of fragments) always reduces the cost

of the computation for a single-state LASSCF calculation, that is not the case for LASSI since

the number of states to be considered for SI increases with the number of fragments. Thus it is

important to strike a balance in the fragmentation schemes used in LASSI such that the subspaces

are not too large for the FCI solver in the subspace, but also not so numerous that the exponential

scaling of the size of the SI Hamiltonian can be handled.

3 Applications and Discussion

We demonstrate the scope and performance of LASSI in three different applications shown in

figure 1. All calculation were performed using the mrh40 and PySCF42 packages. For all the

systems studied the def2-svp basis was used for the C,N,O,H while def2-tzvp basis was used for

the Cr atoms in system 2. Details about choice of active space and state averaging are discussed in
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Figure 1: The systems studied: (1) 2,2’,6,6’-tetrahydro-4H,4’H-5,5’-
spirobi[cyclopenta[c]pyrrole]+, (2) [Cr2(OH)3(NH3)6]3+ and (3) trans-polyenes C2NH2N+2.
The fragmentation schemes for their active spaces are shown by dotted lines.

the respective sections.

3.1 Charge transfer

Charge transfer plays an important role in many chemical and biological processes.43–48 The pro-

cess of charge transfer is often modeled with two approaches: either by constructing the Hamil-

tonian in a basis of diabatic, charge-separated states and then diagonalizing it to get the adiabatic

states or to directly obtain the adiabatic ground and excited states (with an electronic structure

method of choice) to begin with and then assign charge-transfer character to them. While the later

approach is more popular because of its generality, the former is often used to interpret results and

understand mechanisms of charge transfer. A key challenge for the former approach, however, is

to obtain this chemically intuitive diabatic basis in an efficient way. Approaches such as valence-

bond theory and constrained density functional theory have been used previously for this purpose.

In this section we highlight that LAS states can be an excellent choice for the diabatic basis, espe-

cially when the donor and acceptor species involved are multireference in nature. Moreover, the
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adiabatic surfaces that can be easily obtained from these LAS states after state interaction, are just

as good as the surfaces obtained from more expensive methods like CASSCF.

The 2,2’,6,6’-tetrahydro-4H,4’H-5,5’-spirobi[cyclopenta[c]pyrrole] cation, system 1, is often

used as a prototype to study the performance of electronic structure methods describing charge

transfer. The compound consists of two partially saturated cyclopenta[c]pyrrole rings that are

perpendicular to one another. While the neutral compound is highly symmetric with a D2d point

group, the cation has most of the positive charge localized on one of the rings thus breaking the

symmetry in its equilibrium structure. Since the two states of charge being localized on the two

rings respectively are non-degenerate at the equilibrium geometry, there exists a finite barrier for

this charge migration to happen. We study the potential energy surface (fig 3) for this charge

migration using CASSCF, LASSCF and LASSI with an active space containing the 11 π electrons

in the 10 π orbitals. The LAS subspaces are composed of the 6 π orbitals localized on each ring with

5 electrons in one and 6 in the other. The other charge separated state is obtained when the number

of electrons in each subspace is interchanged. The geometries along the potential energy surface

were obtained from reference 49 that uses a unitless progress variable, ξ, to linearly parameterize

the Cartesian coordinates along the reaction pathway. In this work, we consider ξ from -0.8 to

+0.8 where -0.5 and 0.5 are the equilibrium structures corresponding to the charge being localized

on the left and right side respectively. The potential energy curves for the two LASSCF states

Figure 2: Active orbitals for the subspace localized on one of the cyclopenta-[c]pyrrole in system
1. The other subspace included equivalent orbitals on the other cyclopenta-[c]pyrrole.
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show a crossing at ξ = 0. This is expected because the LAS states do not interact with each other.

We consider only the LAS states corresponding to one subspace in a doublet spin-state (for the

ring with the positive charge) and the other with a singlet spin in the LASSI calculation. Excited

states with other spin-states or with more than one electron migrating between the subspaces are

ignored. The LASSI energies are identical to the larger CASSCF, showing that only these two

states dominate the coupling term.

Figure 3: (a) Potential energy surface for the charge migration in 1 obtained from LASSCF, LASSI
and CASSCF as a function of the dimensionless reaction coordinate (ξ). (b) The fitted quadratic
curves (dotted lines) for the LASSCF and CASSCF energies along with their R2 values. (c) a
magnified plot of the PES on the left around the crossing point along with the gap indicating Hab.

The Hamiltonian matrix element Hab that couples the diabatic states is an important quantity

that is used to classify and study charge transfer. This quantity is not explicitly computed using

methods like CASSCF. The gap at the avoided crossing is often used to estimate Hab. The gap

with CASSCF is 0.16 eV. Since this is equal to 2×Hab for a two-state model (fig. 3c) the coupling

element (Hab) is 0.08 eV. While LASSI reproduces this energy surfaces well and also gives a Hab

of 0.075 eV, LASSI arrives at this result in a different way. It explicitly calculates this coupling

12



matrix in the basis of the LAS states and then mixes them to give the gap. This shows that the

LAS states are good candidates for the diabatic states that provide interpretability as well as good

accuracy. Another parameter that is needed for analyzing CT is λ, the quadratic coefficient of the

parabola of the diabatic curve that dictates it’s stiffness. The λ value along with the Hab is used to

calculate the rates for charge transfer. As seen in figure 3b, the LASSCF curves fit perfectly to a

parabola and give a λ of 0.53 eV. If however, one were to extract this number from the adiabatic

CASSCF curves (or even LASSI) it would have some anharmonicity and give a λ of 0.42 eV. While

this estimate for CASSCF can be made better by performing a finer scan in the region close to the

equilibrium geometry, no such calculations are required for LASSCF. Any three points along the

scan give similar value for λ.

The method of finding the CT state in CASSCF also involves significant trial-and-error in

choosing sufficiently many excited states in the averaging manifold. Importantly, since we can

selectively include only charge-states in the LASSI Hamiltonain, this approach does not suffer

from the need to include all excited states lower than the CT states in the state-averaging manifold

that might compromise the description of the CT states. This becomes helpful when studying

systems like DNA base pairs and mixed-valency metal complexes that can have multiple excited

states lower than the CT states.

3.2 A bimetallic compound

Multi-metallic compounds are interesting for many applications.50–52 The coupling between their

spin centers can be modeled using the effective Hamiltonian from the Heisenberg-Dirac-Van Vleck

model.53–55 This invokes a magnetic coupling parameter, Jab, that couples the spins localized on the

two centers a and b and characterizes the type and extent of coupling between them. By conven-

tion, a negative J indicates antiferromagnetic coupling and a positive J indicates a ferromagnetic

one. The higher the magnitude of J, the stronger the coupling between the spin centers. Most

computational methods calculate J using the Yamaguchi formula (6), that expresses it in terms of

the energy difference between the high-spin and low-spin states:
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Jab =
EHS − ELS

⟨Ŝ 2⟩LS − ⟨Ŝ 2⟩HS

, (6)

To avoid the spin-symmetry breaking that occurs in DFT (and other single-determinant meth-

ods) and instead compute ELS directly, multireference methods are needed. For quantitatively

accurate spin gaps, however, large active spaces are required to model the interactions in such

compounds. This becomes prohibitively costly in the presence of more than two metal centers.

The coupling between the multiple metal centers is affected by many factors. Some of these are

understood through different conceptual mechanisms like direct exchange/through-space coupling

or super-exchange, etc. Most multireference methods, even with approximate solvers that allow us

to go to larger systems, do not offer easily interpretable quantitative insights into the contributions

of these mechanisms. By contrast, LASSI can be very useful.

Figure 4: Active orbitals for the subspace localized on one Cr ion.

We consider here the coupling between the two high spin metal centers in 2. This compound

is a model for a tris-(µ-hydroxo)-bridged chromium compound studied experimentally and theo-

retically.37,56–59 The more complex actual ligands were truncated to ammonia molecules having

appropriately positioned nitrogen atoms. The two chromium [III] ions have three unpaired elec-

trons each. The active space we consider for a full-molecule CASSCF calculation is that of 6

electrons in 12 orbitals that corresponds to all the singly occupied 3d orbitals on the Cr centers and
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their corresponding 4d (correlation pair) orbitals (see Fig. 4). The CASSCF (6,12) calculations

predict a Jab of -16.7 cm−1. This indicates that the compound is anti-ferromagnetic. The spin

ladder for CASSCF in figure 5 shows that the singlet (S = 0) state is about 200 cm−1 lower than

the septet (S = 3) state. The experimental value for the J-coupling constant is -66 cm−1. Previ-

ous investigations have shown that a quantitative prediction of the constant will not only require a

much larger active space but also needs to include post-MCSCF methods to include more dynamic

correlation.37,60 The purpose of this study is not to reproduce the experimental value (and, indeed,

it is likely that ammonia ligands in place of the actual ones would affect that value), but to analyze

how LASSI can approach the CASSCF limit.

The overall coupling captured in CASSCF can be primarily associated with two conceptual

mechanisms: ‘direct’ exchange and ‘kinetic’ exchange.61,62 Note that any superexchange mech-

anism is not captured here since we do not include any linker orbitals in the active space. The

‘direct’ exchange contribution arises from coupling elements associated with direct exchange in-

tegrals involving one orbital localized on one spin center and the second on the other spin center.

Since these integrals are always positive they contribute to a positive value of J, i.e., ‘direct’ ex-

change favors the high-spin state. The kinetic exchange, however, accounts for the coupling of

the ground state with configurations involving excitations from one spin center to the other (ionic

configurations). It’s magnitude depends on coupling between neutral and ionic configurations (a

hopping integral). This coupling favors an antiferromagnetic ground state and contributes to the

lowering of J. Thus, the overall sign of J is determined by how large the kinetic exchange terms are

relative to direct exchange. These concepts and relations are derived and explained for the case of

two unpaired electrons in two orbitals in references 62 and 61. The negative sign of the CASSCF

J means that the compound is antiferromagnetic and thus that the kinetic exchange dominates the

coupling. There is, however, no simple way to quantify this contribution to the CASSCF wave

function. This is where LASSI offers a particular advantage - by selectively including the states

corresponding to each of the mechanisms in the LASSI basis we can ‘switch-on’ or ‘switch-off’

different mechanisms of coupling between the fragments.
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Figure 5: Spin ladder for the bimetallic compound calculated using various methods relative to the
septet energies for the respective method. The number of purple dashes indicates the multiplicity
of the state. The J value calculated using the singlet-septet gap is shown for each ladder.

We perform LASSI calculations where we divide the (6,12) active space into two subspaces

of (3,6) localized on each Cr atom (see Fig. 4). If the SI Hamiltonian is constructed only in the

space of the neutral states, the only off-diagonal terms are the direct exchange terms. The J value

is positive, as it must be, and significantly so at 15.4 cm−1. As seen in figure 5, the singlet (S = 0)

state is about 185 cm−1 higher than the septet (S = 3) state. When we include the states with inter-

fragment electron hopping, however, the spin state ordering is correct and the J is lowered to -10.5

cm−1. This means that the kinetic exchange terms, that are now introduced in the SI Hamiltonian,

contribute about -25 cm−1. In such a way we were able to quantify the two contributions separately.

Figure 5 shows the qualitative similarity in the spin ladder predicted by CASSCF and LASSI with

CT states. By including the CT states in the SI Hamiltonian we have not only computed the correct

spin state ordering but have achieved agreement with the full CASSCF J value to within 6 cm−1.

This calculation is, in principle, cheaper than CASSCF (and will become increasingly so with
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possibly more centers and/or more active electrons/orbitals on each center), and at the same time

provides more information and insight into the system. Of course, the LASSI J value is not the

same as the CASSCF value because CASSCF includes more configurations than those employed

for the LASSI basis, but a systematic approach to adding those configurations could be undertaken

where deemed useful.

3.3 Delocalized spin states: Case study in polyenes

Methods to accurately predict singlet-triplet (S-T) gaps for long conjugated compounds are of

interest for a wide rage of applications.63–68 A chemically intuitive fragmentation scheme, with a

set of π and π∗ orbitals localized on smaller units like C2H2 or C4H4, would in principle provide

a significant advantage in terms of numbers of configurations needed with increasing size of the

molecule. State-specific LASSCF with such a fragmentation describes reasonably well the ground-

state singlet which is dominated by the closed shell configuration. However, it is not suited for

calculating the S-T gaps as it is not able to capture the delocalized nature of the unpaired electrons

of the triplet. Since only one of the active subspaces can have a triplet spin, the two unpaired

electrons are perforce localized only on that fragment. This is a nonphysical description since the

true triplet has the two electrons delocalized (to varying degree) over the entire molecule. This is

a typical situation where LASSI is superior to LASSCF and more affordable than CASSCF.

Table 1: Singlet-triplet gaps (eV) from CASSCF , LASSCF, and the various schemes of LASSI

n CASSCF Subspace decomposition LASSCF
LASSI

Experiment
no CT with CT

2 3.42 (4, 4)→
∧

2(2, 2) 4.29 4.62 3.43 3.2269

3 2.80 (6, 6)→
∧

3(2, 2) 4.10 4.79 2.86 2.6170

4 2.39
(8, 8)→

∧
4(2, 2) 4.01 4.88 2.48

2.10
(8, 8)→

∧
2(4, 4) 3.30 3.41 2.66

8 – (16, 16)→
∧

4(4, 4) 3.16 3.53 2.10 –
12 – (24, 24)→

∧
4(6, 6) 2.62 2.75 1.98 –

Table 1 shows the singlet-triplet gaps computed with CASSCF, LASSCF, and LASSI for five

linear polyenes C2nH2n+2 with n = 2, 3, 4, 8, and 12. The complete active space of size (2n, 2n)
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composed of the π and π∗ orbitals is divided into n subspaces of (2,2) for n=2, 3, and 4 (
∧

n(2, 2)

fragmentation) and into n/2 subspaces of (4,4) for n = 4, and 8 (
∧

n/2(4, 4) fragmentation), and

finally 4 subspaces of (6,6) for n = 12. Two schemes have been used to construct the LASSI

Hamiltonian: one where only neutral configurations with singlets and triplet spins are used and

the other where charge-transfer configurations with one electron hopping were also included. The

orbitals for LASSI were obtained by state-averaging over the singlet ground state and states with up

to two triplet fragments. This truncation of the space was used only for the orbital optimization for

computational efficiency, while all possible states were considered when constructing the LASSI

Hamiltonian.

We observe that the CASSCF gap reduces with increasing length of the conjugated chain. The

LASSCF with the triplet localised on one fragment not only gives the wrong quantitative gap but

also shows minimal change with increasing chain size. The gap stays around the same as that of a

single ethylene molecule for the
∧

n(2, 2) fragmentation.

In the LASSI calculations, the cases without the charge transfer (hopping) states included in the

SI Hamiltonian show poor performance. However, LASSI captures the trend of a decreasing gap

when we include the charge transfer states. Note that this improved accuracy of the singlet-triplet

gaps derives from the treatment of the two spin states at equal footing and not because the LASSI

states (and corresponding electronic energies) are necessarily individually close to their CASSCF

equivalents.

As expected, using the larger (4,4) subspaces provides LASSCF (and LASSI without charge-

transfer) singlet-triplet gaps having the essentially constant value associated with butadiene, and

again, including charge-transfer states in LASSI significantly reduces that gap (although there is

not an experimental value against which to compare for n = 8. This trend continues for n=12,

where the larger (6,6) subspaces permit many intra-subspace charge-transfer interactions to be in-

cluded in the LASSCF itself so that those associated only with the LASSI calculation have smaller

(but still important) quantitative impact.
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4 Conclusions

LASSI is an extension of the LASSCF method(s) that overcomes some of the challenges associ-

ated with LASSCF by constructing eigenfunctions of the molecular Hamiltonian in a basis of LAS

states. LASSI not only allows us to systematically improve the wave function - formally approach-

ing the CASSCF limit - but it also offers opportunities to better provide chemical interpretations

of results by considering alternative LASSI schemes. The method’s control over the natures of

interactions within and between fragments can be leveraged to study phenomena like charge trans-

fer and spin coupling in detail. In future work, we anticipate the productive application of this

method to larger systems to study phenomena like intravalent charge transfer in organometallic

compounds and superexchange mediated J-coupling in multi-metallic compounds. Further im-

provements in scaling may be achieved by using other approaches to couple the subspaces like

DMRG or (unitary) coupled cluster. In addition, more quantitative predictions may be realized

by capturing additional electron correlation using methods like perturbation theory or pair-density

functional theory.
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