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D́ıaz-Tendero,†,¶,§ Marcos Mandado,‡ and Juan J. Nogueira∗,†,¶

†Department of Chemistry, Universidad Autónoma de Madrid, 28049, Madrid, Spain

‡Department of Physical Chemistry, University of Vigo, Lagoas-Marcosende s\n,

ES-36310-Vigo, Galicia, Spain

¶Institute for Advanced Research in Chemistry (IAdChem), Universidad Autónoma de

Madrid, 28049 Madrid, Spain

§Condensed Matter Physics Center (IFIMAC), Universidad Autónoma de Madrid, 28049

Madrid, Spain

E-mail: gustavo.cardenas@uam.es; juan.nogueira@uam.es

Abstract

We present a toolkit that allows for the preparation of QM/MM input files from

a conformational ensemble of molecular geometries. The toolkit can be used in com-

mand line, so that no programming experience is required, although it presents some

features that can also be employed as a python application programming interface. We

apply the toolkit in four situations in which different electronic-structure properties of

organic molecules in the presence of a solvent or a complex biological environment are

computed: the reduction potential of the nucleobases in acetonitrile, an energy de-

composition analysis of tyrosine interacting with water, the absorption spectrum of an
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azobenzene derivative integrated into a voltage-gated ion channel, and the absorption

and emission spectra of the luciferine/luciferase complex. These examples show that

the toolkit can be employed in a manifold of situations for both the electronic ground

state and electronically excited states. It also allows for the automatic correction of

the active space in the case of CASSCF calculations on an ensemble of geometries, as

it is shown for the azobenzene derivative photoswitch case.

Introduction

Multiscale hybrid quantum/classical methods have gradually gained popularity since their

introduction,1,2 and are nowadays used routinely for the description of chemical processes

that involve complex media.3–7 These methods consider the partitioning of the system under

study into two (or more) fragments: a quantum mechanical (QM) subsystem, which is the

region of chemical interest, and a region described classically, which interacts with the QM

subsystem. These multiscale approaches have been classified into two different categories in

a recent review8 depending on the description of the classical subsystem. In the first cate-

gory, the atoms of the classical region are explicitly represented as point-wise particles in a

classical potential, for example, a molecular mechanics (MM) analytic potential, that polar-

izes the quantum mechanical subsystem. The second category uses an implicit continuum

description,9–12 where the classical region is represented as a mean potential that polarizes

and is polarized by the quantum mechanical subsystem.

The classification of the paradigms described above can be further branched into different

methodologies, depending on the way in which the interaction between the two subsystems is

established.13 For example, within the quantum mechanics/molecular mechanics (QM/MM)

framework, one of the most widely used schemes is the electrostatic embedding, in which

fixed-point charges of the classical atoms polarize the QM subsystem by entering the one

electron part of the Hamiltonian as an electrostatic perturbation. This approach accounts

for the polarization of the QM region due to the classical point charges, but does not consider
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the polarization of the classical region by the QM one; however, it has been widely employed

in a manifold of situations, such as the study of catalytic reactions,4,14–20 thermodynamic

quantities21–25 and excited state properties26–37 in biologically and technologically relevant

systems. An embedding scheme which accounts for the mutual polarization of the QM and

the MM subsystems is the polarizable embedding approach,7 whereby the classical region

is described in terms of fixed point charges plus higher order multipoles. For example, the

polarization of the environment can be accounted for by assigning polarizability tensors to

the polarizable sites that give rise to an induced charge distribution in the environment.

This methodology has been employed in the study of ground state38,39 and excited state40

properties of complex biological systems. Its main drawback is the computational cost that

arises as self consistency needs to be attained simultaneously for the wavefunction of the

QM region and the polarizabilities of the MM region.

An issue that needs to be addressed in the study of complex biological media is that

of conformational sampling. Indeed, when the system under study consists of several thou-

sands of atoms, the potential energy landscape often presents several minima that can be

populated at the temperature of interest, and conformations corresponding to these minima

can contribute to a great extent to the property under study.6 Thus, this situation is most

accurately represented as a statistical distribution arising from the individual conformations,

rather than a value due to a specific conformation. In this regard, the application of sampling

methods, such as molecular dynamics (MD),41 Monte Carlo (MC),42 and Wigner sampling,43

is crucial to obtain an accurate description of the system. In this contribution, we will mainly

focus on sampling by means of MD. However, whenever we refer to a generic ensemble of

geometries, and unless otherwise stated, it is implicit that it may be generated by any of

the sampling methodologies mentioned above. The potential energy or the potential energy

gradient of the system (or part of it) along the sampling process can be computed by a

QM method, for example, in ab initio MD or QM/MM MD simulations.44 However, in most

cases, using a high level QM potential to perform the conformational sampling is unfeasible.
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In these situations, a less sophisticated potential is used to perform the exploration of the

potential energy surface, for example, a cheap QM/MM MD approach or MD using analytic

force fields.6 Then, once the sampling is completed, an ensemble of geometries is fetched

from the trajectory obtained, and single point QM or QM/MM computations - using a high

level QM method of interest - are performed on top of each of these geometries.28,30 The

setup of the hundreds, or even thousands, of single point QM/MM calculations that need to

be performed to obtain converged values of the property of interest is an arduous task that

has to be automatized.

Nowadays, the computational chemistry community can exploit a manifold of quantum

chemistry software that include the electrostatic embedding scheme to perform QM/MM

calculations on the one hand, and software aimed at performing sampling at different levels

of theory on the other hand, in some cases interfaced with the QM software. There are also

packages that act as interfaces between the QM programs and the MD or MC programs,

which are either distributed as application programming interfaces (APIs),45–49 or as exe-

cutables that require little to no programming experience and solely depend on input files

provided by the user. Some examples of the latter case are the Cobramm50 software, whose

main purpose is to interface the Gaussian51 program and several other QM software with

Amber, and the SHARC52,53 and Newton-X54 packages which act also as interfaces between

QM and MD software but have the main purpose of performing nonadiabatic MD simula-

tions. Each of the paradigms presented above bears several advantages. On the one hand,

the usage of APIs in most cases provides a high degree of versatility in the setting up of the

QM/MM calculations, but its main drawback is that some degree of programming experience

is required. On the other hand, the executables mentioned above are either usable for very

specific tasks or require some degree of training before the user gets fully acquainted with

them.

Herein, MoBioTools is presented, a simple package that allows for setting up electrostatic

embedding QM/MM calculations in an automatic and simple fashion from an ensemble of
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geometries. Although it is by no means intended to substitute the interfaces cited above,

it aims at presenting an interface that requires only familiarity of the user with a specific

quantum mechanical software but, at the same time, attempts to be as general as possible

in the input. In this way, specialized tasks, for example, the computation of the interaction

energy between two monomers, can be performed with all the QM software MoBioTools is

interfaced with, considering as less variation of the input format as possible for the different

QM interfaces. Currently the package requires a trajectory and a topology file in an Amber55

compatible format, and has the possibility to generate QM/MM input files for Gaussian (09

and 16), Orca (≥ 4.0),56 NWChem57 and (Open)Molcas.58,59 However, the interface is under

constant development and further compabilities with additional QM software are yet to

come. The main feature of the package is the generation of the input files for the QM/MM

computations, and not the computations themselves. Therefore, in practice, neither of the

QM software are required to execute MoBioTools - the only exception is for (Open)Molcas in

the case that the active space of a Complete Active Space Self-Consistent Field (CASSCF)

calculation60,61 needs to be corrected on-the-fly using an algorithm proposed by some of us in

the past.62 In the following, the main structure of MoBioTools is explained and the versatility

of the algorithm is shown by applying it to four different situations: the computation of the

reduction potential of the nucleobases in acetonitrile, the interaction energy between tyrosine

and water and its energy decomposition analysis, the absorption spectrum of an azobenzene

derivative integrated into a voltage-gated ion channel, and the emission spectrum of the

luciferine/luciferase complex.

Methodology

As stated above, the main purpose of the MoBioTools package is to extract an ensemble of

geometries that have been previously sampled by means of MD, MC or any other sampling

approach, and automatically generate a QM/MM input file for each of these geometries in
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accordance with the QM software and methodology requested by the user. Figure 1 shows

a schematic representation of the geometry extraction process and the applicability of the

QM/MM single point computations, which are performed on top of the selected snapshots to

obtain the desired properties. Some examples of these properties include absorption spectra,

interaction energies, free energies, among others (Figure 1b-d). In the case in which the

property of interest needs to be computed by means of CASSCF (or a related wavefunction

method),60,61,63 the toolkit performs the automatic correction of the active space for those

geometries for which the active space differs from that of a reference structure (Figure 1e).

Figure 1: Schematic representation of the working principle of the MoBioTools toolkit and its
applicability. a) The extraction of an ensemble of geometries (snapshots) from a trajectory
obtained by means of MD, MC or other technique. The QM/MM single point calculations
performed using the input files generated provide a distribution of the property of interest
AN , for example, b) the absorption spectrum, c) the reduction free energy, or d) an energy
decomposition analysis of the interaction energy between two molecules of a complex. e)
Representation of the automatic correction of the CASSCF active space for a specific sampled
geometry.
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The MoBioTools package is subdivided into two main drivers depending on the task to

be performed: a general purpose QM/MM input generator (main qminputs.py), which is

executed in command line and requires two input files; and a program to carry out CASSCF

computations with an on-the-fly correction of the active space (pyoverlaps.py), which works

in command line. Although both drivers in principle work similarly, as in both cases a set

of QM/MM inputs is generated from an ensemble of geometries, their functionalities and

the QM programs they are interfaced with differ considerably, as will be explored in the

following sections.

The General Purpose QM/MM Input Generator

The script main qminputs.py is the driver that currently provides an interface to generate

a sequence of input files for a set of geometries provided as input in the form of an Amber

topology/parameters and an Amber trajectory files. The script works in command line and

needs to be provided with two input files: a general input file, which does not depend on

the QM software to be used and contains information about the set of geometries to be

fetched and settings on how to perform the QM/MM partitioning, and a template file for

the QM calculations to be performed. Figure 2 shows a schematic representation of the

options featured by each of these files. Both files are subdivided in sections, introduced by

an ampersand symbol (&) and enclosed by an &end statement.
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Figure 2: Schematic representation of the contents of the two files provided as input to the
main qminputs.py driver. Red ovals represent files and yellow rectangles represent input
sections – introduced by an & symbol – and/or the options these sections enclose. See the
text for a detailed description on each of these options.
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The general input file (hereby and in listing1 referred to as main.inp) consists of a single

section (&main...&end), in which up to seven options can be provided as input by the user

on how to treat the ensemble of geometries at hand to generate the input files. In particular,

five of these options are mandatory for the software to successfully generate the QM/MM

input files: the QM software name (tpl), the trajectory (traj) and the topology (top) file

relative to the ensemble of geometries at hand, the definition of the QM region (qmmask) and

the geometry indices of the geometries for which to generate the input files. The options

solvmask and closest are not mandatory, and refer to the mask of atoms or residues to be

treated as solvent molecules, and the number of solvent molecules closest to the QM region,

which also need to be treated quantum mechanically, respectively. This is useful whenever

a part of the environment that surrounds the quantum mechanical part of the system needs

to be included in the QM region, but the indices of the molecules of interest are unknown to

the user or they change along the sampled geometries. Here, by mask it is intended the atom

or molecule selection, as referred to in the Amber terminology.55 For the selection mask, the

Amber syntax is used so that, for example, @ refers to atom selection or a colon refers to

residue selection. This syntax is used in the general input file as well as in the template file

(see listings 1 and 2). The discussion above may seem to imply that the system is treated as

a solute-solvent system, where the solute is represented by the qmmask entry and the solvent

is (if requested) introduced by means of the solvmask and the closest keywords. It should

be emphasized that this is purely a notational convention and it by no means implies that

only systems in solution can be studied. This is the notation employed by the cpptraj and

the pytraj software,64 whose machinery is employed by MoBioTools to perform operations

on the trajectory objects. However, complex systems containing, for example, proteins and

lipid membranes – and not only solvent – can be treated by MoBioTools, as will be evidenced

by some of the examples below. If the solvmask and the closest keywords are not included,

a QM/MM calculation (or even a gas phase QM calculation) can be set up for the geometries

of interest, where only the qmmask entry is treated quantum mechanically.
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The template file is also subdivided in sections, some of which are common to all the

QM software interfaced with MoBioTools (header, basis, chgspin, bsse and externchg),

whereas some others are exclusive to the QM software under consideration (see Figure 2 for

reference). An example of the template for setting up an ensemble of (QM/MM) calculations

using the Gaussian software is provided in listing 2. In this example, three common sections

are featured: the head section, which corresponds to the Link0 commands in Gaussian (gen-

eral instructions); the chgspin section, which features the charge and the spin multiplicity

of the system; and the externchg section, which does not take arguments and essentially

informs the script that a QM/MM input is requested, so that the point charges that sur-

round the QM region (defined by the qmmask keyword in the main input file) also need to be

included in the input file. The route section is unique to the Gaussian software, and includes

the route commands that define the methodology, the basis set and the type of calculation

to be performed, among others. The execution of the script main qminputs.py with the

files main.inp and template.inp (listings 1 and 2, respectively) as arguments will gener-

ate a gaussian QM/MM input file for the geometry having index 3 in the GUA O2.inpcrd

trajectory file.

The example above describes a simple task of extracting a geometry from a coordinate

file and generating a QM/MM input file with the desired methodology and settings. Its

usefulness stems from the fact that the same operation can be performed for any of the QM

software MoBioTools is interfaced with, and from the ease it is scaled to an ensemble of

geometries. The keywords basis and bsse of the template file provide a further degree of

flexibility: within the section basis the user can employ customized basis sets (for example,

different basis sets for different atoms), and the bsse keyword provides a way to subdivide

the system into two subsystems to request either a fragment calculation or the computation

of a property that involves the two subsystems, such as the interaction energy, for which the

basis set superposition error (BSSE)65,66 needs to be corrected. This procedure has been

extensively used for generating input files in the past,67 and in the following section this
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approach will be applied to a system of chemical interest.

Listing 1: Example of the general input file to generate a set of input files from an ensemble

of geometries. The sections in square brackets refer to optional features. In this example, it

is requested to generate an input file for the geometry having index 3 in the GUA O2.inpcrd

coordinate file. The qmmask “:1,2” indicates that molecules 1 and 2 are to be considered as

QM molecules.

# Name f i l e : main . inp

&main

tp l = gauss ian

t r a j = GUA O2. inpcrd

top = GUA O2. prmtop

qmmask = :1 , 2

geoms = 3 [ s ta r t , [ stop , s tep ] ]

[ solvmask = :WAT]

[ c l o s e s t = 5 ]

&end

Listing 2: Example of a template file for a Gaussian QM/MM calculation. The common

sections head, chgspin and externchg, are included, as well as the Gaussian specific route

section.

# Name f i l e : template . inp

&head

%NprocShared=4

%mem=4GB

&end
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&route

#p M062X/cc−pVTZ Charge

&end

&chgspin

0 ,1

&end

&externchg

&end

The Active Space Automatic Preservation

When CASSCF-based calculations are performed for an ensemble of geometries, it is desir-

able that the computations of all the geometries include similar molecular orbitals within

the active space.62 If this is the case, the same reference wavefunction is employed along the

ensemble of geometries and the different computations can be directly compared or convo-

luted to obtain, for example, the absorption or emission spectra. The script pyoverlaps.py

is the driver of the software that allows for the automatic correction of the active space in

a CASSCF computation on an ensemble of geometries by comparing, as will be explained

below, the orbitals of the active space of the sampled geometries with the orbitals of the

active space of a reference geometry. It performs a similar task to the main qminputs.py of

the previous section, in that it also generates a set of QM/MM input files from an ensemble

of geometries. However, it also presents several differences with respect to the general input

generator, perhaps the most important one being the fact that the script pyoverlaps.py

does not only generate the input files, but it also controls the execution of the QM software,

which in this case is the OpenMolcas program. The script works exclusively in command line

interface, and requires the presence of four files in the working directory: the trajectory and
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the topology/parameters files of the ensemble of geometries under study, a molden file bear-

ing the molecular orbitals used as reference to preserve the active space on the single point

CASSCF calculations throughout the selected geometries and a template file for the Molcas

inputs. An example of the execution of the script is given by the command pyoverlaps.py

-h, which prints a list of arguments it can be provided with, the most important of which

are shown in listing 3. Apart from the four files that need to be present in the working

directory, the user needs to provide the indices of the molecular orbitals (in the reference

geometry) that need to be considered as the reference active space (-ref option), the mask

of the QM atoms (-qm), and the index of the geometry for which to perform the CASSCF

calculations and the active space correction, if needed. The execution is related to a single

geometry, however, it can (and should) be easily executed in parallel.

Listing 3: Mandatory arguments for the execution of the pyoverlaps.py script.

−p TOP Topology f i l e

−c CRD Tra jec tory f i l e

−r REFERENCE Reference molden f i l e

−t p l TEMPLATE Molcas template f i l e

−rng RNG [RNG . . . ] Range o f MOs in the a c t i v e space

( e . g : 30 43)

−qm QMMASK QM mask

−−i g IGEOM Sp e c i f i c frame f o r which to generate

an input f i l e . De fau l t = 0

The driver pyoverlaps.py presents the implementation of a previously proposed algo-

rithm62 that automatically corrects the active space of a specific geometry. This is achieved

by computing and analyzing the overlap matrix (SMO) between the set of CASSCF molec-

ular orbitals (MOs) of the reference geometry and that of the geometry of interest. Briefly,

the script performs a CASSCF calculation on the sampled geometry, after which it computes
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the overlap matrix SMO and analyzes its column maxima. The column labels of SMO rep-

resent the MOs of the sampled geometry, whereas the row labels represent the MOs of the

reference geometry. In this framework, it is assumed that there exists a bijection between

the set of reference MOs and the set of MOs of the sampled geometry (sampled MOs for

simplicity). Thus, the maximum value of each column represents the reference orbital that

is the most similar to the MO of the sampled geometry for that column. If there is a sam-

pled MO outside of the active space, whose maximum value in SMO coincides with a MO in

the active space of the reference geometry, that MO should be included in the active space

of the sampled geometry (see the matrix element SMO[4][5
′] on Figure 3). If, on the other

hand, the maximum value of a sampled MO that belongs to the active space coincides with a

reference MO outside the active space, that sampled MO should be removed from the active

space. The correction occurs when at least two MOs are each in one of the two situations

above, in which case the two MOs are swapped, thus, creating a new guess wavefunction,

and a new CASSCF optimization is performed. This procedure is carried out iteratively by

the program until the MOs in the active space of the sampled geometry are in a one-to-one

correspondence with the MOs in the active space of the reference geometry. Figure 3 shows

a schematic representation of the situation in which the positions of two MOs need to be

swapped to correct the active space of sampled geometry 3.

Although the execution of pyoverlaps.py occurs in the command line, with little to

no interaction of the user with the code, the script itself relies on a framework that can

also be exploited by the user to some extent as an API as well. The general structure and

dependencies of the pyoverlaps.py are shown in Figure 4. In synthesis, the driver carries

out two main tasks: on the one hand, it is responsible for most of the input and output

operations, as well as the operations that regard the reading and handling of the trajectory

(and topology files), including the definition of the QM and MM regions. On the other hand,

and as explained above, it bears the implementation of the active space correction algorithm.
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Figure 3: Schematic representation of the working principle of the algorithm to correct the
active space on an ensemble of sampled geometries.62 Top: the set of MOs of the reference
geometry and the MOs of a sampled geometry (Geom. 3). Bottom: the overlap matrix
SMO between the two MO orbital sets. The column maxima are highlighted in pink. In this
example, the maximum of column 4’ (that is, MO 4’ of geometry 3) coincides with MO 5
from the reference set of MOs, so that it has to be removed from the active space (hence the
R label). On the other hand, the maximum of column 5’ (MO 5’ of geometry 3) coincides
with reference MO 4, which is inside the reference active space, and it should be included in
the active space (hence the I label). Thus, MOs 4’ and 5’ need to be swapped to correct the
active space of geometry 3.
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However, the machinery for reading and operating with the atomic orbital (AO) and MO

information of the two geometries, whose orbital spaces are to be compared, is present in

the parse molden.py module. Its most important feature is the class Mol(), from which an

object is created by providing it with a molden file as an argument. During the execution

of pyoverlaps.py, two Mol() objects are created at each iteration: one for the reference

geometry and one for the geometry under study, but no trace of these objects remains at

the end of the execution. If the user is interested in analyzing the data of each molden file

or computing the SMO matrix without executing the pyoverlaps.py, the parse molden.py

module can be executed interactively on a python shell; this will create the two Mol() objects

and perform the computation of the atomic orbital overlap matrix SAO and the SMO ma-

trix. Alternatively, the user can import the Mol() class and compute these matrices by their

own. An important feature is that the Mol() class is similar (although less sophisticated)

to the pyscf.gto.M class from the PySCF68 software, in particular it bears the attributes

bas, env and atm that can be employed to use the machinery of the PySCF to compute

molecular integrals for a given molecular species.68,69

Figure 4 shows the dependencies of the parse molden.py script/API. These dependen-

cies are modules that provide a lower level framework for the treatment of a Mol() object

and for the computation of the SAO and SMO matrices. The Align.py module aligns the

sampled geometry with the reference one prior to the computation of the overlap matri-

ces. The permutations.py module allows the reordering of the AO basis functions between

the PySCF ordering and that from Molcas (and other QM software such as Gaussian or

Orca), and the ovlp wrapper.py module is a wrapper for the C++ implementation of the

AO overlap integrals, present in the library intwrap.so. These AO integrals have been

implemented formally using the Obara-Saika recursion relations70 in an iterative fashion, a

procedure which is routinely performed in the literature.69,71 The reason for implementing

the AO integrals stems from the fact that, to our knowledge, there are no APIs that allow
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for the computation of AO overlap integrals between two different atom centered basis sets,

a crucial feature to compare the MO sets of two different geometries of the same molecular

species, as in principle the atom centers will not be equal for both structures. The current

implementation is also 10 times faster than the one presented in a previous work.62

Figure 4: Schematic representation of the structure and main dependencies of the pyover-
laps.py script for the automatic correction of the active space on an ensemble of geometries.
The red ovals represent a script or a program, the blue rectangles represent some functions
and classes that can be used as an API, and the yellow boxes provide a brief description of
the function of each script.
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Applications

In this section, we illustrate the application of the MoBioTools toolkit to set up the QM/MM

input files for four different systems. Specifically, the toolkit was employed to compute the

reduction potential of the five nucleobases in acetonitrile, the interaction energy between

tyrosine and water and its energy decomposition analysis, the absorption spectrum of an

azobenzene derivative integrated into an voltage-gated ion channel, and the emission spec-

trum of the luciferine chomphore embedded in the luciferase protein. In the following sub-

sections, for each of the four applications, first, the computational details are introduced,

and then the results are briefly discussed.

Reduction Potential: Canonical Nucleobases in Acetonitrile

Protocol. In this section the application of the toolkit to compute reduction potentials

from an ensemble of geometries is discussed. We have computed the reduction potential

associated with the half reaction of oxidation of each one of the five canonical nucleobases

(adenine, guanine, thymine, cytosine and uracil), in a solution of acetonitrile. The reduction

potential is associated with the free energy of the reduction half reaction ∆Gred by means

of:

∆E0
red =

∆Gred

nF
− E0

red,SHE (1)

where F is the Faraday constant, n is the number of exchanged electrons and E0
red,SHE is

the potential of the standard hydrogen electrode (SHE).72–75 A value of 4.28 V determined

in an earlier work is used as E0
red,SHE. In the present work we have employed the Marcus

theory76–79 in a framework first introduced by Warshel,80,81 in which it was shown that within

a linear response regime, the vertical energy difference between the oxidized and the reduced

states could be defined as the reaction coordinate of the redox process to compute the free

energy. In this context, two MD simulations were performed: one for the reduced state (rR)

and one for the oxidized state (rO). In what follows, the energy differences between the
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two states computed on top of geometries of the phase space of rR (∆ER→O{rR}) will be

referred to as the vertical ionization energy (VIE) and the energy differences computed on

top of geometries of the phase space of rO (∆EO→R{rO}) will be referred to as the vertical

attachment energy (VAE). If the linear response conditions are satisfied, it can be shown

that the free energy in Equation 1 can be determined from the averages of the VIE and the

VAE, as follows:

∆Gred =
1

2
(⟨∆ER→O{rR}⟩ − ⟨∆EO→R{rO}⟩)−Ge(g)

=
1

2

(
⟨V IE⟩R − ⟨V AE⟩O

)
−Ge(g)

(2)

where the subscripts on the averages refer to the phase space from which the geometries were

extracted to compute the vertical energy differences. The term Ge(g) = −0.867 kcal/mol82,83

is the free energy of the electron in the gas phase according to the Fermi-Dirac statistics. It

has to be included in the equations because the reference SHE potential value of 4.28 V84

also includes this contribution. This methodology has been widely used to compute redox

potentials of redox half reactions in the past.22,23,25,85

For each of the five nucleobases, a classical MD simulation was performed on each of

the two oxidations states under study. The system setup for each MD simulation was done

using the AmberTools2055 package and a set of different homemade scripts. For both the

oxidized and the reduced forms a geometry optimization was performed at the PBEOP/6-

311G(d)86–88 level of theory using the NWChem57 software. Implicit solvation effects were

introduced by means of the COSMO89 solvation model, using acetonitrile as solvent. Elec-

trostatic potential (ESP) charges were obtained from the same DFT calculation. Bond and

bond angle parameters were obtained using the Hessian matrix of the optimized geometry by

means of the Semiario method.90 Parameters for dihedral angles, improper torsions and van

der Waals non-bonded terms were taken from the generalized amber force field (GAFF).91

Each nucleobase was solvated in a truncated octahedron with a buffer of 25.0 Å with ap-

proximately 1200 acetonitrile molecules by using the packmol92 software. For the oxidized
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form, a chloride anion was also added to neutralize the system. The force field parameters

for acetonitrile were obtained in the same manner as in the case of the five nucleobases.

Each system (for both oxidation states) was minimized for 10000 steps using the steepest

descent algorithm93 for the 5000 first steps and the conjugate gradient algorithm94 for the

last 5000 steps. Afterwards, a progressive heating to 300 K was performed for 1 ns at

constant volume (NVT). The first 500 ps were employed to drive the system to the desired

temperature and the last 500 ps were destined to equilibrate the structure of the system. The

Langevin thermostat95 was applied to control the temperature taking into account a collision

frequency of 2 ps−1. After that, the volume of the system and the appropriate density were

equilibrated carrying out a 1 ns simulation in the NPT ensemble. Finally, an additional 500

ns production simulation was performed in the NPT ensemble. The pressure was maintained

constant at 1 bar employing the Berendsen barostat96 with isotropic position scaling and a

pressure relaxation time of 2 ps. The electrostatic interactions were computed during the full

protocol using the particle-mesh Ewald method97 with a grid spacing of 1.0 Å. In the case of

the nonbonded interactions a 10 Å cutoff was chosen. The SHAKE98 algorithm restrained

the bonds involving hydrogen atoms and a time step of 2 fs was used during the heating,

equilibration and production stages.

For each of the trajectories in the oxidized and in the reduced states, 200 snapshots

were fetched randomly from the last 450 ns of the production trajectories. The script

main qminputs.py was employed to select the snapshots and to automatically generate the

input files for the sampled geometries in two situations: one to compute the vertical energy

differences within an electrostatic embedding QM/MM framework, in which the nucleobases

represented the QM part and the acetonitrile molecules were present as fixed-point charges,

and one in which the point charges were removed and replaced by COSMO to compute

the vertical energy differences by QM/COSMO computations. In what follows the former

and the latter situations will be referred to as the dynamic Marcus explicit (DME) and the

dynamic Marcus implicit (DMI) approaches, respectively, to compute redox potentials. In
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both cases the QM subsystem was described at the PBEOP/6-311G(d) level of theory.

Results. We now analyze the computed reduction potentials of the five canonical nu-

cleobases in a solution of acetonitrile. As said above, we have performed the computations

within the framework of the Marcus theory using two different solvation models for the

acetonitrile solvent: explicit solvation (direct Marcus explicit - DME) and implicit solvation

(direct Marcus implicit - DMI). Figures 5a,b show the main input and the template files used

to generate the QM/MM input files for the DME calculations. It should be emphasized that

the same ensemble of geometries was employed for the DMI apporach, whereby the explicit

point charges were replaced by an implicit solvation cavity. To generate the inputs for the

DMI approach, it suffices to replace the

&externchg

&end

entry with the following section:

&cosmo

d i e l e c 37 .5

&end
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Figure 5: a) Main input file for the MoBioTools input generator. b) Template file for
the NWChem software used to generate a set of 200 QM/MM input files for each of the
nucleobases. The QM/COSMO inputs are generated using the &cosmo section instead of
the &externchg entry. c) One electron reduction potentials obtained using the direct Marcus
explicit (orange) and the direct Marcus implicit (green) approaches. The experimental results
by Seidel99 and the computational results by Crespo-Hernández100 (blue) are also reported
for comparison. The black lines represent standard deviations.
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Figure 5 c shows the reduction potentials of an ensemble of 200 geometries for each one

of the nucleobases computed using the DME and the DMI approaches. For comparison, we

have also reported the experimental redox potentials determined by Seidel and co-workers,99

and the redox potentials computed at the B3LYP/6-31++(d,p) using a thermodynamic cicle

by Crespo-Hernández and co-workers.100 It can be evidenced that the DMI approach under-

estimates the oxidation potentials for all five nucleobases, whereas the DME computations

provide the most accurate results, with values that differ at most by 0.1 V from the experi-

mental values. Interestingly, the opposite situation had been previously evidenced by some of

us25 in the case of the reduction potentials computed in water, for which the DMI approach

had outperformed the DME results. This could indicate that the implicit solvation model

performs better for aqueous solvent than for acetonitrile. However, additional calculations

and analyses would be necessary to corroborate it.

Energy Decomposition Analysis: Tyrosine in Water

Protocol. This section aims at illustrating the ability of the MoBioTools toolkit to easily

process MD trajectories into input files for the calculation of interaction energies and their

different quantum mechanical energy contributions of a system consisting of two fragments,

at the QM/MM level of theory. The chosen test system consists of the aminoacid tyrosine

in a water solution, which undergoes configurational sampling by means of classical MD,

followed by the Energy Decomposition Analysis (EDA) of the resulting geometry ensemble.

An electron density based QM/MM-EDA scheme67,101,102 is used for such purpose, allowing

the decomposition of the total interaction energy in its electrostatic, polarization (induction

and dispersion), and Pauli or exchange-repulsion components.

The geometry of tyrosine was taken from reference 103. Then, the antechamber and tleap

modules from AmberTools2055 were employed to solvate the aminoacid in a truncated octa-

hedron simulation box with a buffer of 22.0 Å. The tyrosine was described by the GAFF91

force field, and the water molecules were described by the TIP3P104 model. Once the system
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was set up, the next step was to minimize, heat and equilibrate the structure and density

of the solvated tyrosine by classical MD using the AMBER2055 package. At first, a mini-

mization was carried out using the steepest descent method for 5000 steps and the conjugate

gradient method for another 5000 steps. Then, the system was heated in the NVT ensemble

applying a Langevin thermostat95 with 1.0 ps−1 of collision frequency from 0 to 303.15 K

for 1 ns. After the heating process, a production simulation of 100 ns was run in the NPT

ensemble applying the Monte Carlo barostat to keep the pressure at 1.0 bar. For all these

steps, the cutoff and switching distances for nonbonded interactions were limited to 12.0 and

10.0 Å, respectively. During the whole protocol, a time step of 2 fs was employed and the

bonds involving hydrogen atoms were constrained by using the SHAKE98 algorithm.

After the equilibration of the system, single point QM/MM calculations for 100 equally

spaced snapshots selected from the last 50 ns of the simulation were performed with Gaus-

sian1651 using the M062X105 functional and the cc-pVDZ106 basis set. The QM region

included the tyrosine molecule and the 10 water molecules closest to tyrosine, with the re-

maining solvent included as point charges assigned by the TIP3P model. To perform the

EDA, three single point QM/MM calculations were carried out for each snapshot, corre-

sponding to the full system (QM region and MM point charges) and the fragments on which

to compute the interaction energy. The first fragment consisted of the QM solute in the

presence of the basis set of the QM water molecules, whilst the second fragment included all

QM water molecules as well as the basis set from the solute surrounded by the MM electro-

static embedding. Basis functions of absent atoms are aimed at accounting for the basis set

superposition error (BSSE) by means of the Counterpoise correction (CPC).65,66 The script

main qminputs.py was used for the selection of the snapshots from the MD trajectory, the

definition of the QM and MM regions, and the automatic generation of the three input files

required by the EDA calculation.

Results. We now proceed to discuss the energy decomposition analysis of the interaction
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energy of tyrosine in water. Figures 6a,b show the main input and the template files used

to generate the QM/MM input files from an ensemble of 100 MD geometries with the size

of the QM region set to fit 10 water molecules. In this case, the two subsystems for which

the interaction energy was computed are the tyrosine molecule on the one hand, and the 10

QM water molecules plus the water molecules defined in the MM region on the other hand.

Thus, three input files are generated for each geometry to correct for the BSSE: one for

each subsystem (with the basis set of the other subsystem) and one for the complex. This

option is enabled by including the &bsse section in the template file (Figure 6b), where the

two subsystems can be defined by using Amber masks. In the present case no arguments

were provided, so that the toolkit will assume that the two subsystems consist of the qmmask

argument on the one hand, and the combination of the solvmask and the closest arguments

on the other hand.

Figure 6c shows the normal probability distribution of each interaction energy component

for the ensemble of 100 MD geometries. The Kolmogórov-Smirnov test107 (5% significance

level) was used to test for normality. In regard with the width of the energy distributions,

the relatively large standard deviations observed (electrostatic 11.94 kcal/mol, Pauli 16.08

kcal/mol, polarization 7.92 kcal/mol, dispersion 4.68 kcal/mol, induction 3.60 kcal/mol,

total 7.46 kcal/mol) restate the importance of the carried conformational sampling even for

simple systems like the one studied here. In addition, as can be seen from the averaged

values, the Pauli component is the main energy contribution for tyrosine in water, whilst

the electrostatic energy is the most relevant among the attractive components, followed by

dispersion and induction. This qualitative distribution of the interaction energy components

is in consonance with the structural features of tyrosine and their interaction with a highly

polar solvent like water.
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Figure 6: a) Main input file for the MoBioTools input generator. b) Template file for
the Gaussian software used to generate a set of 100 QM/MM input files for the tyrosine
molecule in water. c) Normal probability distributions for each interaction energy component
in kcal/mol obtained from a sample of 100 geometries from a MD trajectory. The Pauli
exchange-repulsion is represented with opposite sign. The average value of each distribution
is reported in kcal/mol
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Absorption Spectrum: p-Diaminoazobenzene Integrated into the

Human NaV1.4 Channel

Protocol. In this section we used the machinery of the MoBioTools toolkit to generate

the input files for the calculation of the absorption spectrum of a photoswitch bound to

a protein ion channel at the QM/MM multistate complete active space second-order per-

turbation theory (MS-CASPT2)108–110 level for an ensemble of geometries. In this regard,

the script pyoverlaps.py was used to perform the generation of the CASSCF input files

for the different snapshots selected, the CASSCF calculations themselves via its interface

with the OpenMolcas59 software, and the correction of the active space for the ensemble

of geometries. The script main qminputs.py was employed to generate the input files for

the CASPT2 calculations for those geometries for which the active space was successfully

recovered.

The system under study consists of the p-diaminoazobenzene (p-DAZ) molecule inside

the human’s brain voltage gated ion channel NaV1.4. We obtained an ensemble of geometries

by means of a 100 ns classical MD simulation, for which the initial geometry was retrieved

from a previous work.111 For completeness, we report the preparation of the initial geometry

and the obtainment of the force field parameters in what follows. A truncated pore model of

the NaV1.4 was constructed in VMD112 based on the cryo-electron microscopic structure file

of the channel in complex with its β1 subunit (PDB ID: 6AGF).113 The simulation comprised

only the S5-S6 subunits of each domain, that form the central pore. The protein was aligned

along the z-axis using the Positioning Proteins in Membrane (PPM) web server,114 placed

inside a 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC) lipid bilayer (xy length:

100 x 100 lipid components) and solvated in a rectangular box with aqueous solvent and NaCl

at a concentration of 0.15 mol/L using CHARMM-GUI Bilayer Builder.115 The potential

parameters for the protein and lipids were taken from the CHARMM36m force field,116

and the TIP3P model was employed for the water molecules.104 The ligand p-DAZ was

constructed with the IQmol molecular viewer,117 the geometry was optimized at MP2/6-
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31G∗ level of theory and used for the calculation of the ESP charges at the Hartree-Fock/6-

31G∗ level of theory. The ligand force constants for the dihedral angles –C–N=N–C– and

-C–C–N=N– were taken from a previous work,118 while the rest of the parameters were

taken from CGenFF.119 After the system set up, in a previous work Gaussian accelerated

MD simulations were run to identify the possible binding pockets of p-DAZ into the NaV1.4

channel.111 In the present work, one snapshot from the most stable binding pocket was

selected as initial snapshot for a 100 ns MD simulation.

The 100 ns MD simulation of this work was run in the isothermal–isobaric ensemble

(NPT) with a Monte Carlo barostat and a semiisotropic pressure scaling at 303.15 K and

1.01 bar. A timestep of 2 fs was used and the bond lengths involving hydrogen atoms

were constrained using the SHAKE algorithm. The nonbonded interactions cutoff radius

and switching distance were set to 12.0 Å and 10.0 Å, respectively. A force constant of 20

kcal/(mol Å2) was imposed on top of the –C–N=N–C– and -C–C–N=N– dihedral angles to

avoid unrealistic torsion motions and to keep the photoswitch on the trans configuration.

The script pyoverlaps.py was employed to fetch 100 equidistant geometries from the MD

trajectory to perform the state average (SA) CASSCF computations with an eventual cor-

rection of the active space. For each geometry, equal weights of the first 10 states has been

used to generate the reference wavefunction for the MS-CASPT2 single point calculations

to compute the absorption spectrum. The active space included a total of 12 electrons in

10 orbitals (12,10), which comprises two doubly occupied nitrogen lone pairs, four doubly

occupied π orbitals and four unoccupied π∗ orbitals, as shown in Figure 7.
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Figure 7: Representation of the molecular orbitals included in the active space. The n+ and
n− orbitals are the lone pairs of the central diazine bond, π1−4 are four occupied π orbitals
and π∗

1−4 are four unoccupied π∗ orbitals.
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The cc-pVDZ106 basis set was used, and the Resolution of Identity approach was used

to treat the two electron integrals.120 In the MS-CASPT2 calculations, an imaginary shift

of 0.2 Ha was added to the zero order Hamiltonian to preclude the inclusion of intruder

states,121 with an IPEA value of 0.0 Ha as previously recommended.122 The restricted active

space interaction (RASSI) protocol was used to compute the transition oscillator strengths

to compare transition probabilities among the states studied.

Results. spAs described above, the software was used to calculate the absorption spec-

trum of an ensemble of geometries obtained from 100 ns of a classical MD trajectory of the

photoswitch embedded in the protein. The script pyoverlaps.py allowed to correct the

active space in correspondence with a reference vacuum calculation. Figure 8a,b shows the

main input and template files used to generate the QM/MM input files from an ensemble of

100 MD geometries with the size of the QM region set to contain only p-diaminoazobenzene.

The absorption spectrum displays a strong UV band (λmax = 383 nm) which arises from a

symmetry allowed π → π∗ transition. Intensity borrowing is observed for higher-energy lying

ππ∗ states at 220-330 nm as well as for the symmetry forbidden n → π∗ transition appearing

at 550-550 nm. This coupling between different electronic states of different symmetry shows

the importance of sampling an ensemble of geometries around the equilibrium geometry, in-

stead of computing the absorption spectrum only at the minimum-energy geometry.
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Figure 8: a) Main input file for the MoBioTools input generator. b) Template file for
the OpenMolcas software used to generate a set of 100 QM/MM input files for the p-
diaminoazobenzene molecule embedded in the Nav1.4 ion channel. c) Absorption spectrum
of p-diaminoazobenzene molecule embedded in the Nav1.4 ion channel. d) Example of a σ
orbital swapped for a π orbital corresponding to the reference wavefunction.

Emission and Absorption Spectra: Luciferine/Luciferase Complex

Protocol. As evidenced in the previous sections, the MoBioTools toolkit can be employed

to compute electronically excited states for an ensemble of geometries of a molecular sys-

tem. As a final example, we illustrate its application to compute the absorption and the

emission spectra of the oxyluciferin chromophore in the luciferase enzyme system. In this

case, two classical MD simulations were evolved using the AMBER2055 software to generate

the ensemble of geometries for the electronic ground state and for the first excited state,

as explained below. These trajectories were proccesed by the main qminputs.py script to

generated the QM/MM input files for the subsequent excited state calculations.
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The luciferine/luciferase complex was constructed using PyMol123 based on the X-ray

diffraction structure file of firefly luciferase crosslinked in the second catalytic form (PDB

ID: 4G37124). The complex was solvated with the tleap module of AmberTools2055 by

TIP3P104 water molecules within a truncated octahedral box, ensuring a solvent shell of at

least 12 Å from any solute molecule. The luciferase enzyme was described using the ff19SB

force field,125 whereas the GAFF force filed was used to describe the dihedral and improper

torsions and Lennard-Jones parameters of the chromophore. Bond and bond angle parame-

ters for both the S0 and S1 electronic states of the oxyluciferin molecule were obtained by the

Seminario method. The optimized geometries and the Hessian matrices were obtained using

the Gaussian1651 software by means of DFT and TD-DFT calculations, respectively. In par-

ticular, for both ground and excited state calculations the B3LYP126–128/6-311G(2d,p)129–131

level of theory was employed. The ESP charges for the two electronic states were computed

using the same level of theory.

A minimization was performed for 5000 steps using the steepest descent algorithm, and

for another 5000 steps using the conjugate gradient algorithm. Afterwards, a progressive

heating was performed from 0 to 300 K for 500 ps in the NVT ensemble using a timestep

of 2 fs , followed by a constant temperature simulation for another 500 ps in the same

ensemble, using a Langevin thermostat95 with 1.0 ps−1 of collision frequency. Then, a

production simulation of 100 ns was performed in the NPT ensemble, again with a timestep

of 2 fs. A Berendsen barostat96 and thermostat were used throughout the simulation to

keep the pressure at 1.0 bar and the temperature at 300 K, respectively. The electrostatic

interactions were computed using the particle-mesh Ewald97 method, with a grid spacing of

1.0 Å. For the non-bonded interactions cutoff and switching distances of 9.0 and 7.0 Å were

chosen, respectively. Bonds involving hydrogen atoms were constrained using the SHAKE98

algorithm.

For both MD simulations in the S0 and S1 states, the first 25 ns of the production run were

discarded as the equilibration time of the protein structure. The script main qminputs.py
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was used to randomly extract 200 geometries from the last 75 ns of the MD trajectory, and

to generate the QM/MM input files to compute the absorption spectrum (for the S0 trajec-

tory) and the emission spectrum (for the S1 trajectory) of the chromophore. The QM/MM

calculations were performed by Gaussian16,51 where 10 excited states were computed at the

B3LYP/6-311G(2d,p) level of theory for each of the snapshots.

Results. As stated above, the toolkit was used to generate 200 Gaussian16 input files

from the last 75 ns of the classical MD trajectory in the S0 state (for the absorption spec-

trum) and in the S1 state (for the emission spectrum). As the structure of the input files

for the toolkit is the same in both situations, for simplicity we only report the main and the

template files for the computation of the absorption spectrum of the oxyluciferin molecule

in Figures 9a,b. Figure 9c shows the computed absorption and the emission spectra of the

oxyluciferin/oxiluciferase complex. In the case of the absorption spectrum, two bands can

be observed, which correspond to transitions to the S1 and S3 electronic states. The orbitals

involved in the first one are shown in Figure 9d. The emission spectrum present a band

centered at 567 nm, which is in good agreement with the experimental value of 553 nm.132
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Figure 9: a) Main input file for the MoBioTools input generator. b) Template file for the
Gaussian16 software used to generate a set of 200 QM/MM input files for the oxyluciferin
molecule embedded in the luciferase enzyme system. c) Emission and absroption spectra of
the oxyluciferin/luciferase solvated complex. d) Orbitals that participate in the transition
from the S1 and to the S1 state.
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Conclusions

In this work we have introduced MoBioTools, a toolkit that allows for a straightforward set-

ting up of a set of QM/MM calculations from an ensemble of geometries, so as to compute

various physical properties at a high level of accuracy, while accounting for conformational

sampling. The toolkit has been applied to four different situations, showing a large degree

of versatility. Specifically, we have used it to set up the calculations of the reduction po-

tentials of the five canonical nucleobases in acetonitrile and the interaction energies (and

corresponding energy decomposition analysis) of a system consisting of tyrosine solvated by

water. In the latter application, we have evidenced how the toolkit defines the environment

for cases in which part of it needs to be included within the quantum mechanical subsystem.

MoBioTools has also been used to compute electronically excited state properties, such as

the emission and absorption spectra of some chromophores embedded in complex biological

media. In the case that a multiconfigurational method, such as CASSCF, is employed to

compute the excited states of the chromophore, we have shown that the toolkit can also

be used to automatically correct the active space for those geometries of the ensemble in

consideration for which a first CASSCF wavefunction optimization has provided a different

active space from the one used as reference. The toolkit developed and presented here will

be useful for the computational chemistry community, as it attempts to carry out in an

automatic way tasks that need to be performed within the framework of QM/MM, but that

otherwise would be tedious and time consuming.
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(35) Francés-Monerris, A.; Tuñón, I.; Monari, A. Hypoxia-Selective Dissociation Mecha-

nism of a Nitroimidazole Nucleoside in a DNA Environment. J. Phys. Chem. Lett.

2019, 10, 6750–6754.

(36) Dokukina, I.; Nenov, A.; Garavelli, M.; Marian, C. M.; Weingart, O. QM/MM Pho-

todynamics of Retinal in the Channelrhodopsin Chimera C1C2 with OM3/MRCI.

ChemPhotoChem 2019, 3, 107–116.

(37) Avagliano, D.; Bonfanti, M.; Garavelli, M.; González, L. QM/MM Nonadiabatic Dy-
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