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Detailed information about the structural composition of an unknown chemical analyte can be obtained routinely and reliably by using
mass spectrometry (MS). Analysis and validation of an MS experiment are usually performed by comparison to reference spectra,
which are stored in databases that contain a large number of entries for common molecules. This procedure relies on the quality
and completeness of the entries and if structures (classes) are missing, measured spectra cannot be properly matched. To close this
gap, and to enable detailed mechanistic analysis, the Quantum Chemical Mass Spectrometry (QCxMS) program has been developed.
It enables fully automatic calculations of electron ionization (EI), dissociative electron attachment (DEA), and positive ion collision
induced dissociation (CID) mass spectra of singly charged molecular ions. In this work, the extension to negative and multiple ion
charge for the CID run mode is presented. QCxMS is now capable of calculating structures carrying any charge, without the need for
pre-tabulated fragmentation pathways or machine-learning of database spectra. Mass spectra of four single negatively charged, as
well as two multiple positively charged organic ions with molecular sizes ranging from 12 to 92 atoms were computed and compared to
reference spectra taken from the literature. The underlying Born-Oppenheimer molecular dynamics (MD) calculations were conducted
using the extended tight-binding semi-empirical quantum mechanical GFN2-xTB method while for some small molecules, ab-initio
DFT-based MD simulations were performed. Detailed insights into the fragmentation pathways were gained and the effects of the
computed charge assignments on the resulting spectrum are discussed. Especially for the negative ion mode, the influence of the
deprotonation site to create the anion was found to be substantial. Doubly charged fragments could successfully be calculated for
the first time while higher charged structures introduced severe assignment problems. Overall, this extension of the QCxMS program
further enhances its applicability and underlines its value as a sophisticated toolkit for CID-based tandem MS structure elucidation.

Introduction

Given the enormous variety of possible compositions of chemi-
cals [1,2], there is a great need for methods that can establish an
unambiguous assignment of substances to their chemical struc-
ture. Various analytical methods, like NMR, IR, or UV-Vis spec-
troscopy have been developed that enable structural assignment
of unknown compounds. Another accurate and universally ap-
plicable technique is mass spectrometry (MS). The method en-
forces chemical fragmentation of an analyte and measures the
mass of its fragmented, as well as non-fragmented components.
Evaluation of the fragmentation pathways has led to the devel-
opment of empirical rules, from which the chemical structure can
be deducted. [3–6] But with an increasing number of atoms and
functional groups in a molecule, assignment by this method can
become exhaustively complicated. [7,8] Alternatively, a measured
spectrum can be matched against database stored references
with known structure. However, if an entry is missing, a struc-
ture cannot be unambiguously assigned. At this point, computa-
tional approaches can help to overcome experimental limitations
and imperfections as well as provide detailed insight into frag-
mentation processes. Machine learning (ML) approaches are
used for this task in many variations [9–11], but their applicability
strongly depends on the existence of high-quality training data
and the results often lack interpretability. [12] Tabulation of typical
fragmentation patterns [13,14] can be used as a substitute, but this

approach lacks flexibility for unknown or untypical dissociation or
rearrangement processes.

A way out of this dilemma are computationally affordable quan-
tum chemical (QC) methods. They are generally applicable, do
not rely on predefined empirical rules or experimental data, and
avoid molecule specific training step as required for ML-type ap-
proaches. Based on these ideas, the Quantum Chemical Mass
Spectrometry program (QCxMS) [15] was developed, which can
operate in x = electron ionization (EI) [16], dissociative electron
attachment (DEA) [17] and collision induced dissociation (CID) [18]

run modes. The effectiveness of QCxMS to successfully gen-
erate in-silico spectra in its EI mode is well documented [19–22]

and has been demonstrated recently by its use for extension of
mass spectra databases [23–25]. Detailed fragmentation pattern
analysis using the EI, DEA, and positive ion CID modes have
successfully been conducted earlier. [17,26–28] In this work, an ex-
tension of the CID run mode is presented, in which the charge
state of the molecular ion is no longer restricted to single positive
values so that computations of negatively and multiply charged
molecular ions are now possible. This improvement is impor-
tant because common experimental ionization techniques used
in tandem with CID [29–32] can produce ions with multiple posi-
tive or negative charges. [33,34] The new charge unrestricted CID
mode was tested on a benchmark set of molecules, for which the
most apparent fragmentation pathways are discussed in detail.
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Four typical representatives of negatively charged metabolites
were computed using semi-empirical quantum mechanics (SQM)
as well as density functional theory (DFT) based calculations. As
QC computations for negatively charged systems require a better
description of the more diffuse molecular orbitals, the influence
of the level of theory used to calculate the fragmentation reac-
tions and charge assignments was examined thoroughly. The
effects of the deprotonation sites of the molecular ion were an-
alyzed and put into perspective regarding the so-called mobile
proton theory. [35–38] In addition, two multiply positively charged
mass spectra were calculated. To our knowledge, QCxMS is the
only freely available program able to compute such spectra with-
out the need for any information other than the geometry (cova-
lent bonding topology, i.e., chemical formula) and charge of the
input molecule. In combination with the implemented GFNn-xTB
(n=1,2) methods [39,40], the program runs efficiently for any struc-
ture consisting of atoms up to radon (Z=86) without the need for
third-party-software.

Accounting for the correct dissociation mechanisms of multi-
ple charged structures is of high importance, as it determines
if either a single fragment obtains the entire charge or multiple
fragments receive separated charges. The effects of multiple
charged fragments on computed spectra and possible problems
with the correct charge assignment are discussed in detail. This
includes the extension of the PlotMS software tool (as part of the
QCxMS package) to correctly display the distinct isotope patterns
of multiply charged structures.

1 Theoretical Background

1.1 Ionization

In experiments, the negative ion mode is chosen when the an-
alyte cannot be charged positively or if improvements in ion-
ization efficiency and detection limits are required. [41,42] Multi-
ply charged systems typically occur when heteroatoms, such as
oxygen and nitrogen, are present in the molecule. This is im-
portant in large structures, as manifold charges can reduce the
mass-to-charge signal (m/z) of the molecular ion into a measur-
able area. [43] Also, more information on the fragmentation mech-
anisms can be gained, because multiply charged fragments pro-
duce distinctive isotope patterns. [44,45]

In the most commonly used soft ionization meth-
ods [30,31,46–48], the molecular ion is obtained via (de-)protonation
of the molecule under consideration, creating positive or neg-
ative closed-shell (even-electron) ions. Determining the true
(de-)protonated structure of a molecule, from here on called
’protomer’ [49], can quickly become a very complex problem. The
number of heteroatoms in the molecule determines the number
of possible (de-)protonation sites and the most favored one
is influenced by various effects. Because the analyte is often
ionized from solution after the use of liquid chromatography
(LC), solvation effects on the observed (de-)protonation site
were investigated. [50,51] Especially pH [52–54] and the influence
of different solvents [41,55] were studied and it was found that the
preferred protonation site is significantly diverse when the ion
is in gas or liquid phase. [56–59]. However, a general statement

about which phase is mostly relevant in standard MS measure-
ments was not provided. Another effect influencing the favored
(de-)protonation site is that upon activation of the molecular
ion during the CID process, reaction barriers between different
protomers can be overcome. This leads to proton transfer
between the structures so that thermodynamically less favored
protomers can undergo rapid, kinetically favored fragmentation
and hence are observed in the spectrum. [60–62] This is known
as the so-called mobile-proton effect, [35–38] which states that
the energetically lowest structure must not necessarily yield
the dominant fragmentation pattern. In QCxMS, the CID run
mode requires a (de-)protonated molecular ion as starting
structure. All possible protomers in a user-defined energy range
can be calculated by a generally applicable (de-)protonation
protocol [63], that is implemented in the Conformer Rotamer
Ensamble Sampling Tool (CREST) [64–66]. This procedure can
be applied iteratively, so that multiply (de-)protonated molecular
ions are obtained. Ranking of the protomers with their relative
free energies can be conducted by using the Command-line
ENsemble SOrting algorithm (CENSO), [67] in which gas-phase
computations can be compared to liquid phase results calculated
with different solvents.

1.2 Method

Activation of a molecular ion after ’soft-ionization’ is commonly
achieved using CID [68,69], in which the analyte is forced to un-
dergo (multiple) collisions with a neutral gas, e.g., argon or dini-
trogen. In QCxMS, this process was implemented by performing
consecutive Born-Oppenheimer molecular dynamics (MD) sim-
ulations. The underlying potential energy surfaces (PESs) are
calculated ’on-the-fly’ using QC methods. A simplified flowchart
of the workflow is provided in figure 1.

Preparation of the input geometry is recommended as de-
scribed before by using CREST and CENSO. For the (de-
)protonated structure, an ensemble of snapshot geometries is
taken along a sampling MD and used as starting geometries for
the following fragmentation simulations (production runs). The
sampling of the CID process is done using the general activation
run type, in which fragmentation is induced by thermal heating,
collisional activation, and consecutive mean-free-path MD sim-
ulations. The individual steps of the general activation run type
are color coded in figure 1. More details on the implementation
are given in the original publication. [18]

1.3 Charge assignment

Only charged structures can be measured in MS experiments.
In QCxMS, the delta self-consistent field (∆SCF) [70] method is
used to determine the charge distribution between the created
fragments after dissociation. The difference in energy between
the neutral and ion fragment structure is the ionization potential
(IP) for positive ions and electron affinity (EA) for negative ions,
respectively. The statistical charge q for each fragment i is de-
termined using Boltzmann statistics with the IPs (or EAs) and
the average internal molecular temperature T as factors, with kB
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Figure 1 Schematic diagram of the QCxMS workflow. First, an ensem-
ble of MD snapshot structures is created. Consecutive simulations first
increase the temperature, then simulate the collision and the mean-free-
path. After fragmentation, the spectrum is plotted with PlotMS.

being the Boltzmann constant according to

qi =
exp(− IPi

kBT )

∑
n
j=1 exp(− IPj

kBT )
.

For systems with multiple charges, the IP/EA of each individual
fragment is computed with all possible combinations of charge
states. For a fragment to obtain several charges, the IP/EA of
the fragment must be lower than the combined IPs/EAs of its
singly charged counterparts. An example calculation is given in
table 1.

Table 1 IP calculations for dividing two charges between two example
fragments 1 & 2. Summation of the IPs in the left case assigns a single
charge on each fragment, as ∑ 1-1 < ∑ 2-0 < ∑ 0-2. In the right case,
adding the IPs assigns both charges on fragment #1, as ∑ 2-0 < ∑ 1-1
< ∑ 0-2

Fragment Charge IP (eV) Fragment Charge IP (eV)
#1 0 → 1 1.0 #1 0 → 1 1.0

0 → 2 3.0 0 → 2 2.0
#2 0 → 1 1.5 #2 0 → 1 1.5

0 → 2 3.5 0 → 2 3.5

∑ ∑

1-1 2.5 1-1 2.5
2-0 3.0 2-0 2.0
0-2 3.5 0-2 3.5

If the fragments from a dissociation event have sufficient in-
ternal energy, consecutive dissociation cascades can occur. In
QCxMS, the fragment with the lowest IP or highest EA is taken
to undergo subsequent fragmentation MDs. When the IP/EA val-
ues for two fragments are similar, the size of the fragments is
taken as the decisive factor. Because larger molecules are more
likely to undergo consecutive dissociation, the statistical charge
of each fragment is multiplied by its number of atoms. In the
current form, QCxMS is only capable to compute one fragmen-
tation cascade for each fragment. For multiple charged struc-
tures, only the fragment with the highest charge and largest size
is used for the cascade. Other fragments are just stored and
do not undergo further fragmentations. The computed fractional
Boltzmann charges are used as in the original QCEIMS algo-
rithm. [16,22]

1.4 Plotting spectra
The counting of the fragments and plotting of the theoretical
spectrum is done by the external Plot Mass Spectrum (PlotMS)
program. For this work, it was enhanced to compute ’exact’
masses instead of integer masses. Furthermore, the isotope pat-
terns of multiply charged structures can now be calculated. This
is important, because the charge z of a fragment can be deduced
experimentally from its isotope pattern, as the spacing of the iso-
tope peaks decreases with 1/z. For an overall assessment of the
agreement between experiment and theory, the program yields a
(weighted dot product) spectral matching score. [71]

2 Technical details

2.1 Benchmark Molecules
For the negative ion mode, typical metabolite structures were
tested including linear and cyclic functional groups, as well as
different heteroatoms. To enable extensive testing, the struc-
tures were chosen to be small with molecular sizes of 13 – 26
atoms after deprotonation. However, database entries for small
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Figure 2 Benchmark set of molecules for testing different charge states
with QCxMS.

negatively charged molecules often only display the molecular
ion peak. The availability of fragment signals was a determin-
ing factor for adding a structure to the benchmark. The final set
consists out of the organic molecules 2-ketoburytic acid (1), 3-
ureidopropionic acid (2), ascorbic acid (3), and tryptophan (4),
which are shown in figure 2. Reference spectra were taken from
the human metabolome (HMDB) [72–76] and the MassBank [77,78]

databases.

For spectra of multiply charged species, computing fragments
that retain more than a single charge is of interest. In small
molecules, the Coulomb repulsion of many charges leads to fast
dissociation and thus low signal abundance. [79] Such systems
were thoroughly studied [80], but exclusively dissociate into singly
charged fragments. In large molecules, multiple (de-)protonated
fragments can be obtained in high abundance. [34] However, run-
ning MD simulations for large structures can become computa-
tionally expensive. The fragmentation pathways of doubly pro-
tonated crizotinib (5) [81] and a triply protonated lysine derivate
(6) [82] were studied and reported multiply charged fragment sig-
nals. With 54 and 93 atoms after protonation, MD simulations
at the semi-empirical quantum mechanical (SQM) level were af-

fordable.

2.2 Computational and technical details

All calculations in this work were performed on Intel ® Xeon ®

E3-1270 3.60GHz CPU cores. The QCxMS code version 5.2
was used throughout which is available open-source. [15] For CID
calculations, the general activation run type was utilized. Argon
was used as the collision gas with a pressure of 0.132 Pa and a
collision cell length of 0.25 meters.

The automatic (de-)protonation runs were conducted using the
CREST [64–66] version 2.11.3. Free energy ranking of the ensem-
ble was done using CENSO [67] version 1.2.0 at the r2SCAN-3c [83]

DFT composite level of theory. A structure is ranked by its free
energy difference (∆G) to the most populated protomer (usually
protomer #1). The relative free energies were calculated at tem-
peratures of 300 K, 600 K, and 1200 K in the gas phase. If
not stated otherwise, 600 K was used as the default. Solva-
tion effects on the rankings were investigated with the implicit
solvation model COSMO-RS [84,85]. Methanol was used to rep-
resent a protic solvent commonly used in LC-MS experiments.
For all structures, the relative free energy values in gas and sol-
vent can be found in the supporting information (SI). DFT calcu-
lations were executed either using ORCA [86,87] version 5.0.3 or
TURBOMOLE [88] version 7.5.1. The MD calculations in QCxMS
are mostly based on the GFN2-xTB method [40,89] in combination
with the finite electronic temperature (Fermi smearing) model. It
is set to a temperature of 298 K in the ground state sampling
step and increased to 5000 K in the production runs. MD steps
were carried out using the leap-frog algorithm with a time step of
0.5 fs. Reasonable statistical convergence of the spectral results
was obtained by calculating a number of trajectories equal to 25
times the number of atoms per molecule.

Earlier work on dissociative electron attachment (DEA) [17]

showed that calculation of the EA values on the DFT level can im-
prove the computed spectra. Negatively charged anions require
the inclusion of diffuse basis functions to correctly describe the
more loosely bound outer valence electrons. For cross-checking,
the D4 [90] dispersion corrected PBE [91] and PBE0 [92] functionals
with def2-SV(P) [93], def2-TZVP [94], as well as the the minimal
augmented ma-def2-XVP [95] (X=S,TZ) basis sets were used.
The latter increases accuracy for EA calculations. In the follow-
ing, combinations of QC levels for PES and IP/EA calculations
are written as [PES method]//[IP/EA method]. Calculations of the
multiply charged structures were done using GFN2-xTB//GFN2-
xTB.

Reference spectra taken from the literature were measured be-
tween 10 and 50 eV laboratory frame collision energy (ELAB) us-
ing the Waters Micromass Quattro Triple Quadrupole mass spec-
trometer (LC-ESI-QQQ), the Bruker Maxis Impact mass spec-
trometer (LC-ESI-QTOF) or the Applied Biosystems API3000
mass spectrometer (LC-ESI-QQ).

2.3 Differences between experiment and theory

The various reasons for observed differences between experi-
mental and calculated spectra were discussed in detail in ear-
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lier work. [18,28] In experiments, the ’hardness’ of the ionization
process influences the degree of fragmentation. [96,97] The con-
ditions in the collision cells are device-specific and cannot exactly
be reproduced by the simulation. [98] Thus, collision cell settings
used in QCxMS are determined empirically and do not necessar-
ily reflect the instrumental specifics. Discrepancies in activation
time, ionization energy, and velocity can lead to deviating frag-
mentation behavior. Other experimental conditions (e.g., cooling
effects, photon excitation, etc.) are not accounted for in the sim-
ulations. Furthermore, using SQM methods for the MD simula-
tions can introduce severed errors in the underlying PES, leading
to artifacts or incorrect signal intensities. On the theoretical side,
this is presumably the most important factor.

When multiple charges are present, the electric field accelera-
tion of an ion is greater by the factor of its charge. In the current
version of QCxMS, the velocity of the ion is scaled uniformly and
does not account for the molecular charge.

Most tandem MS instruments do not have the resolution to dis-
play isotope patterns. For better comparison of experiment and
theory, isotope pattern calculations with PlotMS were switched
off in the computations on negative ion mass spectra in the fol-
lowing part.

3 Results and discussion

3.1 Negative Charges
3.1.1 Ketoburytic acid

The smallest benchmark structure, 2-ketoburytic acid (1), is de-
protonated either at the carboxylic acid group (protomer #1) or
less likely at the α-alkyl carbon (protomer #2, ∆G > 20 kcal/mol).

In figure 3, spectra of protomer #1 computed using different
combinations of QC methods for [PES]//[EA] calculations are
shown. The used levels of theory are depicted at the corre-
sponding spectrum. For validation, the results were compared
to a database reference. [74] A computed spectrum for protomer
#2 is provided in the SI.

In all database spectra for 2-ketoburytic acid, the experimental
m/z peaks are shifted compared to the values at which these
signals should appear based on their mass. In the example used
here, signals m/z 57.462, 55.576, and 45.605 are unexpected,
as there is no combination of atoms available that would sum up
to these values. These differences originate from inaccuracies
in the signal resolution of the instrument. Signals lower than ∼
m/z 45 are not measured in the experiment, apparently due to a
mass cutoff.

Calculations using GFN2-xTB//GFN2-xTB shown in figure 3 a)
describe the dissociation of neutral CO and CO2 and produce
fragments at signals m/z 73.028 and 57.034. The latter fragment
dissociates further by H2 loss, creating signal m/z 55.018. Signal
m/z 44.998 (HCO−

2 ) is produced from protomer #2 (see SI).
The spectrum in figure 3 b) was calculated with the GFN2-

xTB//PBE0/ma-def2-TZVP method combination. The most pro-
nounced difference to the full SQM approach shown in a) is the
higher abundance of CO−

2 (m/z 43.989). Otherwise, the use of
DFT for EA calculations does not significantly change the spec-
trum.

A full-DFT calculation was conducted at the PBE/ma-def2-
SV(P)//PBE/ma-def2-TZVP level, which is displayed in figure 3
c). The same collision energy used before leads to stronger
dissociation of [M-H]− in this spectrum. The structure dissoci-
ates more frequently into CO−

2 (m/z 43.989), CO and C2H−
5 (m/z

29.038). Signal m/z 55.018 is missing. Overall, fewer fragmenta-
tion pathways are computed, leading to a lower variety of signals
when compared to figures 3 a) and b).

In figure 3 d), a full-DFT calculation with the more sophisti-
cated PBE0/def2-SV(P)//PBE0/def2-TZVP hybrid DFT level was
conducted. The fragmentation pathways are similar to those dis-
played in figure 3 c). However, the fragment signal intensity is
lower, indicating lower [M-H]− dissociation rates.

Overall, the experimental spectrum is well reproduced by all
theory levels.

3.1.2 Ureidopropionic acid

For ureidopropionic acid (2), the three most populated structures
are deprotonated at the carboxylic acid group and form a tau-
tomeric network at the diamide functional group. Free energy
differences are small in the gas phase (∆G < 2 kcal/mol), but
more distinct in solution (∆G > 10 kcal/mol, see SI). Another pro-
tomer #4 is formed by removal of the α-hydrogen atom, but the
structure is not significantly populated.

Mass spectra of all protomers were calculated using GFN2-
xTB//GFN2-xTB and compared to the experimental reference [74]

as shown in figures 4 a) - d). Protomer structures and free energy
differences relative to the most populated protomer #1 are given
in addition to their respective mass spectrum.

All simulated spectra show good a representation of signal
m/z 59.024 (H3N2CO−). However, the influence of the pro-
tomer structures is significant for producing signal m/z 88.03. In-
tramolecular proton transfer to the secondary amine leads to the
formation of fragment H2C2H4CO−

2 and neutral HN=C=O, which
is described sufficiently by protomer #3 in figure 4 c). While such
a transfer is also possible from the other heteroatoms, the mobile
proton is more likely to relocate from the neighboring hydroxyl
group than from the terminal amine or carboxyl groups. This is
reflected by the different matching scores for the structures in
figure 4.

In figure 5 a), the spectrum of protomer #3 was computed
using PBE/ma-def2-SV(P)//PBE/ma-def2-TZVP. The result is in
excellent agreement with the experiment. Signal m/z 88.039 is
observed in high abundance, which indicates a good description
of the above described mobile proton transfer. A mixed GFN2-
xTB//PBE0/ma-def2-TZVP approach was used to produce the
spectrum in figure 5 b). The resulting matching score of 514
indicates a slight improvement to the score of 418 obtained by
the SQM//SQM calculations in figure 4 c).
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Figure 3 Calculated spectra of 2-Ketoburytic acid (black,top) computed at 20 eV ELAB compared to a measured spectrum (LC-ESI-QQQ) at 25
eV ELAB (blue, inverted). a) GFN2-xTB//GFN2-xTB, b) GFN2-xTB//PBE0/ma-def2-TZVP, c) PBE/ma-def2-SV(P)//PBE/ma-def2-TZVP, d) PBE0/def2-
SV(P)//PBE0/def2-TZVP.

3.1.3 Ascorbic acid

Deprotonation of ascorbic acid (3) leads to five protomers with
up to 35 kcal/mol difference in free energy. Protomer structures
are depicted in figure 6 alongside their computed mass spectra.
Calculations were performed at GFN2-xTB//GFN2-xTB level and
the results are compared to a database spectrum. [72] The use of
DFT for EA calculations did not significantly improve the overall
accuracy and these spectra can be found in the SI.

The base peak of the experimental spectrum is produced by
bond cleavage between the neutral ethanediol fragment (HO-
C2H4-OH) and the negatively charged 2,3-hydoxyfuran fragment
(m/z 115.003). For a better distinction in the following, ethanediol
is called ’side-chain’ and 2,3-hydoxyfuran is called ’backbone’.

The computed mass spectrum and structure of protomer #1
is displayed in figure 6 a). The molecular ion is deprotonated
at the backbone. Fragmentation between backbone and side-
chain produces a high abundance of signal m/z 113.995. The
corresponding fragment structure was added to the figure. The
spectrum of protomer #2 is similar to that of protomer #1 and can

be found in the SI.
The spectrum of protomer #3 shown in figure 6 b) has the

lowest matching score. It is deprotonated at the carbon atom
connecting the backbone to the side-chain. The resulting desta-
bilization of the bond between the structures leads to high frag-
mentation rates already at low collision energies.

Protomers #4 (see figure 6 c) ) and #5 (figure 6 d) ) are de-
protonated at either of the two hydroxyl groups of the side-chain.
In protomer #4, deprotonation of the outermost hydroxyl group
leads to a ring formation and a shift of the double bond inside
the backbone. Because the backbone is not deprotonated, the
experimental base peak is reproduced and matching scores are
high. However, protomers #4 and #5 are not significantly popu-
lated, neither in gas nor when solvation effects are included (see
SI). This indicates rearrangement reactions via mobile protons
between the protomers before dissociation takes place.
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Figure 4 Calculated spectra (black, top) of the four protomers of ureidopropionic acid using GFN2-xTB//GFN2-xTB compared to reference (LC-ESI-
QTOF) at 10 eV ELAB (blue, inverted). Protomer structures, relative free energies, and spectral matching scores are added to their respective spectrum.
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Figure 6 GFN2-xTB//GFN2-xTB calculated spectra (black, top) at 40 eV ELAB of ascorbic acid compared to measured spectrum (LC-ESI-QQQ) at 10
eV ELAB (blue, inverted). Protomer structures, relative free energies, and matching scores are added to their respective spectrum. The structures
attributed to signals m/z 113.995 and 115.003 are added for reference. The spectrum of protomer #2 can be found in the SI.

3.1.4 Tryptophan

Tryptophan (4) has four protomers in a 50 kcal/mol free energy
window. The structures and the relative free energies are de-
picted in figure 7. Protomers #1 and #2 are similarly populated
in the gas phase, while the ranking in solvation is more distinct
(see SI). QCxMS calculations on all protomer structures were
conducted at GFN2-xTB//GFN2-xTB level and compared to a
database spectrum [99] in figures 7 a)–d). Using DFT methods
for EA calculations did not significantly improve the results and
the spectra can be found in the SI.

Protomer #1 is deprotonated at the carboxyl acid group. The
structure and calculated spectrum are shown in figure 7 a). Ap-
parently, the simulated spectrum shows only a weak match to the
experimental, which is reflected by the matching score of 313. Di-
rect dissociation of [M-H]− by neutral CO2 loss produces signal
m/z 159.092. In a second step, single hydrogen atom separa-
tion forms the most abundant signal m/z 158.084, which is not
present in the experimental spectrum.

Protomer #2 is formed through the deprotonation of the pyrrole
nitrogen. It has the highest matching score with 666. The good
agreement between the calculated and the experimental spectra
is depicted in figure 7 b). Three main fragmentation reactions of
[M-H]− were observed. First, proton transfer from the carboxyl
acid to the neighboring amine group leads to NH3 elimination
(m/z 186.055) and subsequent CO2 dissociation (m/z 142.065).
Second, heterolytic fragmentation of the side-chain (C2H2-NH2-
CO2H) leads to the deprotonated indole fragment (m/z 116.050).
Third, signals m/z 129.057 and 74.024 are formed by homolytic
dissociation. Part of the side-chain dissociates as an NH2-CH-
COOH glycine derivate, while a CH2 group remains bound to
the deprotonated indole fragment (see figure 7). Both fragments
obtain statistical charge, while signal m/z 74.024 is more pro-
nounced in the calculations.

The computed spectra of protomers #3 and #4 (figures 7 c)
and d) ) display considerable discrepancies to the experimental
spectrum and low populations render these structures irrelevant
for the observed spectrum.
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Figure 7 Spectra calculated at at GFN2-xTB//GFN2-xTB (black, top) of the four protomers of tryptophan at 35 eV ELAB compared to a measured
spectrum (LC-ESI-QQ) at 20eV ELAB

[99] (blue, inverted). Protomer structures, relative free energies, and matching scores are added to their respective
spectrum.

3.1.5 Level of theory for negative charge CID

Computational cost is a significant factor in choosing the level of
theory for the computations. For the benchmark molecules (1)
– (4) (see figure 2), timings of the different [PES]//[EA] combina-
tions are provided in table 2.

Table 2 Average timings [min] per fragmentation MD for mass spectrum
calculations of the benchmark molecules (1)–(4). Different QC level com-
binations for PES and EA calculations were used when affordable

PES level EA level time [min]
(1) (2) (3) (4)

GFN2-xTB GFN2-xTB 1.5 3.5 4 17
GFN2-xTB PBE0/ma-def2-TZVP 10.5 14 156 335
PBE/ma-def2-SVP PBE/ma-def2-TZVP 742 4340 – –

Computations using the full GFN2-xTB//GFN2-xTB method
take on average between 1-2 and 17 minutes for a single frag-
mentation MD. The more sophisticated GFN2-xTB//PBE0/ma-
def2-TZVP approach increases the computation times dramati-

cally to up to 5 hours for (4). With over three days (4340 min-
utes) computation time for a fragmentation MD for (2), the full-
DFT PBE/ma-def2-SVP//PBE/ma-def2-TZVP approach is three
orders of magnitude more expensive than using GFN2-xTB.

The observations made in the calculation of negative ion mass
spectra presented here indicate that the choice of the initial pro-
tomer structure is of greater importance in describing the cor-
rect fragmentation pathways than investing in EA computations
at DFT levels. This conclusion is in accordance with Field’s
rule [100], which states that for soft-ionization-based methods the
protonation state of a fragment is of major relevance for its signal
intensity. This contrasts earlier work on DEA [17] which follows
Stevenson’s rule [101] for hard-ionization-based methods. Over-
all, the good performance of QCxMS in combination with the
implemented GFN2-xTB Hamiltonian seems to provide fast and
reliable results for CID mass spectra in negative ion mode for
common organic molecules.
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3.2 Multiple Charges

3.2.1 Crizotinib

The fragmentation pathways of doubly protonated crizotinib (5)
were studied previously. [81] Figure 9 a) shows the measure-
ment of the singly positive charged molecular ion ([M+H]+, m/z
450.1266). Figure 10 a) depicts the experimental full MS/MS
scan that includes the singly protonated [M+H]+ (m/z 450.1266)
and doubly protonated [M+2H]2+ (m/z 225.5662) species. The
proposed fragmentation scheme by Joyce and Richards is dis-
played in figure 8. The black roman numerals denote the re-
actions described in the literature, while gray numerals indicate
alternative fragmentation pathways computed by QCxMS.
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Figure 8 Dissociation reactions as proposed in ref. [81] are marked with
black roman numerals and arrows. Alternative fragmentation reactions
computed with QCxMS are indicated with gray roman numerals and ar-
rows.

In the literature, the most populated protomer was determined
by the computation of the most basic sites of the neutral struc-
ture in aqueous media. For validation, CREST and CENSO were
utilized in this work to verify the reported findings. The three
most populated protomers computed here are displayed in table
3 with their free energy ranking in water, methanol, and the gas
phase at 300 K. The most populated protomer #1 in water and
methanol is the same as reported in the literature. In the gas
phase, protomer #1 is not significantly populated.

The calculated spectrum of protomer #1 is displayed in figure
9 b). All experimental fragments were calculated correctly, how-
ever with a mass discrepancy. The computations produce signals
m/z 366.0450, 259.1433, and 175.0619 instead of the measured
signals m/z 367.0515, 260.1502, and 177.0767. In the scheme
of figure 8, reaction I is proposed in the experiment as a het-
erolytic dissociation of [M+H]+, producing signal m/z 260.1502.
In contrast, the QCxMS calculations favor homolytic dissociation
and a radical ion fragment (m/z 259.1433) is formed. Interest-
ingly, various homolytic dissociation reactions were reported in
the literature, that are produced by other protomers. Signal m/z

Table 3 Free energy differences of the three most populated structures
of crizotinib in water, methanol, and in the gas phase. Computed at 300
K with CENSO (∆G in kcal/mol)
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Cl
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Cl
NH2

CENSO #1 #2 #3
Water 0.00 2.06 10.13
Methanol 0.00 1.87 10.64
Gas 11.23 0.00 7.04

259.1433 was described to have an odd electron structure, sup-
porting the findings of QCxMS. However, the computed spectra
of protomers #2 and #3 are similar and display the same overall
fragmentation patterns as protomer #1. These spectra can be
found in the SI.

Using CREST and CENSO, the second protonation in water at a
temperature of 300 K leads to the same doubly charged protomer
#1 as proposed in the literature. The computed spectrum is de-
picted in figure 10 b). A spectrum of the second most populated
protomer #2 (∆G 10 kcal/mol) can be found in the SI.

As mentioned in section 1.4, the charge of an ion is reflected
by its isotope pattern. Using PlotMS, the isotope patterns of
all signals were calculated for the theoretical spectrum and are
shown enlarged in figures 9 b) and 10 b). ∆m/z of 1 indicates a
single charge present in the signal, while ∆m/z of 0.5 indicates
two charges. ∆m/z of 2 is the isotope abundance of the chlo-
rine atoms. By the comparison of the computed isotope patterns
of [M+H]+ (m/z 450.1263, ∆m/z 1) in figure 9 b) to [M+2H]2+

(m/z 225.5671, ∆m/z 0.5) in figure 10 b), it is evident that the
software is able to distinguish multiple charged signals from
single charged ones. More complicated, fragment signals m/z
260.1511 and 130.5791 are of interest concerning the capabili-
ties of QCxMS and PlotMS. The structures are similar, but the lat-
ter carries one proton more and is thus charged twice. It is visible
that the latter fragment was correctly assigned a twofold charge
with QCxMS (figure 10 b), bottom left), as ∆m/z between the sig-
nals is 0.5. This proofs that our approach is able to compute and
assign multiply charged fragments with the ∆ SCF method, for
which details were described in section 1.3. In table 4, the cal-
culated IP values of fragments m/z 260.1511 and 130.5791 are
listed.

Because QCxMS is currently only able to calculate a spec-
trum of either single, doubly,..., multiply protonated species at a
time, the signal of [M+H]+ (m/z 450.1266) is not present in fig-
ure 10 b). In contrast to the literature, signals m/z 367.0528 and
260.1511 are formed from the doubly protonated molecular ion
and not from the singly charged protomer (see figure 8 IV and
VII). In the computed spectrum, signal m/z 177.0776 is under-
represented and signal m/z 176.0698 is more abundant. The
latter is an odd electron structure formed through homolytic bond
dissociation and described in the literature as an impurity.

Overall, QCxMS successfully matches all experimentally re-
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366.0450

Figure 9 a) measured spectrum of singly protonated crizotinib (LC-ESI-QTOF; 23 eV ELAB) [81].
b) Computed spectrum (GFN2-xTB//GFN2-xTB at 50 eV ELAB) of singly protonated crizotinib. Isotope patterns computed with PlotMS are enhanced
for specific signals.

Table 4 Ionization potential calculations on the fragments m/z 190.983
and 260.151 compared to fragments m/z 189.975 and 261.158. Sum-
mation of the potentials show that in the first case the charge is split
between the two fragments (Sum 1-1), while in the latter two charges
remain on fragment m/z 261.158, leading to signal m/z 130.579 (Sum
0-2)

m/z Charge IP (eV) m/z Charge IP (eV)
190.983 1 11.65 189.975 1 13.13

2 29.10 2 31.04
260.151 1 8.55 261.158 1 7.77

2 22.51 (130.579) 2 19.49

∑ ∑

1-1 20.20 1-1 20.90
2-0 29.10 2-0 31.04
0-2 22.51 0-2 19.49

ported signals for this compound. Using IP calculations to cor-
rectly allocate multiple charges to single fragments was accurate.
Appropriate proton assignment after fragmentation was crucial
for recreating the right signals, which was accounted for by the

GFN2-xTB calculations. However, the protonation sites of the
fragments are different in our computations than reported in the
literature. This is due to the equilibration of the structure to its
gas phase geometry (see protomer #2 in table 3), which is not
accounted for in the reference fragmentation scheme (figure 8).
Signal intensities between measured and calculated spectrum
are different, which is directly related to the discrepancies be-
tween experiment and calculation discussed in section 2.3. In-
creasing the level of theory for IP calculations at DFT level did
not increase the overall accuracy (see SI).
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176.0698

177.0776

191

Figure 10 a) Full scan MS of crizotinib (LC-ESI-QTOF; 25 eV ELAB) [81].
b) Computed spectrum (GFN2-xTB//GFN2-xTB at 50 eV ELAB) of doubly protonated crizotinib. Isotope patterns computed with PlotMS are enhanced
for specific signals.

3.2.2 Derivatized Lysine

In the literature, [82] three lysine molecules were connected via
peptide bonds and protonated thrice at the respective tertiary
amine groups. The computed spectrum of this structure (6) and
a comparison to the experimental spectrum is provided in fig-
ure 11. The proposed fragmentation pathway from the literature
is displayed in figure 12, in which roman numerals are used for

fragment assignment.

[M+3H]3+ at m/z 167.149 is not marked in the experimen-
tal spectrum, most likely due to its low signal abundance. An
overview of all experimental and computed signals with their re-
spective charged states is provided in table 5.

QCxMS computes four out of nine reported structures correctly
and one correct fragment with wrong charge assignment. Signal
m/z 142.786 (III) carries a 3+ charge in the experiment, but is
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Figure 11 Calculated spectrum (black, top) using GFN2-xTB//GFN2-xTB
at 55 eV ELAB of the triply charged lysine derivate compared to experi-
mental spectrum (blue, inverted) taken from the literature. [82]

Table 5 Signals found in the experiment and the calculations with their
corresponding charge state

Fragment exp. m/z exp. charge comp. m/z comp. charge
– – 386.313 1+
– 342.263 1+

IX 341.254 1+ – –
VIII 329.254 1+ 329.254 1+

– – 300.194 1+
– – 236.205 2+

VII 213.675 2+ – –
VI 207.675 2+ 207.675 2+

– – 178.661 2+
V 171.131 2+ 171.131 2+
V 171.131 2+ 342.262 1+
IV 150.125 2+ – –

– – 144.126 1+
III 142.786 3+ 214.180 2+
II 86.096 1+ 86.096 1+
I 74.096 1+ – –

– – 73.089 1+

assigned a charge of 2+ in the calculations, creating signal m/z
214.180. Here, QCxMS assigns a charge to the neutral fragment
at m/z 73.089. The described rearrangement into the ring struc-
ture III and consecutive fragmentation into VII (m/z 213.676) is
not computed.

Dissociation of the tertiary amine groups is otherwise ade-
quately described. Single amine dissociation forms the doubly
charged structure VI (m/z 207.676). Depending on the protona-
tion state of the leaving amine group, consecutive tertiary amine
fragmentation creates either 1) signals m/z 329.255 (VIII) and the
base peak m/z 86.096 (II) or 2) the doubly charged m/z 171.131
(V) and neutral m/z 73.089. In a competitive fragmentation path-
way, the latter dissociation reaction is computed with a single
charge on both fragments: m/z 167.149 (3+) → 207.675 (2+) +
73.089 (1+) → 342.263 (1+) + 73.089 (1+). The formally neutral
leaving group (m/z 73.089) is again wrongfully charged.

Two factors are of significance when computing this lysine
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Figure 12 CID fragmentation analysis proposed in the reference [82]. Ro-
man numerals were used for the product ions of spectrum in figure 11).
PI is the precursor ion.

derivate structure. First, the molecule consists of 92 atoms af-
ter protonation and has large, flexible side chains. Second, the
rearrangement reactions and proton transfers described in figure
12 are significant in the correct portrayal of the fragmentation re-
actions. To account for these factors, a good description of the
underlying PES is needed. However, due to the high computa-
tional cost, the MD simulations of this system can only be carried
out with SQM methods. Using low-level QC methods limits the
accuracy of the computations and the MD simulations are un-
likely to account for all consecutive rearrangement reactions in
high yield.

Overall, more investigation into the details of the charge as-
signment has to be conducted. An adapted implementation of
Field’s rule [100] into QCxMS is planned, which renders a frag-
ment with higher proton affinity more abundant.

4 Conclusion and outlook
The collision induced dissociation (CID) run mode of QCxMS
was successfully extended to calculate mass spectra indepen-
dent of the charge state of the molecular ion. Technically, arbi-
trary charge states can be investigated while actual computations
reveal, that practically — depending on the size and flexibility of
the molecules — only a few charges can be treated reliably.

The negative ion mode was tested on a benchmark set of 2-
ketoburytic acid (1), 3-ureidopropionic acid (2), ascorbic acid (3),
and tryptophan (4). Good agreement with experimental database
spectra when using GFN2-xTB//GFN2-xTB for potential energy
surface (PES) and electron affinity (EA) calculations renders the
method highly satisfactory for computing CID mass spectra in
negative ion mode. A mixed variant using GFN2-xTB//PBE0/ma-
def2-TZVP did not significantly improve the results. Using
full-DFT at PBE/ma-def2-SV(P)//PBE/ma-def2-TZVP levels im-
proved the agreement with the experiment, but increased the
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computational costs by three orders of magnitude.
The mass spectrum of doubly positive charged crizotinib was

successfully computed, covering all experimentally reported sig-
nals. It was shown that all fragments result from the doubly
charged molecular ion, instead solely from its singly charged
counterpart as reported in the literature. For a triply charged
lysine derivate, the fragment charge assignment is more compli-
cated. The flexibility of the structure and the low level of theory
used for the computations led to some cases of wrong charge
assignment. Nevertheless, five out of nine reported fragments
were computed correctly using QCxMS.

Overall, it is demonstrated that QCxMS is a valuable, freely
available open-source [15] tool for the unbiased and ’black-box’
elucidation of dissociation reactions occurring in various mass
spectrometry experiments. It is the first program able to compute
spectra of unknown compounds carrying multiple positive and
negative charges. In combination with the PlotMS tool, plotting of
accurate masses and isotope patterns of multiple charged frag-
ments is routinely possible. Using the build-in GFN2-xTB Hamil-
tonian, the program is independent of any third-party software.
Nevertheless, QC software like ORCA or TURBOMOLE can be
used for DFT-based MS calculations as well.

An interesting case for future applications is the calculation of
multiply deprotonated structures. Further run modes, like the
surface-induced dissociation (SID) method, are currently being
realized.
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