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ABSTRACT:  The ability to exploit carbonyl groups to measure 
electric fields in enzymes and other complex reactive environ-
ments using the vibrational Stark effect has inspired growing in-
terest in how these fields can be measured, tuned, and ultimately 
designed. Previous studies have concentrated on the role of the sol-
vent in tuning the fields exerted on the solute. Here, we explore 
instead the role of the solute electronic structure in modifying the 
local solvent organization and electric field exerted on the solute. 
By measuring the infrared absorption spectra of amide-containing 
molecules, as prototypical peptides, and contrasting them with 
non-amide carbonyls in a wide range of solvents, we show that 
these solutes experience notable differences in their frequency 
shifts in polar solvents. Using vibrational Stark spectroscopy and 
molecular dynamics simulations, we demonstrate that while some 
of these differences can be rationalized using the distinct intrinsic 
Stark tuning rates of the solutes, the larger frequency shifts for am-
ides and dimethylurea primarily result from the larger solvent elec-
tric fields experienced by their carbonyl groups. These larger fields 
arise due to their stronger p-π conjugation, which results in larger 
C=O bond dipole moments that further induce substantial solvent 
organization. Using electronic structure calculations, we decom-
pose the electric fields into contributions from solvent molecules 
that are in the first solvation shell and those from the bulk and show 
that both of these contributions are significant and become larger 
with enhanced conjugation in solutes. These results show that 
structural modifications of a solute can be used to tune both the 
solvent organization and electrostatic environment, indicating the 
importance of a solute-centric paradigm in modulating and design-
ing the electrostatic environment in condensed-phase chemical 
processes. 

INTRODUCTION 
Among fundamental chemical principles, the concept of solva-

tion has long been a topic of significant research, playing a central 
role in disciplines such as supramolecular chemistry,1 chemical re-
activity,2 macromolecular folding,3 and colligative properties of 
solutions4. The molecular properties of both solute and solvent 
must be simultaneously considered to characterize the solvation 
process. These properties, which include the total molecular dipole 
moment and those of individual chemical bonds, the hydrogen 
bonding donor or acceptor capability, polarizability, and molecular 
shape, will all influence the types of intermolecular forces between 
solute and solvent. Each of these interactions will in turn contribute 
to an overall electric field upon the solute, which can be probed 

spectroscopically by mapping from the observed frequency shifts 
using the Stark effect, whether electronic5-6 or vibrational.7  
    Solute-solvent interactions are frequently analyzed from the per-
spective of the solvent, where changes to solvent properties (e.g., 
polarity as characterized by the static dielectric constant εs, or po-
larizability as characterized by the refractive index η) can produce 
striking changes in solute’s absorption spectra, a phenomenon 
known as solvatochromism.8-9 Solvatochromism for electronic 
transitions—the shift of the absorption spectrum due to changes in 
the solvent polarity—is widely used as a proxy to calibrate solvent 
polarity.10 In the case of the vibrational Stark shifts, the changes in 
frequency can be connected to the electric field induced by the sol-
vent using simulations to generate correlations between the ob-
served frequencies and the calculated fields. This strategy has been 
successfully employed both for probing solvent fields around 
small molecules11-13 as well as in complex and heterogeneous en-
vironments such as proteins.14-18   
 While solvatochromism studies have provided significant in-
sights into the role played by the solvent in determining the electric 
fields experienced by the solute, these fields ultimately arise from 
the mutual interaction between the solvent and solute, and thus also 
depend on the fields and structural ordering that the solute exerts 
on the solvent. These mutual interactions often require a compro-
mise between solvent-solvent interactions and specific solvent-so-
lute interactions such as those arising from charged or dipolar func-
tional groups as well as steric effects.19-21 Additionally, in some 
cases there can be a significant interplay between the solvent field 
and the electronic structure of the solute, such as in donor-acceptor 
polyenes where changes in solvent polarity lead to drastic changes 
in the bond-alternation pattern of the polyene.22-24 Theoretical 
models that aim to mechanistically understand and predict how so-
lutes direct solvent organization to produce spectroscopic fre-
quency shifts originate with the reaction field model of Onsager,25 
and have since been extended to more detailed self-consistent re-
action fields,26-27 and more recent implicit solvent models.28-32 
 Here we elucidate how the molecular properties of solutes alter 
the electric fields they experience by investigating and contrasting 
molecules containing amide (amides and dimethylurea) and non-
amide (ester, thioester, and ketone) carbonyls (Figure 1A) in a 
range of polar solvents. By employing vibrational Stark and infra-
red (IR) spectroscopies and molecular dynamics (MD) simula-
tions, we show that, of all the carbonyl-containing molecules stud-
ied, greater IR frequency shifts and larger fields are directed on 
carbonyls when nitrogen is included at one or both α-positions. The 
fields projected on these amide carbonyls are much larger due to 
the enhanced electron delocalization arising from the p-π 
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conjugation with the adjacent nitrogen atom (Figure 1B), which 
leads to enhanced carbonyl bond (C=O) dipole moments over non-
amides and more pronounced solvent organization about them. 
The larger fields experienced by amides are important given their 
biochemical roles in proteins and other natural products,33 includ-
ing protein secondary structure determination 34-35 and the synthe-
sis or hydrolysis of peptide bonds in ribosomes or proteases, re-
spectively, which may involve catalysis through electrostatic sta-
bilization of an oxyanion intermediate along the axis of the car-
bonyl.36-39  
 To gain insights into the underlying mechanism by which the p-
π conjugation effect in amides tunes the electric field on C=O, we 
then use electronic structure calculations to quantify the field con-
tributions from solvent molecules in close contact with the solute 
(e.g., those in the first solvation shell or directly hydrogen-bonded 
to the solute) and those from the bulk solvents, which are illus-
trated in Figure 1C. Using water as an example, we demonstrate 
the existence of a mechanism whereby stronger fields are mediated 
by increased number of hydrogen bonds (HBs) as well as greater 
organization of solvent molecules in the bulk, both of which con-
tribute significantly to the field enhancement and increase simul-
taneously as the solute electronic structure is altered. By doing this, 
we provide insights into the relative importance of direct solute-
solvent interactions and long-range dielectric effects in determin-
ing the electric field experienced by the solute, and how these con-
tributions change depending on the solute structure. This offers the 
opportunity to systematically understand the ways in which solute 
structures can be modified to tune the solvent organization and the 
resulting electrostatic environment for chemical processes in con-
densed-phase systems ranging from solutions to enzymes.  

 
Figure 1. (A) Molecules used in this study. (B) Resonance within 
a peptide bond via p-π conjugation increases the total dipole mo-
ment of the amide carbonyl through both charge separation and 
bond order reduction. (C) Carbonyl-containing solutes such as N-
methylacetamide (shown with sticks) interact with solvent directly 
via hydrogen bonds (yellow), and by long-range electrostatic in-
teractions with the bulk dielectric (blue). Both effects contribute to 
the electric field experienced by the solute carbonyl. 

 
MATERIALS AND METHODS 

Materials for Experimental Characterization. The carbonyl-
containing compounds were acquired from the following sources: 
N,N-dimethylacetamide (DMA, 99.9%, Sigma-Aldrich), N-
methylacetamide (NMA, 99%, Sigma-Aldrich), ethyl thioacetate 
(98%, Sigma-Aldrich), ethyl acetate (99.8%, Sigma-Aldrich), ac-
etone (99.8%, Acros Organics), 1,3-dimethylurea (98%, Acros Or-
ganics). Solvents were purchased as follows: 2 methyltetrahydro-
furan (2-MeTHF, >99%, Sigma-Aldrich), D2O (100.0% atom D, 

Acros Organics), glycer(ol-d3) (99% atom D, Sigma-Aldrich), 
methanol (99.8%, Fisher Scientific), dimethylsulfoxide (99.7%, 
Acros Organics), chloroform (99.9%, Acros Organics), dichloro-
methane (99.9%, Acros Organics), tetrahydrofuran (99.9%, Acros 
Organics), dibutylether (99%, Sigma-Aldrich), n-hexanes (99%, 
Sigma Aldrich). All reagents were used without further purifica-
tion.  

Vibrational Solvatochromism. All infrared spectra were recorded 
using a Bruker Vertex 70 FTIR spectrometer with a liquid nitro-
gen-cooled mercury cadmium telluride (MCT) detector, using pre-
viously described methods.14 A mountable liquid sample cell was 
constructed from two CaF2 optical windows (0.75 in diameter, 0.25 
in thickness, Red Optronics), separated by two semicircular Teflon 
(PTFE) spacers (25 and 50 μm thickness), to which 20 μL of sam-
ple solution (~ 10 mM) were added. Samples were purged within 
the instrument by a nitrogen flow for 5 min to remove atmospheric 
CO2 and water vapor. Transmission spectra were then recorded by 
averaging 256 scans between 2000 and 1400 cm–1, each time with 
1 cm–1 resolution and aperture between 2 and 6 mm to maximize 
signal intensity without oversaturating the detector. Absorption 
spectra were calculated by taking the negative logarithm of the 
transmission spectra and subtracting the spectrum of the blank. Ex-
perimental spectra for acetone and 1,3-dimethylurea were com-
pared with previously collected FTIR spectra for dimethylacetam-
ide, ethyl acetate, ethyl thioacetate, and N-methylacetamide using 
similar methods.17 Each solvatochromism measurement was re-
peated in triplicate, consistently using three different orientations 
of the sample cell within the FTIR instrument. Frequencies of the 
carbonyl stretching band were selected by fitting Gauss-Lorentz 
curves to the relevant spectral region using the Levenberg-Mar-
quardt algorithm. In cases of closely overlapping peaks, multiple 
Gauss-Lorentz curves were fitted, with a weighted sum taken 
based on their respective intensities to identify the ensemble aver-
age frequency position. 

Vibrational Stark Spectroscopy. Vibrational Stark spectra for 
ethyl acetate, ethyl thioacetate, N-methylacetamide, and dime-
thylacetamide have been reported by Schneider et al.17 For this 
work, acetone and 1,3-dimethylurea were dissolved in glass-form-
ing solvents as indicated with concentrations of 50 mM.  Solutions 
were loaded into a sample cell comprised of two offset CaF2 win-
dows (1 mm thickness, 12.7 mm diameter, TOCtek Photonics), 
each coated on the inner face with a 4.5 nm layer of nickel and 
separated by 26 μm Teflon spacers. Electrodes were connected to 
each window to convert the sample cell into a parallel-plate capac-
itor. The filled sample cell was quickly immersed in liquid N2 in a 
custom-built cryostat,40 and Stark spectra were recorded on a 
Bruker Vertex 70 FTIR spectrometer with fields of 0.5 − 1.8 

MV/cm (applied voltages of ~1.5−4.0 kV) from a Trek 10/10 
high-voltage power amplifier, using  1 cm–1 resolution and 64 scans 
apiece of field-on/off transmission spectra.  Measurements were re-
peated with increasing fields to ensure that the intensity of the 
Stark spectrum scales linearly with the square of the field strength 
as expected for an isotropic, immobilized sample.41   

The linear Stark tuning rate was determined as previously de-
scribed by numerically fitting the zeroth, first, and second deriva-
tives of the best-fit Voigt profile of the experimental absorbance 
spectrum to the Stark spectrum.41 This analysis assumes an iso-
tropic, immobilized sample and that the angle (ζ) between |∆𝜇𝜇C=O|  
and the transition dipole is zero; the experimentally set angle (χ) 
between the incident light polarization and the external electric 
field direction was 90° as previously described (see SI Section I).41 
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In cases where overlapping peaks were observed (e.g., where both 
hydrogen bonding and non-hydrogen bonding species occur), the 
derivative contributions were determined from the full absorbance 
spectrum in the spectral region of interest unless otherwise noted. 
Note that while the applied electric field (�⃗�𝐹ext) is known accurately 
from the applied voltage and separation of the electrode, the actual 
field experienced by the probe (�⃗�𝐹local) differs from this value and 
needs to be adjusted by a local field correction factor (f), i.e., 
�⃗�𝐹local= f �⃗�𝐹ext.41-42 While the exact value of the local field factor is 
not known (and is treated here as a scaler), it is expected to have a 
value between 1 and 2 for carbonyls.7, 13, 16, 43 As such, the Stark 
tuning rates are reported in terms of |∆𝜇𝜇C=O|ƒ ; this will be dis-
cussed in further detail with the results. 

Molecular Dynamics (MD) Simulations. The carbonyl-contain-
ing solute molecules were parameterized using Gaussian 1644 and 
AmberTools20.45  The molecules were constructed in GaussView 
and then geometry-optimized using DFT at the B3LYP/6-
311++G(2d,2p) level.46-47 Optimized solute structures were input 
into the Antechamber program of AmberTools and parametrized 
using the General Amber Force Field (GAFF)48 and the AM1-BCC 
method49 to assign fixed atomic charges. Organic solvent parame-
ters were taken from Caleman et al.,50 while for water the TIP3P 
model51 was employed.  All MD simulations were set up and per-
formed in GROMACS 2018.52-53 Each solute was solvated in 
GROMACS via gmx solvate using the benchmarked densities from 
Caleman et al.50 in a cubic periodic box of length 40 Å. 

The MD simulations were performed with periodic boundary 
conditions, where long-range electrostatics was treated by particle-
mesh-Ewald (PME) with a 1 nm real-space cutoff. The system was 
first energy-minimized, prior to equilibration in the NVT ensemble 
for 200 ps at 300 K followed by 200 ps in the NPT ensemble at the 
same temperature and a pressure of 1 bar. Temperature coupling 
was controlled with a stochastic velocity-rescaling thermostat,54 
and pressure via the Parrinello-Rahman barostat.55 MD production 
runs were carried out for a total of 1 ns, with snapshots of the forces 
and positions recorded every 200 fs, producing a total of 5,000 
snapshots per trajectory. For the calculation of radial distribution 
functions, the positions were recorded every 2 fs. 

Electric Field Calculations. Electric fields acting on the solute 
carbonyl groups were calculated using both classical force fields 
and electronic structure calculations at the DFT level. In the first 
approach, the electric field vectors on the carbon and oxygen atoms 
were obtained from the electrostatic forces acting on them in each 
snapshot employing a previously established approach.14 The total 
electric field on the carbonyl group was then calculated by averag-
ing the projection of each atom’s field vector along the C=O bond 
direction. Repeating this for each snapshot, the ensemble-averaged 
value is reported for each solute-solvent combination. 

 The electric field calculations at the DFT level were performed 
on the selected MD frames for all six solutes in water using the Q-
Chem 5.4.2 software package.56 The MD frames were first sorted 
based on the number of hydrogen bonds formed between the car-
bonyl group and the surrounding water molecules, then 100 frames 
were randomly selected from each group on which the electronic 
structure calculations were performed (unless the group contained 
less than 100 frames, in which case all frames were used). The de-
tailed procedure for DFT-based electric field calculations was 

elaborated elsewhere.57 In brief, we first generated truncated so-
lute-solvent clusters with a cutoff radius of 7 Å, i.e., the center-of-
mass of each included solvent molecule is within 7 Å of at least 
one of the solute atoms. We then employed the Subsystem Projec-
tion Atomic Orbital Decomposition (SPADE)58 method to parti-
tion the electron density of the entire solute-solvent system, based 
on DFT calculations at the B3LYP/6-31+G(d) level. The electron 
density assigned by this partitioning to the solvent part of the sys-
tem, together with the solvent nuclei, was then used to calculate 
the electric field vectors on the carbon and oxygen atoms and then 
the electric field on the carbonyl group. 

Hydrogen-bond analysis and decomposition of solvent electric 
fields. The number of HBs between solute and solvent, plus the 
angular and distance distributions of those HBs for each solute, 
were determined using the gmx hbond function based on a widely 
used geometrical criterion for HBs:59 for the protic solvents (water 
and methanol), an HB between a solvent O-H group and the solute 
carbonyl group is defined to occur when the OSolvent⋯OSolute dis-
tance is within 3.5 Å and the H-OSolvent-OSolute angle is below 30°. 
HB interactions to chloroform were identified similarly by a CSol-

vent⋯OSolute distance within 4.0 Å, accounting for the longer inter-
action distances, and a H-CSolvent-OSolute angle below 30°. 

With water we then quantified the respective contributions from 
solvent molecules in the first solvation shell (those whose oxygen 
atoms, Ow, are within 3.5 Å of the carbonyl oxygen, Oc) and from 
those outside (i.e., bulk solvents). These contributions are referred 
to as the inner- and outer-shell contributions to the field, respec-
tively, throughout this paper, and they were obtained from DFT-
based electric field calculations with either the outer- or inner-shell 
water molecules removed from the solute-solvent clusters. An ad-
ditional non-additive component was then evaluated by subtracting 
these two contributions from the total electric field acting on C=O, 
which primarily reflects the effect of mutual polarization between 
the inner- and outer-shell water molecules. A similar analysis was 
also performed to determine the field contributions from HB and 
non-HB water molecules, where the solvent water molecules were 
categorized based on both the distance and angular criteria for 
HBs. 
 
RESULTS 

Experimental observation of stronger solvent-induced fre-
quency shifts for amides versus non-amides. Figure 2 shows the 
FTIR spectra obtained for several carbonyl-containing molecules, 
as an extension of the previous results of Schneider et al.17 From 
this it is clear that the relative frequency shifts for the amide-con-
taining molecules (N-methylacetamide and 1,3-dimethylurea) are 
much greater than those observed for acetone: the C=O stretch 
mode of acetone shifts by only 26 cm-1 upon going from the least 
(hexane) to most polar (water) solvent studied, while that of 1,3-
dimethylurea shifts by ~100 cm-1. This is consistent with the pre-
vious results showing a similar disparity when comparing the C=O 
frequency shifts observed for dimethylacetamide to those of ethyl 
acetate and ethyl thioacetate.17   
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Figure 2. FTIR Spectra of (A) Acetone, (B) N-Methylacetamide, and (C) 1,3-Dimethylurea show increasing frequency shifts in more polar 
solvents. Note that the x-axis scale (in cm-1) is the same in all three panels, making it immediately clear that much larger spectral shifts with 
solvent polarity are observed for 1,3-dimethylurea than for acetone. Shoulder peaks are presumed to occur due to a dimerizing population 
in the least polar solvents (*) or Fermi resonances in more polar solvents (†).

To uncover the origin(s) of these striking observations, we con-
sider the interpretation of these results within the framework of the 
first-order vibrational Stark effect (VSE), which predicts a linear 
response of infrared absorption frequency to the electric field ex-
perienced by the probe oscillator along the axis of its vibrational 
mode.7, 12 This is an intrinsic result of the anharmonicity of the os-
cillator, where the equilibrium bond length d increases upon the 
transition from the ground to first excited vibrational state. For a 
polar oscillator with charge separation q, this will entail a change 
in dipole from 𝜇𝜇0 = 𝑞𝑞𝑑𝑑 to 𝜇𝜇1 = 𝑞𝑞(𝑑𝑑 + Δ𝑑𝑑). Note that in addition 
to the internal energy of the molecule itself, the electric field aris-
ing from a molecule’s environment will interact with the oscillator 
dipole moment to change the total energy in both the ground and 
excited vibrational states. Hence in the presence of a solvent-in-
duced electric field �⃗�𝐹, the IR frequency for a carbonyl will change 
by Δ�̅�𝜈C=O = −Δ𝜇𝜇C=O ⋅ �⃗�𝐹 = −|Δ𝜇𝜇C=O|𝐹𝐹C=O due to the interaction 
of the carbonyl difference dipole Δ𝜇𝜇C=O = 𝜇𝜇1 − 𝜇𝜇0 with the field 
projected onto the carbonyl 𝐹𝐹C=O . Because the carbonyl dipole 
typically increases upon excitation, such an interaction is energet-
ically favorable when the field from a polar solvent is aligned with 
the bond direction, leading to a red shift in the vibrational absorp-
tion spectrum. Electric fields along the carbonyl can thus be pro-
portionally mapped onto changes in its vibrational frequency ac-
cording to the Stark tuning rate |∆𝜇𝜇C=O|. We see that there are two 
primary factors that can explain the significant difference in Δ�̅�𝜈C=O 
for various carbonyls, namely the Stark tuning rate |∆𝜇𝜇C=O| as a 
molecular property associated with the solute electronic structure, 
and the solvent-induced electric field exerted on the carbonyl bond 
(𝐹𝐹C=O). To characterize which property (or combination thereof) is 
at work in the structure-dependent variation in frequency shifts, we 
use a combination of experimental and computational means to 
separately assess both |∆𝜇𝜇C=O| and 𝐹𝐹C=O as well as the factors lead-
ing to their variations.  
     We first consider the role of the Stark tuning rate |∆𝜇𝜇C=O| in 
determining the observed larger amide frequency shifts by per-
forming vibrational Stark spectroscopy (VSS) experiments, where 
an external electric field is applied to an isotropic immobilized 
sample in a frozen glass. The resulting changes in the absorption 
spectra can be used to calibrate the Stark tuning rate.41 For each 
molecule investigated by VSS, the Stark spectra we measured are 
almost entirely dominated by the second derivative of the absorb-
ance spectrum, from which we obtain |∆𝜇𝜇C=O|f , where f is the local 
field factor that accounts for the difference between the electric 
field experienced in the frozen glass and the field applied 

externally to the sample (see SI section I).7, 41, 60 For carbonyls the 
value of f is generally thought to be around 2.7 The results of the 
VSS measurements (|∆𝜇𝜇C=O|f) for each compound are summarized 
in the second column of Table 1, where the results from this work 
for acetone and 1,3-dimethylurea (SI Figures S1-S2) are combined 
with those obtained previously by Schneider et al.17 The very sim-
ilar values of |∆𝜇𝜇C=O|f shown in Table 1 for NMA in 2-MeTHF 
and 1:1 Glycer(ol-D3)-D2O (both at 1.30 cm–1/(MV/cm)) and those 
for DMA in 2-MeTHF and ethanol (1.25 vs. 1.26 cm–1/(MV/cm)) 
suggest that the local field factor changes negligibly with the glass-
forming solvent used, at least in these cases.  

Assuming that the variation in f across these solutes is relatively 
small, one can use the variations in |∆ 𝜇𝜇C=O |f among these 
molecules to help explain the observed differences in solvent-
induced frequency shifts in Figure 2, which can further be 
compared with the independently obtained results in the following 
section using vibrational solvatochromism. In particular, the 
|∆𝜇𝜇C=O |f value of acetone, 0.74 cm–1/(MV/cm), is significantly 
lower than that of the other molecules, consistent with the 
observation that its frequency shift due to solvent field is the 
lowest. On the other hand, variations in |∆𝜇𝜇C=O|f alone cannot fully 
explain the frequency shift differences between the various 
carbonyl-containing molecules. While |∆𝜇𝜇C=O |f for acetone is 
always between 1/2–2/3 of that of the other molecules, its solvent-
induced frequency shifts are substantially smaller (1/4–1/3 of the 

Table 1 - Vibrational Stark Tuning Rates for Carbonyl-Containing Compounds in 
Frozen Glasses at 77 K, compared to solvatochromism values 

Solute 
VSS |ΔμC=O|f  

cm-1/(MV/cm) 
 

Estimated VSS 
|ΔμC=O| with f = 2  
cm-1 /(MV/cm)  

Solvatochromism 
|ΔμC=O|  

cm-1 /(MV/cm)  

  

 
Ethyl thioacetate 1.47 ± 0.01† 0.74 0.55 ± 0.02    

Ethyl acetate 1.15† 0.58 0.61 ± 0.04    

Acetone 0.74 0.37 0.36 ± 0.03     

Dimethylacetamide 1.25† 0.63 0.68 ± 0.06    

Dimethylacetamide                                   
in ethanol 1.26† 0.63   

N-methylacetamide 1.30† 0.65 0.67 ± 0.05    

N-methylacetamide        
in 1:1 Glycer(ol-D3)-D2O 1.30 ± 0.01† 0.65  

 

1,3-Dimethylurea                  1.24 0.62 1.02 ± 0.03    

 
Values reported originally in this work or (for †) in Ref. 13. Frozen glass solvents 
for VSS are 2-methyl tetrahydrofuran unless stated otherwise. 
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others). The amide group has a particularly striking effect: while 
the amides, ester, thioester, and dimethylurea all have comparable 
|∆𝜇𝜇C=O|f values (Table 1), the solvent-induced frequency shifts of 
amides, and particularly dimethylurea, are significantly larger, 
suggesting that their intrinsic Stark tuning rates alone are unable to 
account for their large frequency shifts. Variations in the Stark 
tuning rates of these carbonyls due to solvent-induced bond 
polarization are expected to be insignificant as well.61-62 Therefore, 
differences between the solvent electric fields experienced by the 
amide and non-amide carbonyls should play an even more 
important role in accounting for the larger solvatochromic shifts of 
the former, and next we combine the vibrational solvatochromism 
data and molecular dynamics simulations to investigate how the 
C=O frequency of each solute varies with the solvent electric field. 

 
Figure 3. Field-frequency correlation plots for (A) smaller-field carbonyl-
containing molecules (ester, thioester, ketone), and (B) larger-field amide 
and dimethylurea molecules. Here experimentally observed frequencies 
from FTIR measurements are plotted against the average values of 𝐹𝐹C=O 
(i.e., 〈𝐹𝐹C=O〉) calculated using classical force fields in a broad range of sol-
vents. Slopes of the linear correlations (apparent Stark tuning rates 
|∆�⃗�𝜇C=O|) are provided next to each line, which are characteristically dif-
ferent for acetone and 1,3-dimethylurea (0.36 and 1.02 cm–1/(MV/cm), 
respectively).  

     Characterizing Stark tuning rates using vibrational solvato-
chromism and MD simulations. To understand how the magnitude 
of electric field on the carbonyl (𝐹𝐹C=O) varies in different solute-
solvent systems, we performed MD simulations of the six solutes 
in Table 1 in a wide range of solvents of low (hexane) to high (wa-
ter) polarities and obtained the ensemble-averaged values of 𝐹𝐹C=O 

(i.e., 〈𝐹𝐹C=O〉) The variation in the electric fields for the non-amide 
(Figure 3A) and amide (Figure 3B) carbonyls as the solvent polar-
ity is increased provides significant insights into the observed dif-
ferences in frequency shifts. The fields projected on C=O are sub-
stantially larger for the amide-containing molecules (including di-
methylurea) than for the non-amides, by a factor ranging from 1.7 
in protic solvents (1,3-dimethylurea vs. ethyl acetate in water) to 3 
in certain aprotic solvents (the same two solutes in dibutyl ether). 
The magnitudes of the fields obtained from simulations show a 
strong linear correlation with the experimentally observed peak 
frequency shifts (Figure 3), in keeping with the first-order VSE. 
The slope in each case gives another estimate for the apparent 
Stark tuning rates (|∆𝜇𝜇C=O|), and these values are in good agree-
ment with the VSS values estimated assuming  f = 2 with the ex-
ceptions of ethyl thioacetate and 1,3-dimethylurea (comparing the 
last two columns in Table 1). For both amides (DMA and NMA) 
as well as the ester and thioester, the Stark tuning rates obtained 
from both VSS (using f = 2) and solvatochromism data consistently 
fall in the range of 0.55–0.70 cm–1/(MV/cm). The smaller change 
in |∆𝜇𝜇C=O| across these four solutes (i.e., within a factor of 1.25 
from the highest DMA to the lowest ethyl thioacetate) compared 
to the variation in solvatochromic shifts going from hexane to wa-
ter (differing by a factor of ~1.75 between DMA and ethyl thioace-
tate) suggests that the amide-containing solutes are able to induce 
solvent organization about them to enhance the electric field that 
stabilizes the carbonyl. 

Increased solvent organization around amide solutes and the ef-
fects on calculated electric fields. We now aim to correlate the 
structural properties of the solvents and solutes with the observed 
electric fields. As shown in SI Figure S3, the first solvation peak 
in the radial distribution functions (RDFs) of each simulated sol-
vent about the solute carbonyl oxygen is notably more pronounced 
for the amides and 1,3-dimethylurea than for the other solutes, 
while the peak position, rmax, stays essentially invariant for a given 
solvent regardless of the solute (Figure 4A, SI Figure S3). This 
holds for all three solvents studied here that can form HBs with the 
carbonyls: water, methanol (rmax ≈ 2.7 Å for both), and chloroform 
(rmax ≈ 3.3 Å). The similar first solvation peak positions for these 
solutes in each solvent but distinct amplitudes suggest that the 
number of HBs (nHB) formed by each solute carbonyl towards HB-
donor solvents may account for the differences in the electric fields 
they experience. We confirm this trend by demonstrating the linear 
correlation between the ensemble-averaged value of 𝑛𝑛HB (〈𝑛𝑛HB〉) 
and the magnitude of 〈𝐹𝐹C=O〉in three solvents: water, methanol, 
and chloroform. The variation in 〈𝑛𝑛HB〉 for the different solutes can 
be seen to correlate strongly with the AM1-BCC partial charges on 
their carbonyl oxygens that were assigned via AmberTools for the 
MD simulations (Figure 4B).49 The higher charges and hence 
larger bond dipoles of the amide carbonyls, as obtained from DFT 
calculations in vacuum and in the force fields employed (where the 
fixed charges were also assigned based on electronic structure cal-
culations), arise from the larger extent of p-π conjugation in these 
molecules, which in solution allow them to induce stronger organ-
ization of the solvent molecules nearby. As shown in Figure 4, the 
greatest changes in 〈𝑛𝑛HB〉 and 〈𝐹𝐹C=O〉 occur between the ketone 
(acetone) and the first amide (DMA), and to a lesser extent be-
tween the amides and 1,3-dimethylurea (the latter has one addi-
tional sp2-nitrogen in conjugation with the carbonyl). In the case 
of ethyl acetate and ethyl thioacetate, the conjugation effects are 
insignificant due to the high electronegativity of oxygen and higher 
shell number of sulfur, respectively, leading to lesser changes to 
the polarity of their carbonyl groups. 
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Figure 4. (A) Radial distribution functions (RDFs) describing dis-
tance distribution between Ow in water and the carbonyl oxygen in 
six various solutes. (B) Linear correlation between the AM1-BCC 
partial charges on the carbonyl oxygen (Oc) used in the simulations 
and the average number of HBs formed to the carbonyl for the 
same six solutes in three HB-forming solvents: water, methanol, 
and chloroform. (C) Linear correlation between the average elec-
tric field experienced by the solute carbonyl and the average num-
ber of HBs it forms in the three HB-forming solvents. The electric 
fields are calculated by classical molecular mechanics (MM) force 
fields for each of the solvents, and additionally by DFT in the case 
of water. 

The results in Figure 4 thus indicate that the substantial increase 
in 〈𝑛𝑛HB〉  (e.g., from 1.42 (ethyl thioacetate) to 2.23 (1,3-dime-
thylurea) in water) leads to a larger solvent electric field on the 
carbonyls of these solutes. On the other hand, as shown in the cor-
relations between 𝑛𝑛HB  and 〈𝐹𝐹C=O〉  for each individual solute 
within a single MD trajectory (SI Figures S4 and S5), the electric 
fields will still be on average negative (stabilizing) for those frames 
where 𝑛𝑛HB = 0, indicating a sizeable contribution that does not just 
arise from the HB solvent molecules in the first coordination shell. 
To further investigate the molecular details, we then employ elec-
tronic structure calculations to decompose the total solvent electric 
fields into direct HB and bulk components (Figure 1C) and demon-
strate how each of them depends on nHB. 

Decomposing the solvent electric fields experienced by carbon-
yls in different hydrogen bonding environments. We employed 
DFT calculations to quantify the respective contributions to the 
electric fields on solute carbonyls (〈𝐹𝐹C=O〉) in water from solvent 
molecules within the first coordination shell (𝑟𝑟owoc ≤ 3.5 Å, where 
Ow and Oc denote the water and carbonyl oxygens, respectively) 
and from those outside (𝑟𝑟owoc > 3.5 Å) in different HB environ-
ments as characterized using the nHB value of each configuration. 
Note that DFT gives larger fields than those obtained from the em-
ployed force field (see the red solid and patterned lines in Figure 
4C) because of its ability to capture phenomena like solvent polar-
ization. Nevertheless, since DFT systematically increases the field 
strength for each solute-solvent system by ~30 MV/cm, it only 
slightly affects the apparent Stark tuning rates which depend only 
on the slopes of the field-frequency correlations. Figures 5A and 
5B show the variations of the inner- and outer-shell field contribu-
tions with nHB, respectively. The magnitudes of the inner-shell 

contributions increase approximately linearly with nHB. For each 
solvent, slight curvature towards saturation of field strength with 
higher nHB (3 and 4) arises from the decrease in the field contribu-
tion per HB as more HBs are formed due to the increasingly 
crowded first coordination shell (i.e., shift of the 𝑟𝑟owoc  distribution 
to longer distances for configurations with larger nHB, SI Figure 
S6). While the inner- and outer-shell waters together contribute to 
~95% of the total field, the remaining contribution arises from the 
mutual polarization between the solvation shells, which makes the 
field on C=O even more stabilizing (Figure 5A).  

Figure 5C shows the average contributions from the inner- and 
outer-shell water molecules as well as the mutual polarization be-
tween them for all six solutes, which are obtained by weighting the 
〈𝐹𝐹C=O〉 values of each solute (as shown in Figures 5A and 5B) by 
their characteristic population of each nHB group (SI Table S1). 
While for all the solutes the inner-shell waters make the largest 
contribution to the field accounting for 68-81% of the total, there 
is also a significant contribution from the outer-shells ranging from 
14% to 27%. This notable electric field contribution from the 
outer-shell may likewise extend to functionally important electro-
static interactions in proteins, considering both the HB interactions 
in the short range16, 63-64 and the overall charge distribution of the 
protein.65-66 Figure 5C also shows that the magnitudes of both the 
inner- and outer-shell contributions to 〈𝐹𝐹C=O〉 are markedly larger 
for amide-containing solutes (DMA, NMA, and 1,3-dime-
thylurea). The larger inner-shell contributions for the amides arises 
from their propensity to form more HBs than non-amides (i.e., they 
have on average higher nHB values, see SI Tables S1 and S6), and 
their individual HBs also turn out to be stronger on average due to 
enhanced solute-solvent polarization. For example, going from ac-
etone to 1,3-dimethylurea, the change in the total inner-shell sol-
vent electric field (32.7 MV/cm) is partially attributed to a shift in 
the distribution of nHB, which accounts for 16.0 MV/cm of the field 
difference. This estimate is based on the linear correlation relat-
ing nHB to the inner-shell field contribution (Figure 5A), i.e., we 
substituted the 〈𝑛𝑛HB〉  values of acetone (1.505) and 1,3-dime-
thylurea (2.234) into the fitted linear correlation for acetone 
(𝐹𝐹C=Oin = −23.542 𝑛𝑛HB + 37.321,𝑅𝑅2 = 0.991 ) and then evalu-
ated the difference between the resulting fields. The remaining 
16.7 MV/cm difference in solvent-induced field on these two so-
lutes is then attributed to the enhancement of field contributed by 
individual HBs. Note that this increase in individual HB’s field 
contribution is expected to be more pronounced with fields calcu-
lated using DFT, since in QM calculations the inner-shell solvent 
molecules can be strongly polarized by the solute, an effect that is 
not captured by the fixed-charge MM calculations. In terms of the 
outer-shell contributions to 〈𝐹𝐹C=O〉, the particularly large values 
for NMA and 1,3-dimethylurea are consistent with the increased 
ordering of the second coordination shell as observed in their 
Ow⋯Oc RDFs (SI Figure S3). 

Figures 5A and 5B demonstrate that our solvent electric field 
decomposition scheme using DFT is able to successfully separate 
the field into an nHB-dependent inner-shell component (𝑟𝑟owoc ≤ 3.5 
Å) and an nHB-independent outer-shell component (𝑟𝑟owoc > 3.5 Å). 
In contrast, one could additionally invoke a commonly employed 
angular cutoff for HBs (∠H-Ow-Oc < 30°), which combines the 
water molecules in the first solvation shell that do not meet the 
angular criterion, yet have strong HB character, with the outer-
shell ones (see SI Figure S7A for the average populations of the 
first solvation shell by HB and non-HB waters; Figure S7B for the 
distribution of ∠H-Ow-Oc for each solute). However, in doing so 
we find a strong dependence of the bulk (non-HB) contribution to 
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the field on nHB, which then inversely correlates with the HB com-
ponent of the field (see SI Figure S8). This demonstrates that even 
geometrically distorted HBs (those with ∠H-Ow-Oc > 30°) that fall 
radially within the first solvation shell (𝑟𝑟owoc ≤ 3.5 Å) make a sig-
nificant contribution to the field.  

 
Figure 5. Separation of contributions to the overall electric field on car-
bonyls 〈|𝐹𝐹C=O|〉) for six solute molecules based on DFT calculations. (A) 
Electric field contributions arising from waters in the first solvation shell 
(up to 3.5 Å from the carbonyl oxygen, solid line) and the component of 
the overall field describing the polarization between inner- and outer-shell 
waters (patterned line), where linear models are fitted through the plotted 
points (average fields from up to 100 snapshots for each nHB) collectively 
to guide the eye. (B) Field contributions from outer-shell solvent water 
molecules, where the solid lines indicate ensemble-averaged outer-shell 
contributions to the field on each solute. (C) Ensemble-averaged electric 
field for each of the six carbonyl-containing solutes, with the absolute 
strengths and percentage weights of the inner-shell, outer-shell, and mutual 
polarization components depicted. 

 
 

CONCLUSIONS 
Using a combined experimental and computational approach, 

we have demonstrated in this work that amide carbonyl groups are 
subjected to substantially larger electric fields arising from polar 
solvent environments, which can be nearly twice as strong as those 
on non-amide carbonyls, such as ketones, esters, and thioesters. 
This gives rise to the markedly larger vibrational solvatochromic 
shifts of the amide-containing compounds. Our MD simulations 
for a wide variety of solute-solvent systems show that amide car-
bonyls induce more pronounced solvent organizations around 
them, as indicated by their more prominent first solvation peaks in 
the RDFs and the larger average number of HBs they form in protic 
solvents than non-amides, giving rise to the more substantial elec-
tric fields they experience in solution. This ability of the amide-
containing solutes to induce local solvent ordering originates from 
the substantial p-π conjugation between the amide sp2-nitrogens 
and the carbonyl groups, which increases the polarity of the amide 
C=O bonds. By employing a scheme based on DFT calculations, 
we demonstrated that one can decompose the total solvent electric 
field exerted on C=O into contributions from the inner- and outer-
shell solvent molecules, which show strong and little dependence 
on the number of HBs, respectively. Performing this decomposi-
tion for all six solutes in water reveals that the larger electric fields 
experienced by the amide carbonyls arise from a combination of 
their propensity to form more HBs, the enhanced field contribution 
per HB, and their larger field contributions from solvent molecules 
in the bulk. In contrast to previous studies that have correlated the 
large frequency shifts of amide carbonyls in water with the lengths 
of HBs they form62, 67 or the electron-donating ability of the C=O 
groups,68 our results show that the magnitude of these solvato-
chromic shifts are determined by the electrostatic environments 
and can be quantitatively mapped from a simple physical de-
scriptor, i.e., the projection of solvent electric field along the C=O 
bond, based on the linear vibrational Stark effect. 
    Our findings further substantiate the electrostatic model where 
solvent molecules organize themselves to stabilize solute bond di-
poles57 and suggest approaches to modulate the electrostatic envi-
ronment experienced by a solute via modifying its own molecular 
structure. Such an understanding provides an important implica-
tion for the design of new vibrational Stark probes, that is, these 
probes should minimally perturb the environment so that they can 
be employed for in-situ measurements of electric fields in complex 
environments. Furthermore, in biological catalysis it has been sug-
gested that preorganized electrostatic environments in the active 
sites of enzymes play a central role in their catalytic functional-
ity,16, 34, 69 a principle that has been used to guide the design of 
mutated enzymes as well as biomimetic catalysts. The multiple ef-
fects that lead to the greater electric fields experienced by amide 
carbonyls described in this work, on the other hand, suggest the 
possibility of an alternative substrate (solute)-centric approach to 
achieving electrostatic environments that are favorable to cataly-
sis, i.e., one can induce preorganization in the environment by in-
troducing chemically inert but electrostatically consequential 
structural motifs to the substrate.70 Our combined experimental 
and computational approaches employed in this work will provide 
a route to elucidating the physics underlying these electrostatics-
inspired strategies for catalyst design. 
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