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Abstract

We present the first benchmark set focusing on the conformational energies of

highly flexible, long n-alkane chains, termed ACONFL. Unbranched alkanes are ubiq-

uitous building blocks in nature, so the goal is to be able to calculate their properties

most accurately to improve the modeling of, e.g, complex (biological) systems. Very

accurate DLPNO-CCSD(T1)/CBS reference values are provided, which allow for a

statistical meaningful evaluation of even the best available density functional meth-

ods. The performance of established and modern (dispersion corrected) density func-

tionals is comprehensively assessed. The recently introduced r2SCAN-V functional

shows excellent performance, similar to efficient composite DFT methods like B97-3c

and r2SCAN-3c, which provide an even better cost-accuracy ratio, while almost reach-

ing the accuracy of much more computationally demanding hybrid or double hybrid

functionals with large QZ AO basis sets. In addition, we investigated the performance

of common wavefunction methods, where MP2/CBS surprisingly performs worse

compared to simple D4 dispersion corrected Hartree–Fock. Furthermore, we inves-

tigate the performance of several semiempirical and force field methods, which are

commonly used for the generation of conformational ensembles in multilevel work-

flows or in large scale molecular dynamics studies. Outstanding performance is ob-

tained by the recently introduced general force field, GFN-FF, while other commonly

applied methods like the universal force field yield large errors. We recommend the

ACONFL as a helpful benchmark set for parameterization of new semiempirical or

force field methods and machine learning potentials as well as a meaningful valida-

tion set for newly developed DFT or dispersion methods.

1 Introduction

Conformers are defined as distinct minima on a molecular potential energy surface with

fixed covalent topology and can be converted into each other by rotations about formally

single bonds. Their structure and relative (conformational) energies are of great impor-
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tance in organic molecules1 and for biological activity.2 This is especially true for open-

chain compounds, as they usually feature many possible internal rotation axes. Such flex-

ible molecules are key for targeting compounds with specific spatial properties and un-

derstanding how folding of biological polymers and peptides is controlled.3 Often, many

conformers cover a rather narrow energy range, so that these systems exist as a thermally

populated mixture of conformers at room or physiological temperature. Since measured

equilibrium properties correspond to the Boltzmann average of the microstates, repre-

senting all relevant molecular structures is essential for a reliable prediction of molecular

properties.4,5

Unbranched n-alkanes, which are ubiquitous in nature, are the simplest examples of

this class of molecules, so the goal is to be able to calculate their properties most accurately

to improve the modeling of complex (biological) systems such as membrane proteins6

and to allow for more reliable protein ligand docking libraries.7 n-alkanes and aliphatic

chains in general are of particular importance, not only as basic building blocks of organic

chemistry and part of fossil fuels, but also as components of lipids and polymers.

The existence of multiple conformers for n-alkanes for n > 3 has been known since

the seminal work of Pitzer published 85 years ago.8 Since then, a number of experimen-

tal and theoretical studies have been carried out with the aim of determining conforma-

tion energies, i. e. the energy difference between two different conformers, of n-alkanes

as accurately as possible. Shorter n-alkanes are typical subjects of experimental studies

investigating conformational enthalpies9 or low-energy conformers.10,11 Also theoreti-

cal investigations of torsional and conformational energies feature mainly short alkane

chains.12–14 For longer alkane chains (n> 10), previous theoretical studies focus mainly

on the lowest lying conformer,15–18 investigating the balance between repulsive hydrogen

contacts and attractive London-dispersion to predict the change from the linear zig-zag

conformation to a hairpin like, closed conformer.

The most comprehensive theoretical studies on conformational energies of n-alkanes
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up to n-hexane were carried out by Gruzman et al.,19 augmented in a later by Martin

with a detailed potential energy surface investigation of n-pentane beyond equilibrium

structures.20 However, the conformational ensemble of short n-alkanes chain is not fully

representative for longer n-alkanes, which have particular relevance for modeling biolog-

ical systems, e. g. in lipids, due to the much stronger attractive London-dispersion.16–18

While n-alkanes are seemingly simple systems for wavefunction theory (WFT) due to

the large HOMO-LUMO gap and absence of static correlation, the need for large and dif-

fuse basis sets to accurately capture long-range dynamic correlation effects, i. e. London

dispersion, and to reduce the residual intramolecular basis set superposition error (BSSE),

which cannot be removed by standard counterpoise correction schemes, posed a compu-

tational challenge. Moreover, since the differences in conformational energies should be

described with an accuracy of at least 0.1 kcal/mol to allow a correct assessment of the

conformational order or to calculate the Boltzmann populations reasonably well at room

temperature,5 sophisticated WFT methods such as CCSD(T) are essential for a reliable

theoretical reference.

To provide this level of accuracy, the cumulative medium and long range intramolec-

ular nonconvalent interactions (NCI) in long saturated chains need to be described ac-

curately at the same footings.19,21–23 This balance is problematic for density functional

theory (DFT) as has been, e.g., shown for 1,3 interactions in branched alkanes by one the

present authors24 even if London dispersion is captured by a suitable dispersion correc-

tion. To assess the description of intramolecular NCIs in semilocal density functionals

and semiempirical methods, various related conformational benchmarks sets were de-

vised, e.g., for melatonin,25 butane-1,4-diol,26 RNA backbone models,27 amino acids,28

and many more, for example composed in the GMTKN55 database.29 The latter also in-

cludes the ACONF set, which comprises 15 relative energies of n-butane, n-pentane and

n-hexane conformers taken from the work of Gruzman at al.19

Nowadays, the long-range NCI problem for DFT, semiempirical quantum mechan-
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ics (SQM) and also force fields methods is largely solved,30–32 but this has not yet been

extensively assessed for conformer ensembles of longer n-alkane chains. Moreover, es-

pecially in folded n-alkane chains, many NCI contacts of H atoms due to Pauli repul-

sion become important and existing theoretical studies focusing on shorter n-alkanes or

just equilibrium conformer structures could not evaluate these interactions comprehen-

sively. The recently introduced combined tools GFN-FF,33 GFNn-xTB,34–36 CREST,37 and

CENSO5 have filled a gap in the field of quantum chemical modeling, specifically for

generating conformer ensembles of larger molecules. Here, we make use of these new

capabilities to generate suitable conformer ensembles of longer n-alkanes, which we have

combined into a new benchmark set termed ACONFL (see 3. Recent developments of

accurate low-order scaling local coupled cluster methods38 enabled us to generate high

level theoretical reference values close to the basis set limit suitable for a statistical mean-

ingful evaluation of much more approximate methods.

After summarizing the computational details in the next section, the generation of our

new benchmark set and its reference values will be described followed by an extensive

evaluation of various FF, SQM, DFT and WFT methods. Finally, general conclusions and

method recommendations will be given.

2 Computational details

Conformer ensembles were obtained with the advanced conformer rotamer ensemble

sampling tool5,37,39 (crest, version 4) employing the GFN-FF40 method and default set-

tings. Subsequently, selected conformers (see 3.1) were re-optimized at the B97-3c41 level

of theory utilizing the Turbomole program package version 7.5.1.42,43

The ORCA program package version 5.0.138,44 was used to perform the calculations

with double hybrid functionals, MP3, DLPNO-CCSD and the meta-GGA B97M, while

the Hartree-Fock (HF), second order Møller-Plesset perturbation theory (MP2) and local
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coupled cluster and calculations were carried out employing ORCA 4.2.145. All other DFT

calculations were executed with Turbomole 7.5.1. MP2D46 calculations were conducted

with Psi4.47 κOO-MP2 (κ = 1.1)48 and MP2.549 were evaluated with QChem 5.4.2.50 The

resolution of identity (RI) method was employed to accelerate the evaluation of Coulomb

(RIJ) and exchange integrals (RIJK).51,52 Except for the ”3c” methods, which use the re-

spective stripped and optimized basis sets, Ahlrichs’ type quadruple-ζ def2-QZVPP53

basis sets with matching auxiliary basis sets for RIJ and RIJK54,55 were applied in the DFT

calculations. The numerical quadrature grid option DefGrid3 and TightSCF convergence

criteria were applied as implemented in ORCA 5.0.1, while the m4 grid was used in the

Turbomole calculations.

The RI and frozen core approximations for the correlation part as well as TightSCF

convergence criteria for the HF part as implemented in ORCA 4.2.1 were employed. The

domain based, local pair natural orbital coupled cluster method56 in its ORCA 4.2.1 closed-

shell, sparse maps57 iterative triples58 implementation (DLPNO-CCSD(T1)) together with

VeryTightPNO threshold settings (i.e. ORCA 4.2.1 TightPNO settings with TCutMKN, TCutPNO,

and TCutPairs tightened to 10−4, 10−8, and 10−6, respectively) was applied. An aug-cc-

pVTZ/aug-cc-pVQZ59 complete basis set (CBS) extrapolation according to the scheme

introduced by Helgaker and Klopper60 was carried out separately for the HF and correla-

tion energy for all MP2 and parts of DLPNO-CCSD(T1) energies. The same extrapolation

scheme was used for the MP2/CBS and PWPB95-D4/CBS energies. For all other DLPNO-

CCSD(T) energies, a special CBS extrapolation scheme (see Section 3.2) was employed.

DFTB calculations were conducted with the DFTB+ program package (version 21.1),61,62

the 3ob parameterization63–66 was used for the third-order DFTB Hamiltonian, while the

mio parameterization67–69 was used with the second-order DFTB Hamiltonian. The LC-

DFTB Hamiltonian was applied with the ob2-base parameterization.70 The GFN1-xTB,34

GFN2-xTB,35 and GFN-FF40 calculations were carried out using the xtb program (ver-

sion 6.4.1)36,71. The MOPAC program (version 2016)72 was used to perform PM6-D3H473
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and PM7 calculations.74 The SMIRKS Native Open Force Field (SMIRNOFF) based meth-

ods75 were used to evaluate the SMIRNOFF99Frosst-1.1.076, OpenFF-1.0.077 and OpenFF-

2.0.078 as implemented in the OpenFF toolkit.79 The UFF80 and the MMFF9481,82 were

evaluated with RDKit.83 Calculations with the OpenFF toolkit and RDKit were driven

via QCEngine.84

All tested DFT methods were evaluated in combination with one out of the follow-

ing three London dispersion corrections, D3,85,86 D4,32,87 or VV1031,88,89 (also called NL

or V). The two former were applied together with the rational (Becke–Johnson) damping

function,90–92 except for the M06-L functional, where zero (Chai–Head-Gordon) damp-

ing93 was employed. Furthermore, revised damping parameters proposed by Smith

et al.94 and the optimized power damping function95 were tested if available for the re-

spective functionals. D3 and D4 corrections were calculated with the s-dftd3 (version

0.5.1)96 and dftd4 (version 3.3.0)97 standalone programs and consistently include three-

body Axilrod–Teller–Muto (ATM)98,99 dispersion contributions. The non-local density-

dependent VV10 dispersion correction was calculated non-selfconsistently as implemented

in Turbomole 7.5.1 or in case of B97M-V, ORCA 5.0.1.

3 The ACONFL test set

We present a new benchmark set termed ACONFL (Alkane CONFormers Large) to eval-

uate QC, SQM, and FF methods concerning their performance in predicting alkane con-

former energies. It extends the well-established and commonly used ACONF benchmark

set by employing longer n-alkanes and more diverse conformer ensembles. While the

largest alkane used in the ACONF benchmark is n-hexane, the ACONFL set is composed

of n-dodecane (ACONF12 subset), n-hexadecane (ACONF16 subset), and n-icosane con-

formers (ACONF20 subset), including 50 conformational energies in total.
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Table 1: Tested semi-empirical and force field methods

method dispersion reference

FF
smirnoff99Frosst-1.1.0 LJ 75,76
OpenFF-1.0.0 LJ 75,77
OpenFF-2.0.0 LJ 75,78
UFF LJ 80
MMFF94 Buf-14-7 81,82
GFN-FF D4 40
SQM
GFN1-xTB D3(BJ) 34
GFN2-xTB D4 35
PM7 D2 74
PM6 D3(BJ) 73
DFTB3 D3(BJ), D4 63–66
DFTB2 D4 67–69
LC-DFTB2 D3(BJ), D4 70

3.1 Construction of the test set

The conformer potential energy surface of an unbranched alkane is characterized by tor-

sional twists that lead from linear chains to highly deformed structures dominated by in-

tramolecular dispersion forces. At temperatures less than 300 K, short alkanes (n = 4− 8)

in the gas phase are well-known to prefer the linear all-trans conformation. However, as

the length of the alkane grows, there is a point where the attractive NCIs will cause the

chain to ”self-solvate” into a folded conformer.15 A cross-gauche-cross rotation combina-

tion introduces an energetically unfavorable syn-pentane-like conformation. In addition,

the chain ends are not parallel in this conformation, thus reducing the possible stabiliza-

tion due to van der Waals attraction. A hairpin conformation with four gauche rotations

minimizes the number of strained bonds. This allows an energetically favorable parallel

arrangement of the chain ends, yielding the suggested global minimum for longer alka-

nes.16–18 The zig-zag-hairpin stability turning point appears to be around hexadecane.

Since the conformational ensembles become nearly continuous in energy for longer

alkanes, compiling a benchmark set out of the lowest conformers up to a certain energy
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Table 2: Tested methods and dispersion corrections

method D3 D4 VV10 reference

Composite (”3c”)
HF-3c ✓ — — 100
PBEh-3c ✓ — — 101
B97-3c ✓ — — 41
r2SCAN-3c — ✓ — 102
(meta-)GGA
PBE ✓ ✓ ✓ 103,104
TPSS ✓ ✓ ✓ 105,106
B97M ✓ ✓ ✓ 89,107,108
r2SCAN ✓ ✓ ✓ 109–111
M06L ✓ ✓ — 112
(rs-)(meta-)Hybrid
B3LYP ✓ ✓ ✓ 113,114
PBE0 ✓ ✓ ✓ 115,116
PW6B95 ✓ ✓ ✓ 117
M06-2X ✓ — — 118
MN12-SX — ✓ — 119
ωB97M ✓ ✓ ✓ 89,108,120
ωB97X ✓ ✓ ✓ 93,121,122
Lh20t — ✓ — 123
Double-hybrid
B2PLYP ✓ ✓ ✓ 24
PWPB95 ✓ ✓ ✓ 124
DSD-BLYP ✓ ✓ — 124
revDSD-BLYP — ✓ — 125
WFT
HF ✓ ✓ ✓
MP2 — — —
MP3 — — —
MP2D ✓ — — 46
κOO-MP2 — — — 48,126
MP2.5 — — — 49
DLPNO-CCSD — — —

threshold is not practicable since even with the CCSD(T) at the estimated basis set limit to

reliably predict conformational energies smaller than about 0.1 kcal/mol. Therefore, we

created a conformational ensemble at the GFN-FF level of theory using the version four

conformer search as implemented in CREST and selected conformers in a 5–6 kcal/mol
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energy window with a decent (i.e., clearly distinguishable at the CCSD(T) level of theory

(vide infra)) equidistant spacing of the conformational energies. This approach keeps the

total number of conformers in the ACONFL set reasonably small while still including as

much of the diversity of the complete conformational ensemble as possible. Those con-

formers were re-optimized at the B97-3c level of theory and used as the starting point

for performing the reference calculations. B97-3c provides sufficiently accurate geome-

tries for our purpose, although the overall accuracy of the geometries is secondary due

to the de facto continuum of structures in the conformers for these highly flexible sys-

tems and the use of the same structures also for the reference CC calculations. In total,

53 single point calculations are required to evaluate the complete ACONFL, and 50 con-

formational energies with respect to the respective energetically lowest conformers are

overall assessed for the three subsets, ACONF12, ACONF16, and ACONF20. Compared

to the ACONF set with an mean absolute conformational energy of 1.83 kcal/mol the

complete ACONFL set has a higher mean of 4.62 kcal/mol.

The ACONF12 subset shown in Fig. 1 contains twelve relative conformational ener-

gies, with the lowest conformer being the linear n-dodecane molecule and the mean ab-

solute conformational energy being 4.28 kcal/mol. This set was already successfully used

in several studies to test the performance of new DFT methods102,127 as well as in a re-

cent perspective on the description of conformational ensembles.5 The numbering of the

conformers results from the initial conformational search rather than the final energetic

ordering.

For the ACONF16 subset in Fig. 2 17 relative conformational energies are included

with the folded n-hexadecane as the energetically lowest conformer, which is in line

with previous studies,17,18,128 but the linear conformation being the second lowest is only

slightly higher energy by 0.09 kcal/mol. The mean absolute conformational energy of

ACONF16 is 3.98 kcal/mol. Finally, the ACONF20 subset contains 21 relative conforma-

tional energies (cf. Fig. 3). For this set, the hairpin-like conformer of n-icosane is with
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Figure 1: The 13 n-dodecane conformers of the ACONF12 subset.

1.31 kcal/mol already significantly more stable the linear conformation. Here, the mean

absolute conformational energy is 5.32 kcal/mol. These subsets allow for assessing a bal-

anced description of dispersion and repulsion by the tested methods, since the shorter

n-dodecane features incomplete attractive intramolecular NCIs to favor a closed form,

while the longer n-icosane chains with favor a closed hairpin-like conformation due to

cummulated effect of intramolecular NCIs, and the intermediate n-hexadecane set refers

to the point, where both forms are very close in energy. It should be noted that the mean

signed error (MSE) statistical descriptor depends on whether the lowest conformer is the

linear or folded structure. Therefore, it is more meaningful to analyse the MSE, e.g. look-

ing for a systematic of the linear form, for each subset separately rather than for the

complete ACONFL as the MSEs of the subsets could inevitably cancel each other due

to different signs.

3.2 Generation of the reference values

Previous studies of alkane conformers proved that effects beyond CCSD(T) are not impor-

tant for the accurate description of conformational energies.19 Since canonical CCSD(T) is

computationally prohibitive for the target systems, the DLPNO-CCSD(T1) method with

very tight PNO thresholds is used to approximate the canonical result as close as pos-
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Figure 2: The 18 n-hexadecane conformers of the ACONF16 subset.

sible. For the extrapolation to the complete basis set limit60,129 the aug-cc-pVTZ and

aug-cc-pVQZ basis sets were used, dubbed aT and aQ respectively in the following para-

graphs. This level of theory was shown to serve as reliable reference in various NCI

benchmarks.33,130,131 To also verify the accuracy the suggested reference protocol for the

ACONFL set, we evaluate ACONF and compare to the highly accurate W1hval19,132,133

reference values of the latter. The deviation of DLPNO-CCSD(T1)/CBS(aTaQ) from the

W1hval conformational energies is shown in Fig. 4 on the left. With an negligible MSE of

0.04 kcal/mol and an error range of only 0.10 kcal/mol, sufficient accuracy for ACONFL

can be expected with our reference protocol.

However, the full basis set extrapolation is still too expensive to be applicable for the

ACONF16 and ACONF20 subsets. Therefore, we resort to a CBS extrapolation scheme

based on focal-point analysis134 for the latter. Following Marshall et al.,131 the respective

“δCBS” basis set extrapolation scheme is given by

δCBS = E(MP2/CBS(aTaQ)) + E(DLPNO-CCSD(T1)/aT)− E(MP2/aT) . (1)
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Figure 3: The 22 n-icosane conformers of the ACONF20 subset.

Additionally, we introduce a similar but multiplicative schemes dubbed xCBS and de-

fined in the following way:

xCBS = E(MP2/CBS(aTaQ)) · (E(DLPNO-CCSD(T1)/aT)/E(MP2/aT)) . (2)

To estimate the additional error introduced by the more approximate basis set extrap-

olation, we compared the two schemes with the full CBS(aTaQ) conformational ener-

gies for the ACONF12 subset (see Fig. 4, on the right). While the xCBS(aTaQ) yields

a slightly positive MSE of 0.05 kcal/mol, the δCBS(aTaQ) a slightly negative MSE of

−0.08 kcal/mol. Hence, we find that the arithmetic mean of both schemes agrees ex-

ceptionally well with the full CBS(aTaQ) scheme. Therefore, this average was chosen as

reference for the ACONF16 and ACONF20 subsets, for which the full CBS(aTaQ) extrap-

olation was computationally unfeasible.

The maximum residual error of the ACONFL reference conformational energies, re-
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Figure 4: Deviation of the reference method DLPNO-CCSD(T1)/CBS(aTaQ) against
W1hval for the ACONF benchmark set as well as deviation of CBS extrapolations on the
ACONF12 benchmark set compared to a CBS(aTaQ) extrapolation scheme. The average
conformational energy for the ACONF benchmark is given as 1.83 kcal/mol.

sulting from the local DLPNO approximations, the basis set incompleteness and intramolec-

ular superposition errors, and the additonal error from the focal point analysis for the

larger subsets is conservatively estimated to be 0.35 kcal/mol. This uncertainty of the

reference values is largely averaged in the analysis of the statistical descriptors for the

entire ACONFL set. The square root of the sum of the squares of the estimated maximum

error divided by the number of conformational energies, yielding 0.05 kcal/mol for the

ACONFL set, can be used as an estimate for for statistically distinguishable values of the

analyzed descriptors ((see 4)). With the given accuracy of the reference values, we are

thus able to distinguish statistically significant errors of any method above 0.05 kcal/mol.
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4 Results and discussion

In this section, the performance of all tested methods for the ACONFL set is presented

and discussed. Specifically, DFT and the respective dispersion corrections, as well as WFT

methods, are assessed in subsection 4.1, while SQM and FF methods are evaluated in sub-

section 4.2. Finally, a performance analysis in terms of computation times vs. accuracy is

given in subsection 4.3. To assess the methods we will mainly discuss the mean absolute

error (MAE), the analysis of other statistical quantities, like the mean signed error (MSE),

standard deviation (SD), and the error range were investigated as well, but will only be

discussed if they show deviating trends from the MAE. The consistency of the conforma-

tional ordering is measured by the Pearson rp and Spearman correlation coefficients rs,

besides the MAE for the conformational energies and correctly identifying the lowest-

lying conformer. For the precise definition of the employed statistical measures see the

supporting information.

4.1 Assessment of DFT and WFT methods

For the following discussion, we selected five (meta-)GGAs, eight hybrids, and four DHDFs,

which represent either commonly used or best performing members29 of the respective

functional rungs.135 Established functionals like PBE,103,104 TPSS,105,106 and B3LYP113,114

are included as well as modern functionals like B97M,89,107,108 r2SCAN,109–111 and revDSD-

BLYP.125 In the hybrid class of functionals we have included global hybrids like PBE0,115,116

range-separated hybrids like ωB97M,89,108,120 screened exchange hybrids like MN12-SX,118

as well as local hybrids like Lh20t123 to access a broad range of different construction

strategies in this functional class. We also evaluated wavefunction methods like HF and

MP2 in the overall comparison. Finally, we include several composite electronic structure

methods of the “3c” scheme, namely B97-3c41 (GGA), r2SCAN-3c102 (meta-GGA), PBEh-

3c101 (hybrid), and HF-3c100 (HF), which use a tailored basis set, in combination with D3
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or D4 dispersion correction and the geometrical counter-poise correction (gCP)136,137 or

a short-range basis correction (SRB)41 to allow efficient yet accurate calculations (for a

detailed overview on the “3c” type of methods we refer to Refs. 138 and 102). All meth-

ods tested here were combined with correction schemes to capture long-range dispersion

interactions, which are absent in semi-local DFT.30 We apply the D3 dispersion correc-

tion85,86 with the rational Becke–Johnson (BJ) and zero Chai–Head-Gordon (0) damping

schemes, the recently developed D4 dispersion correction,32,87 and the nonlocal disper-

sion correction via the VV10 functional in its non-selfconsistent variant.31,88,89 In case D4

damping parameters were not available, we determined them following the procedure

described in Ref. 32.

Before assessing the general performance on the ACONFL, we will investigate the

influence of different London dispersion corrections for a selected number of methods,

including those which are available with D4, D3, and VV10. First, we want to stress that

the MAE for all dispersion corrected methods is well below 1 kcal/mol, while MAEs of

non-dispersion corrected functionals are significantly higher yielding an average MAE

larger than 2 kcal/mol. Therefore, we will generally only consider dispersion corrected

functionals in the following discussion. Dispersion interactions are crucial for the correct

description of the investigated alkane conformers and due to their electronically simple

structure semi-classical geometry dependent models should be sufficient. To check the

influence of the dispersion correction we choose twelve methods for which D3, D4 and

VV10 are available. For the tested methods shown in Fig. 5, we find that in seven cases

the D4 corrected variant performs best, while for three methods D3 results in the best per-

forming method, and only in two cases the VV10 corrected functional yields the lowest

MAE. Similarly, the average MAE for D4 corrected methods is with 0.29 kcal/mol lowest

compared to an average MAE of 0.39 and 0.43 kcal/mol for D3 and VV10 corrected meth-

ods, respectively. We find a generally better performance for D4 compared to D3, which is

most likely related to the improved parameterization strategy introduced together with
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D4.32 Investigating different damping functions for D3, we find a worse performance

with the zero-damping and usually an on-par performance with re-parameterized damp-

ing functions, for a full comparison see the ESI. This can be seen for a method like r2SCAN

where the same parameterization strategy was employed for all three dispersion correc-

tions. Notably, the performance of VV10 with r2SCAN is remarkably good and with an

MAE of only 0.15 kcal/mol the best performing method in the (meta-)GGA class while

outperforming all tested hybrid functionals. Further, we find for HF-D4 especially good

performance with an MAE of 0.17 kcal/mol compared to its D3 and VV10 variant with

larger errors, indicating that the consistent parameterization of the dispersion correction

is crucial. Overall the D4 dispersion correction shows to be a reliable choice over a wide

range of functionals in agreement with previous studies.32,33,139

Figure 5: MAE of all twelve methods available with D4, D3, and VV10 dispersion correc-
tions. The methods are grouped in respective rungs.

To reduce the complexity of the further discussion and focus on the difference in the

methods rather than dispersion corrections, we will select the best dispersion correction
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in each case for the DFT methods discussed in the next paragraphs. The complete statis-

tics for all corrected methods are given in the supporting information. The error spread

of all tested DFT, composite DFT and wavefunction methods is shown in Fig. 6. No-

tably, many methods are below an error range of ±1 kcal/mol, with the best method

DSD-BLYP-D3(BJ) even reaching an error range of only ±0.25 kcal/mol approaching the

accuracy of the coupled cluster reference values.

Figure 6: Deviations for the ACONFL set for all tested methods.

Overall, we find the best performing (meta-)GGA to be the newly developed r2SCAN-

V with an MAE of only 0.15 kcal/mol, the second best is B97M-D4 with 0.24 kcal/mol

MAE. In the hybrid class the best performing method is r2SCAN0-V with an MAE of

0.16 kcal/mol, which performs as good as the best (meta-)GGAs. Since the investigated

systems are electronically simple, the quality of the base functional is more important

than the admixture of Fock exchange here, and for reasons of computational efficiency, a

good (meta-)GGA like r2SCAN-V is therefore preferable. We can recover the hierarchy of

Jacob’s ladder135 at the highest rung with the DHDFs, where the best-performing method

on the entire ACONFL is DSD-BLYP-D3(BJ) with an MAE of only 0.07 kcal/mol.
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Notably, HF-D4 performs very well with an MAE of only 0.17 kcal/mol and thus,

as good as the best tested hybrid functional. However, while dispersion corrected HF

performs well, we find that MP2 at the estimated basis set limit (CBS(aug-TZ/aug-QZ))

results in a large MAE value of 0.59 kcal/mol, i. e. worse than most of the assessed dis-

persion corrected DFT methods, except for some Minnesota-type functionals. While for

MP2 and correlated WFT methods in general, large and diffuse basis sets are necessary

to fully recover long-range dispersion, the physically correct behaviour at the mean field

HF level is included more conveniently by a suitable dispersion correction. Moreover,

in D4 we can approximately recover three-body dispersion contributions, which would

require a higher order treatment than MP2. To further analyse the rather poor perfor-

mance of MP2, we compare MP2/def2-QZVPP with the recently introduced regular-

ized κOO-MP2 (κ=1.1)/def2-QZVPP, MP2.549/def2-TZVPP, and MP2D46/def2-QZVPP

for the ACONF12 subset. With the κ regularization and orbital-optimization we only

find a small improvement 0.12 kcal/mol in the MAE, as expected for closed-shell systems

with large HOMO–LUMO gaps.48,126 The MAE is reduced to 0.24 kcal/mol by mixing

in third-order terms via the MP2.5 scheme containing 50% MP3 correlation energy. The

full MP3/def2-TZVPP method yields an outstanding small MAE of 0.02 kcal/mol due to

a fortunate compensation of the MP3 overshooting and the residual BSSE of the triple-ζ

basis set. Finally, employing the MP2D approach to correct the uncoupled HF dispersion

treatment by DFT-D3 ones reduces the MAE by 0.33 kcal/mol compared to the original

MP2. The remaining residual BSSE can be estimated by comparing the QZ results with

the CBS result reducing the MAE by 0.17 kcal/mol. Notably, the combination of MP2

and a dispersion correction contribution to recover the proper long-range dispersion also

significantly reduces the error of DHDFs (vide supra). However, the MAE for ACONF12

with MP2D is still 0.21 kcal/mol higher than for HF-D4 due to residual basis set incom-

pleteness and superposition errors. Comparable to the general performance of the se-

ries MP2/MP3/MP4 for NCIs,49 DLPNO-CCSD overstabilizes the linear structure (MSE
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of 0.60 kcal/mol), verifying that the connected triples correction including contributions

from MP4 and MP5 is essential for accurate coupled cluster results. The comparison of

all tested WFT methods for the ACONF12 subset is shown in Fig. 7.

Figure 7: Comparison of wavefunction methods on the ACONF12 using a def2-QZVPP
basis set if not noted otherwise.

To assess the potentially larger residual basis set incompleteness and superposition

error in DHDF functionals we evaluated PWPB95-D4 with CBS(aTaQ) basis extrapola-

tion and compared the results on the ACONF12 set with the values obtained in the def2-

QZVPP basis set. The MAE reduces for this subset reduces from 0.46 to 0.32 kcal/mol,

which is a statistically significant improvement. However, DHDFs are usually not ex-

trapolated to the approximated basis set limit (i.e., CBS(aTaQ) due to the increased (about

eight times in this case) computational effort compared to the def2-QZVPP calculation.

Therefore, we primarily investigated the performance with the commonly applied def2-

QZVPP basis set.

Compared to the generally good performance of DFT across all functional classes, we

note that only the Minnesota-type functionals tested here show significantly increased

deviations, which is rather unusual. While they incorporate short and medium-range
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dispersion implicitly via their parameterization, we find for most functionals of this type

the combination with long-range London dispersion corrections still beneficial. For ex-

ample, for MN12-SX the uncorrected functional yields an MAE of 0.72 kcal/mol while

the D4 corrected functional is slightly better with 0.64 kcal/mol MAE.

With the best functionals identified close to their basis set limit, we now want to inves-

tigate how much of their performance can be recovered with more cost-efficient compos-

ite electronic structure methods, namely of the “3c” construction scheme. The “3c” meth-

ods are well-suited in a multilevel model scheme to re-rank or re-optimize an ensemble

created at a lower level of theory, like SQM or force fields. Both B97-3c and r2SCAN-3c

provide a very good description of ACONFL with an MAE of 0.13 and 0.19 kcal/mol,

respectively, approaching the accuracy of the best performing methods in a quadrupole-

ζ basis set. B97-3c is even the best among the tested GGA functionals for this bench-

mark set. PBEh-3c performs somewhat worse with 0.55 kcal/mol, which can mainly be

attributed to the small modified double-ζ basis set and the respective gCP error, while

B97-3c and r2SCAN-3c employ a larger modified triple-ζ basis set. Note that the base

functional PBE already performs worse compared to modern functionals like r2SCAN.

Overall, the composite methods r2SCAN-3c and B97-3c prove to be sufficiently accurate

in a very cost-effective way. Therefore we clearly recommend their usage in multilevel

workflows, e. g., for conformer ranking of flexible molecules with n-alkanes as building

blocks.

4.2 Assessment of SQM and FF methods

SQM and FF methods are often employed for large scale screening purposes. Due to

their much lower computational cost the calculation of large conformational ensembles

becomes possible, including challenging tasks like determining the absolute conforma-

tional entropy.140 However, due to approximations inherent to SQM and FF methods the

accuracy is often significantly lower and hence a re-ranking of generated ensembles at

21



a higher level of theory becomes necessary.5 The margin of the energetic threshold to

include structures and therefore the amount of structures from the lower level of the-

ory within such refinement workflows is crucial for the overall computational efficiency.

Especially, the prediction of the correct energetically most-favorable conformer is impor-

tant to avoid sorting out structures with major contributions to the final ensemble. The

ACONFL provides the chemically most simple yet most flexible molecules for assessing

the quality of SQM and FF methods in this context. The conformational energies for se-

lected methods are shown in Fig. 8.

Figure 8: Conformational energies for the subsets ACONF12, ACONF16, and ACONF20
for three of the best performing and three (filled dots) of the worst performing (open dots)
semiempirical and force field methods tested. The reference energies are given as black
crosses, the connecting line serves only for better visibility.

A widely used method is the universal force field (UFF).80 UFF yields a good corre-

lation (rp = 0.98 and rs = 0.95) but the overall MAE of 3.08 kcal/mol is large given the

mean energy of 4.62 kcal/mol. Furthermore, the UFF conformational energies are system-

atically too small (MSE of −3.08 kcal/mol), indicating an overall too shallow potential en-
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ergy surface. A strong systematic error and too small conformational energies even with

a good correlation results in larger conformational ensembles, which negatively impact

the computational cost of later refinement steps at a higher level of accuracy. A similar

behavior is observed for the MMFF94 force field with an MAE of 3.56 kcal/mol and also

a large negative MSE.

GFN-FF is another general force field which we have tested. It yields very good agree-

ment with the reference, at least for an FF, with an MAE of 0.39 kcal/mol and a good cor-

relation of the conformer ordering (rp = 0.97 and rs = 0.96). Most importantly, it correctly

identifies all the lowest-lying conformers in the respective subsets while getting close to

the performance of some DFT methods.

From all tested force field methods, the OpenFF-1.0.0 performs best with an MAE

of only 0.29 kcal/mol. Also, the SMIRNOFF99Frost and OpenFF-2.0.0 force fields yield

small MAEs of 0.55 and 0.45 kcal/mol, respectively. Moreover, all SMIRNOFF methods

yield an excellent Pearson correlation coefficient of 0.99. While they predict the linear

form of n-hexadecane to be lower in energy than the actual lowest-lying folded structure,

this is only a minor error of 0.1 kcal/mol. Yet only GFN-FF is able to correctly identify

the correct lowest-lying conformer for n-hexadecane as closed-form. The individual con-

formational energies for the OpenFF-1.0.0 and GFN-FF as well as MMFF94 are shown in

Fig. 8, emphasizing the correct conformational ordering produced by the former methods

and the too shallow potential energy surface produced by the latter method.

After investigating force fields we will focus on SQM methods as the next more sophis-

ticated level of theory explicitly including electronic structure effects, like the HF based

NDDO methods of the PMx family and the DFT based tight-binding methods of either the

DFTB or xTB flavor. The PM6-D3H4 method provides with an MAE of 0.54 kcal/mol a

reasonably accurate description. This good performance seems to be in line with the very

good results obtained by dispersion-corrected HF (MAE of 0.17 kcal/mol), on which PM6

is formally based on. However, in contrast its successor PM7 yields with 1.20 kcal/mol a

23



much larger MAE.

From the tested tight binding methods, we find that GFN2-xTB performs best with

an MAE of 0.81 kcal/mol. While the performance of DFTB2-D4 and DFTB3-D4 is quite

similar (MAEs of 1.26 and 1.18 kcal/mol, respectively) the better performance in GFN2-

xTB may originiate from the improved description of the anisotropic electrostatics. In

contrast the GFN1-xTB method performs with an MAE of 1.69 kcal/mol worse, which is

could be related to the basis set on hydrogen and the resulting worse description of re-

pulsive NCI contacts. A remarkably weak performer is the LC-DFTB2-D4 method, which

introduces spurious large errors in the conformational energies and almost no correlation

of the energetic order with the reference (rp = 0.20 and rs = 0.29). Visual inspection of

the conformational energies in Fig. 8 for LC-DFTB2-D4 shows severe errors for each of

the subset, where only the ACONF12 conformational energies seem systematically too

low. The large MAE 2.26 kcal/mol results from the distorted potential energy surface.

Whether this originates from the parameterization or is a more fundamental problem re-

mains an open question due to lack of alternative long-range corrected DFTB methods to

compare with.

Although alkanes are thought to be very prototypical, especially SQM and FFs re-

sult in a rather unusual performance order at least for the longer alkane conformers

(ACONF16 and ACONF20). Overall, among the force fields and semiempirical methods

tested here, GFN-FF provides the best compromise between speed and accuracy.

4.3 Performance comparison

Besides the accuracy of the method, an important factor for conformational sampling is its

computational cost. For a representative number of methods, we show the computation

time to evaluate the whole ACONFL benchmark set, together with their MAE. The wall

times were obtained by parallel calculations using four CPU cores and are shown in Fig. 9.

The evaluation of single point energies is representative for a reranking of an ensemble
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generated by a lower level method in a multilevel workflow, however less suitable for

semiempirical methods as those are usually used in the generation of the ensemble in

geometry optimizations as additional overhead from the restart or program invocation

can be already substantial compared to the total runtime.

Still, the relative time required for the single point evaluation is representative for

comparing the computational efficiency of different semiempirical methods with each

other. We find that the evaluation of the single point energies for SMIRNOFF methods

takes 1.1 min on the entire ACONFL, while the GFN2-xTB method requires less than a

second runtime. This difference results from the AM1-BCC charge calculation performed

as part of the setup of the SMIRNOFF parameterization. In practice, this calculation has

to be done only once per structure, subsequent energy and gradient evaluations will be

significantly faster but require proper caching via the compute engine to remain feasible.

Note, the calculation of the reference values at DLPNO-CCSD(T1)/CBS level of theory

took about four months cumulative wall time for the whole set.

5 Conclusions

We introduced the first benchmark set focusing on the conformational ensembles of long

alkane chains, which are a prominent structural motif in many technically and biologi-

cally relevant molecules. This new set is termed ACONFL, indicating its relation to the

ACONF benchmark introduced by Gruzman et al. in 2009,19 which only includes alkane

conformers up to n-hexane. ACONFL comprises conformational ensembles (53 conform-

ers and 50 relative energies up to about 8 kcal/mol) of the n-alkanes C12H24, C16H34, and

C20H42 that cover the transition from linear to hairpin structures as energetically lowest

conformers thus providing a more realistic picture than the ACONF set. We generated

reliable reference conformational energies employing high level coupled cluster theory

close to the basis set limit (DLPNO-CCSD(T1)/VeryTightPNO/CBS(aug-cc-pVTZ/aug-
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Figure 9: Wall time for evaluation of the complete ACONFL benchmark set on four Intel
Core i7-7700K CPU cores. Due to the vastly different scales present over the wide range
of methods assessed here we show the timings in seconds on a logarithmic scale.

cc-pVQZ)) allowing for a statistically meaningful evaluation for lower level methods with

MAE differences larger than 0.05 kcal/mol.

Using this highly accurate reference data, we explored the performance of a hierarchy

of density functionals, the “3c” family of density functional theory (DFT) composite meth-

ods, the wavefunction-based approaches HF and MP2, semiempirical approaches (SQM),

as well as standard and recent force field (FF) methods. It bears pointing out that of those

methods, only the latter (SQM and FF-based) are sufficiently efficient to comprehensively

explore the conformational space of these flexible molecules, and are thus indispensable

to accurately calculate properties like their absolute entropy.140

Concerning the DFT-based methods, we found that (meta-)GGA and hybrid function-

als are similarly accurate. In other words, the inclusion Fock exchange does not lead

to significant improvements which would justify the increased computational demands.

Only DHDFs significantly reduce the error in the conformational energies further. How-

26



ever, even in this case it is questionable whether the small gain in accuracy (0.05 kcal/mol

on average) satisfies the massively increased computational cost. The best tested method

is DSD-BLYP-D3(BJ) with an MAE of 0.07 kcal/mol while the worst tested functional is

M06L-D4 with an MAE of 1.62 kcal/mol. In the ACONFL benchmark we are able to

quantify the impact of dispersion, while in the smaller ACONF benchmark set, many

dispersion uncorrected functionals perform only slightly worse than their dispersion cor-

rected counterparts. In this respect, the composite DFT methods B97-3c and r2SCAN-3c

provide an outstanding cost/accuracy ratio as they perform on part with DFT/QZ meth-

ods for a small fraction (about 2–3 orders of magnitude faster compared to DHDF/QZ)

of the computational cost.

Regarding correction-schemes in general, we want to point out that for DFT (and also

HF) the application of a dispersion correction is crucial for conformational energies of

longer alkane chains, which is consistent with previous studies.17,18,128 Especially the in-

fluence of dispersion corrections on the conformational energies cannot be assessed with

the smaller ACONF benchmark set19 alone. Comparing commonly applied dispersion

correction schemes, we find that methods with D4 perform on average slightly better

(MAE about 0.1 kcal/mol lower) than D3 or VV10 corrected methods. Further, we notice a

very good performance for HF-D4 (MAE of 0.17 kcal/mol), which can be attributed to the

accurate parameterization of D4 as well as the approximate inclusion of many-body dis-

persion effects in the latter. While saturated systems with large gaps are usually well de-

scribed by MP2, we find surprisingly poor performance for MP2/CBS, which we largely

attribute to the uncoupled HF dispersion coefficients.141 This shortcoming of the MP2 can

be partially overcome by using the MP2D method, however the performance was found

to be still worse compared to computationally less demanding HF-D4 method. Finally,

the combination of MP3 in a triple-ζ basis set profits from fortunate error compensation,

which makes DHDFs using KS-MP3 correlation142 worth exploring in the future.

Moving to SQM and FF methods, we find that the inherent additional approximations
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of those methods also increase the overall error (average MAE 1.33 kcal/mol) compared

to DFT significantly. However, GFN2-xTB and PM6-D3H4, the best-performing among

the tested SQM methods (0.58 and 0.81 kcal/mol MAE, respectively) are sufficiently ac-

curate to retain the energetic ordering of the conformer ensemble reasonably well. Older

standard FFs like UFF and MMFF94 yield generally too shallow potential energy sur-

faces and, in turn, much too large conformer ensembles in a given energy window. These

methods thus require re-ranking and re-optimization at a higher level of theory, which

makes them unsuitable in practice, especially if the global energy minimum conformer

is incorrectly predicted (i. e. preference for the linear over the folded conformer for hex-

adecane and larger). This also raises the question of whether these common force fields

are able to distinguish lipid side-chain conformations crucial for modeling biological sys-

tems in solution. Significantly higher accuracy is obtained with the recently introduced

GFN-FF and the OpenFF-1.0.0 from the SMIRNOFF FF method, both outperforming all

tested SQM methods, even approaching the accuracy of some hybrid DFT/QZ methods

(with MAEs of 0.39 and 0.26 kcal/mol, respectively). In our experience, however, the

freely available implementation of the SMIRNOFF FFs via QCEngine is not optimal, re-

quiring an overhead of computer time by two orders of magnitude compared to GFN-FF

that render their use impractical. Hence, GFN-FF provides both, fast and accurately con-

formational ensembles and outperformed several SQM methods on this benchmark set,

which is quite surprising.

After all, due to its most favorable cost-accuracy ratio, we recommend GFN-FF for

conformational searches of alkane conformers for large scale screening applications or to

model extended systems with long alkyl chains. However, depending on the other details

of the system in question, it may be required to move to a more robust and accurate DFT

based method. Here, the efficient composite methods r2SCAN-3c and B97-3c performed

particularly well. Although it should be a seemingly straightforward problem for SQM

and FF methods due to the simple electronic structure of alkanes, only few of the tested
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methods performed convincingly and thus we recommend the ACONFL as a helpful

fit set for parameterization of new SQM and FF as well as machine learning potentials.

Further, the ACONFL provides a meaningful validation set for newly developed DFT

and MP2-type WFT methods, especially since the accurate description of conformational

energy poses a unique challenge for every investigated ensemble.
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