Classifying the toxicity of pesticides to honey bees via support vector machines with random walk graph kernels
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Abstract

Pesticides benefit agriculture by increasing crop yield, quality, and security. However, pesticides may inadvertently harm bees, which are agriculturally and ecologically vital as pollinators. The development of new pesticides—driven by pest resistance to and demands to reduce negative environmental impacts of incumbent pesticides—necessitates assessments of pesticide toxicity to bees.

We leverage a data set of 382 molecules labeled from honey bee toxicity experiments to train a classifier that predicts the toxicity of a new pesticide molecule to honey bees. Traditionally, the first step of a molecular machine learning task is to explicitly convert molecules into feature vector representations for input to the classifier. Instead, we (i) adopt the fixed-length random walk graph kernel to express the similarity between any two molecular graphs and (ii) use the kernel trick to train a support vector machine (SVM) to classify the bee toxicity of pesticides represented as molecular graphs. We assess the performance of the graph-kernel-SVM classifier under different walk lengths used to describe the molecular graphs. The optimal classifier, with walk length 5, achieves an (mean over 100 runs) accuracy, precision, and recall of 0.83, 0.71, and 0.72 on a test data set.
1 Introduction

1.1 Pesticide toxicity to bees

Pesticides (incl. insecticides, fungicides, and herbicides) are used in agriculture as an economic means to control weeds, pests, and pathogens. Thereby, pesticides increase expected crop yield and quality and contribute to food security [1-4]. However, widespread pesticide use has negative externalities on both aquatic and terrestrial ecosystems and human health [5-9]. For example, pesticides can harm agriculturally beneficial species not deliberately targeted, such as earthworms and bees [10,11].

 Though still under debate, extensive pesticide use in agriculture may play a role [11-16] in the widespread decline [17-20] of bee populations (see Ref. [21] for a synopsis) via both lethal and sublethal toxicity [11,21]. Harms to bee populations are especially concerning because bees are vital for agricultural production [22]: (1, primary value) bees serve as pollen vectors [1] for many plants that produce fruits, vegetables, nuts, oil, and stimulants for human consumption [24,25]; (2, secondary value [26]) honey bees produce honey and beeswax. In addition, bees are ecologically valuable pollen vectors for plants in natural habitats [27].

Because insect [28], weed [29], and fungi [30] populations can develop resistance to an insecticide, herbicide, and fungicide, respectively, new pesticides must be continually discovered and deployed [1]. In addition, new pesticide development is driven by the aim to reduce negative environmental impacts of incumbent ones [31]. Virtual screenings can accelerate the discovery of new pesticides operating under a known mechanism. For example, suppose a protein in an insect is a known target for insecticides. Then, computational protein-ligand docking [32] can score candidate compounds for insecticide activity, informing experimental campaigns [33-39]. However, newly proposed pesticides must also be assessed for toxicity to honey bees [40] (see US EPA website [41]).

A computational model that accurately predicts the toxicity of pesticides to bees is valuable [42] (i) as an in silico toxicity filter in virtual and experimental screenings of compounds for pesticide activity; (ii) in emergency situations where an immediate assessment of toxicity risk is needed; and (iii) to focus greater scrutiny and more thorough toxicity assessments on existing and new pesticides predicted to be toxic. Generally, training machine learning models to predict the toxicity of compounds to biological organisms is an active area of research [43,44]. And, indeed, open data from bee toxicity experiments [45-56] have been leveraged to train machine learning models to computationally predict the toxicity of pesticides to bees [57-63].

1.2 Representing molecules for supervised machine learning tasks

A flurry of research activity is devoted to the data-driven prediction of the properties of molecules via supervised machine learning [64]. An essential starting point is to design a machine-readable...
representation of the molecule for input to the machine learning model [65–67].

A vertex- and edge-labeled graph (vertices = atoms, edges = bonds, vertex label = element, edge label = bond order) is a fundamental representation of the concept of a small molecule. For many classes of molecules, the mapping of the concept of a molecule to a molecular graph is one-to-one. Though, molecular graph representations break down for certain classes of molecules [65] and are invariant to 3D structure and stereoisomerism [68].

Classical machine learning algorithms operate on inputs that lie in a Euclidean vector space. Consequently, much research is devoted to the design of fixed-size, information-rich feature vectors ("fingerprints") that encode salient features of the molecule [65,69]. Many fingerprinting methods, e.g. Morgan circular fingerprints [70], extract topological features directly from the molecular graph [71] to produce a "bag of fragments" representation [72]. Other hand-crafted molecular feature vectors include chemical, electronic, and structural/shape (3D) properties of the molecule as well [65,72].

Two advanced supervised machine learning approaches circumvent explicit hand-crafting of vector representations of molecular graphs:

1. graph representation learning [73], such as message passing neural networks (MPNNs) [74,75] that learn task-specific vector representations of molecular graphs for prediction tasks in an end-to-end manner

2. graph kernels [76–81], which (loosely speaking) measure the similarity between any two input graphs, allowing for the use of kernel methods [82], such as support vector machines [83], kernel regression/classification [82], and Gaussian processes [84], for prediction tasks.

I.e., MPNNs and kernel methods take the molecular graph representation directly as an input, bypassing manual feature vector engineering as the first step of a molecular machine learning task.

While MPNNs are powerful models, they require large amounts of labeled training data. Kernel methods with graph kernels, in comparison, are more appropriate when training data are limited, as they (i) are easier to train, possess fewer hyper-parameters, and are less susceptible to overfitting and (ii) can perform on par with MPNNs for molecular prediction tasks [85].

1.3 Our contribution: building a bee toxicity classifier of pesticides via random walk graph kernels

Our objective is to train and evaluate a graph-kernel-SVM classifier to predict the toxicity of pesticide molecules to bees. Enabling a machine learning approach, the BeeToxAI project [57] compiled labeled data from bee toxicity experiments—composed of (molecule, bee toxicity) pairs. We adopt the fixed-length random walk kernel to describe the similarity between any two molecular graphs representing two pesticides. As we explain, this graph kernel describes a molecule by the
distribution of sequences of vertex- and edge-labels along all walks of a given length on the molecular graph. Our classifier achieves an accuracy, precision, and recall of 0.83, 0.71, and 0.72.

2 Problem setup: classifying toxicity of a pesticide to honey bees

The pesticide toxicity classification task. We wish to construct a classifier \( f : \mathcal{G} \rightarrow \{-1, 1\} \) that maps any molecular graph \( G \) (see Sec. 3.1) representing a pesticide molecule to a predicted binary label \( \hat{y} = f(G) \), where \( \hat{y} = 1 \) is toxic to honey bees (\textit{Apis mellifera}) and \( \hat{y} = -1 \) is nontoxic. The classifier \( f \) is valuable as a cheap-to-evaluate "surrogate model" of an expensive bee toxicity experiment. See Fig. 1a.

The labeled bee toxicity data set. We have labeled data \( \{(G_n, y_n)\}_{n=1}^N \) composed of \( N \) examples of molecular graphs \( G_n \in \mathcal{G} \) representing pesticide and pesticide-like molecules and their experimentally-determined labels \( y_n \in \{-1, 1\} \) (1: toxic, -1: nontoxic). Particularly, we took the acute contact toxicity data set, compiled by the BeeToxAI project [57], containing \( N = 382 \) molecules—113 toxic and 269 nontoxic (see Fig. 1b).

The machine learning approach: support vector machine based on a random walk graph kernel. We wish to leverage the labeled bee toxicity data set to train a support vector machine (see Sec. 3.6) as the classifier \( f(G) \). A support vector machine (SVM) is a versatile machine learning algorithm that aims to find the maximum-margin separator (a hyperplane) between the positive and negative training examples in a mapped feature space. The mapped feature space does not need to be explicitly constructed. Instead, kernel functions can be used to perform the needed operations (dot product) in the mapped feature space. In this work, we use the fixed-length random walk graph kernel (see Sec. 3.4) as our kernel function, which [implicitly] converts each molecular graph into a feature vector representation for the SVM via a fixed-length random walk feature map (see Sec. 3.3).

3 Methods

3.1 The vertex- and edge-labeled graph representation of a molecule

A fundamental representation of a molecule is as a vertex- and edge-labeled, undirected graph \( G = (\mathcal{V}, \mathcal{E}, \ell_v, \ell_e) \), with:

- \( \mathcal{V} = \{v_1, ..., v_N\} \) the set of vertices representing the \( N \) atoms (excluding hydrogen atoms\(^3\))
- \( \mathcal{E} \) the set of edges representing chemical bonds; \( e = \{v_i, v_j\} \in \mathcal{E} \) iff the atoms represented by vertices \( v_i \in \mathcal{V} \) and \( v_j \in \mathcal{V} \) are bonded.

\(^3\)We exclude H atoms in the molecular graph to avoid redundancy. E.g., an H bonded to a C can be inferred from the order of the bond between C and another atom, encoded in the edge labels.
(a) The prediction task. (b) Class distribution.

Figure 1: Problem setup. (a) Our objective is to train a classifier \( f \) that maps a molecular graph \( G \) to a binary prediction \( \hat{y} \) of the bee toxicity of the pesticide molecule it represents. (b) The BeeToxAI \(^{57}\) bee toxicity data set we leverage to train a machine learning model as the classifier \( f \) contains 382 molecules with the shown label distribution.

- \( \ell_v : V \rightarrow \{ \text{C, N, O, S, P, F, Cl, I, Br, Si, As} \} \) the vertex-labeling function that provides the chemical element of each vertex (atom).
- \( \ell_e : E \rightarrow \{ 1, 2, 3, a \} \) ("a" for aromatic) the edge-labeling function that provides the bond order of each edge (bond).

For example, Fig. 2c visualizes the molecular graph representation of the molecule in Fig. 2a. This molecular graph representation of a molecule describes its topology and is invariant to translations and rotations of the molecule and to bond stretching, bending, and rotation.

Let \( \mathcal{G} \) be the set of possible molecular graphs, so \( G \in \mathcal{G} \).

### 3.2 Walks on a molecular graph and label sequences along them

Random walk feature maps and graph kernels describe molecular graphs by the set of walks on them and the label sequences along these walks.

A walk. A walk \( w \) of length \( L \) on a molecular graph \( G \) is a sequence of vertices such that consecutive vertices are joined by an edge:

\[
w = (v_1, ..., v_{L+1}) \text{ s.t. } \{v_i, v_{i+1}\} \in E \text{ for } i \in \{1, ..., L\} \tag{1}
\]
The length $L$ refers to the number of edges (not necessarily unique) traversed along the walk. E.g., a length-3 walk on a molecular graph is highlighted in Fig. 2c.

Let $\mathcal{W}_L(G)$ be the set of all possible walks of length $L$ on a graph $G$.

**The label sequence of a walk.** The label sequence $s = \ell_w(w)$ of a walk $w = (v_1, \ldots, v_{L+1})$ gives the progression of vertex and edge labels along the walk:

$$\ell_w(w) = [\ell_v(v_1), \ell_e(\{v_1, v_2\}), \ldots, \ell_e(\{v_L, v_{L+1}\}), \ell_v(v_{L+1})] =: s.$$  \hspace{1cm} (2)

Let $S_L = \{s_1, \ldots, s_{S_L}\}$ be the set of all possible label sequences among length-$L$ walks on the space of molecular graphs, $\mathcal{G}$—so $|S_L| = S_L$.

### 3.3 The fixed-length random walk graph-to-vector feature map

Both classical and kernel machine learning methods explicitly and implicitly, respectively, rely on a feature map for prediction tasks on molecular graphs. Generally, a feature map maps graphs into a vector space.

The fixed-length random walk feature map maps a molecular graph to a vector whose entries give the number of walks of a given length on the graph with each of the different possible vertex- and edge-label sequences. The idea is to describe a molecular graph by the distribution of label sequences of fixed-length random walks on it \[86-88\]—pertaining to equipoise random walks on a molecular graph \[89\].

The fixed-length-$L$ feature map $\phi^{(L)} : \mathcal{G} \rightarrow \mathbb{R}^{S_L}$ constructs a vector representation of a graph $G \in \mathcal{G}$ whose element $i$ is a count of length-$L$ walks on $G$ with label sequence $s_i$:

$$\phi^{(L)}(G) := [\phi_1^{(L)}(G), \ldots, \phi_{S_L}^{(L)}(G)]$$

where $\phi_i^{(L)}(G) := |\{w \in \mathcal{W}_L(G) : \ell_w(w) = s_i\}|$. \hspace{1cm} (4)

As a length $L = 0$ walk constitutes an atom, the feature map $\phi^{(0)}(G)$ lists counts of atom types in the molecule. As a length $L = 1$ walk constitutes two (ordered) atoms joined by a bond, the feature map $\phi^{(L)}(G)$ lists counts of each particular (ordered) pairing of atoms joined by a particular bond type in the molecule.

For large $L$, explicit construction of $\phi^{(L)}(G)$ for all $G$ in (a large subset of) $\mathcal{G}$ for a machine learning task may be infeasible because of the size of the set of possible label sequences $S_L$ present in length-$L$ walks on graphs \[84\]. Thankfully, (1) kernel methods of machine learning can be cast to rely only on inner products $\phi^{(L)}(G) \cdot \phi^{(L)}(G')$ of pairs of vector representations of molecular graphs and (2) the fixed-length random walk kernel $k^{(L)}(G, G') = \phi^{(L)}(G) \cdot \phi^{(L)}(G')$ allows us to circumvent explicit construction of $\phi^{(L)}(G)$.

\[4\] Given $V$ possible vertex labels and $E$ possible edge labels, theoretically $|S_L| = V^{L+1}E^L$ label sequences are possible, but of course chemistry imposes many constraints.
3.4 The fixed-length random walk graph kernels

The fixed-length random walk graph kernel \([86, 90]\) \((L\text{-RWGK}) \ k^{(L)} : G \times G \to \mathbb{R}\) is a (symmetric, positive semidefinite) function such that evaluating \(k(G, G')\) is implicitly equivalent to (i) mapping the two input graphs \(G\) and \(G'\) into the vector space \(\mathbb{R}^{S_L}\) via the fixed length \(L\) feature map \(\phi^{(L)}\) then (ii) taking the inner product of these two vectors:

\[
k^{(L)}(G, G') = \phi^{(L)}(G) \cdot \phi^{(L)}(G').
\]  

(5)

Seen from eqn. 4, term \(i\) of \(k^{(L)}(G, G')\) is the number of pairs of length-\(L\) walks—one in graph \(G\), the other in graph \(G'\)—with label sequence \(s_i \in S_L\). So, \(k^{(L)}(G, G')\) sums counts of pairs of length-\(L\) walks on the two graphs \(G, G'\) sharing a label sequence:

\[
k^{(L)}(G, G') = \sum_{s \in S_L} |\{w \in W_L(G) : \ell_w(w) = s\}| |\{w' \in W_L(G') : \ell_w(w') = s\}|.
\]  

(6)

As the term associated with a label sequence \(s\) is nonzero iff both graphs \(G\) and \(G'\) possess a length-\(L\) walk with label sequence \(s\), this sum may be restricted to be over the subset of label sequences in common between length-\(L\) walks on the two graphs, \(\ell_w(W_L(G)) \cap \ell_w(W_L(G'))\).

Intuitively:

- The 0-RWGK \(k^{(0)}(G, G')\) sums counts of pairs of atoms of a particular atom type between the two graphs \(G, G'\) and is equal to the number of nodes in the direct product graph \(G_x = G \times G'\).

- The 1-RWGK \(k^{(1)}(G, G')\) sums counts of pairs of two particular (ordered) atoms joined by a particular bond between the two graphs \(G, G'\) and is equal to twice the number of edges in the direct product graph \(G_x = G \times G'\).

The optimal length \(L\) in the \(L\)-RWGK for a particular molecular prediction task may be found via a cross-validation procedure.

How do we evaluate the \(L\)-RWGK without explicitly performing the dot product in eqn. 5? Next, we presents the direct product graph to facilitate counting pairs of label sequences in common between walks on two graphs.

3.5 The direct product graph to compute RWGKs

Given two input graphs \(G, G' \in \mathcal{G}\), we construct a new graph, the direct product graph \(G_x = G \times G' = (\mathcal{V}_x, \mathcal{E}_x, \ell_{v,x}, \ell_{e,x})\) for evaluating the \(L\)-RWGK \(k^{L}(G, G')\) between \(G, G'\). The direct product graph \(G_x\) is constructed such that there is a one-to-one mapping between (i) walks in \(G_x\) and (ii) pairs of walks—one on \(G\) and one on \(G'\)—with the same label sequence.

**Definition of the direct product graph.** Each vertex of the direct product graph \(G_x = G \times G'\) is an ordered pair of vertices—the first in \(G\), the second in \(G'\). The vertices of the direct product
A matrix \( G \) involves (i) constructing the direct product graph \( L \). Summary of evaluating the \( L \)-RWGK. By construction, any given length-\( L \) walk \( w_x \) on the direct product graph \( G_x = G \times G' \) with label sequence \( \ell_{w,x}(w_x) \) pertains to a unique pair of walks \( \{w, w'\} \), with \( w \in \mathcal{W}_L(G) \), \( w' \in \mathcal{W}_L(G') \), possessing the label sequence \( \ell_w(w) = \ell_w'(w') = \ell_{w,x}(w_x) \), and vice versa (giving a bijection). Fig. 2 illustrates (see highlighted walks). Therefore, all three of the following quantities are equivalent:

- the number of length-\( L \) walks on the direct product graph \( G_x = G \times G' \)
- the number of pairs of length-\( L \) walks on \( G \) and \( G' \) with the same label sequence
- via eqn. 6 the value of the \( L \)-RWGK \( k^{(L)}(G, G') \).

The key to counting length-\( L \) walks on \( G_x = G \times G' \)—and thus to evaluating \( k^{(L)}(G, G') \)—lies in its \( |\mathcal{V}_x| \times |\mathcal{V}_x| \) adjacency matrix \( A_x \) whose entry \( (i, j) \) is one if vertices \( v_{x,i}, v_{x,j} \in \mathcal{V}_x \) are joined by an edge and zero otherwise. The number of walks of length \( L \) from vertex \( v_{x,i} \) to vertex \( v_{x,j} \) is given by element \( (i, j) \) of \( A_x^L \). Therefore:

\[
k^{(L)}(G, G') = \sum_{i=1}^{|\mathcal{V}_x|} \sum_{j=1}^{|\mathcal{V}_x|} [A_x^L]_{i,j}.
\]

Summary of evaluating the \( L \)-RWGK. Computing the \( L \)-RWGK \( k^{(L)}(G, G') \), therefore, involves (i) constructing the direct product graph \( G_x = G \times G' \), (ii) building the adjacency matrix \( A_x \) of \( G_x \), (iii) computing the \( L \)-th power of \( A_x \), \( A_x^L \), then (iv) summing its entries.

\[
\mathcal{V}_x := \{(v, v') \in \mathcal{V} \times \mathcal{V}' \mid \ell_v(v) = \ell_{v'}(v')\}.
\]

An edge joins a pair of two vertices of the direct product graph \( G_x = G \times G' \) iff (i) the two involved vertices of \( G \) are joined by an edge in \( \mathcal{E} \) and (ii) the two involved vertices of \( G' \) are joined by an edge in \( \mathcal{E}' \) and (iii) these two edges in \( \mathcal{E} \) and \( \mathcal{E}' \) have the same label:

\[
\mathcal{E}_x := \{((u, u'), (v, v')) \mid (u, u') \in \mathcal{V}_x \land (v, v') \in \mathcal{V}_x \land \{u, v\} \in \mathcal{E} \land \{u', v'\} \in \mathcal{E}' \land \ell_e(\{u, v\}) = \ell_e'(\{u', v'\})\}.
\]

We equip the direct product graph \( G_x = G \times G' \) with vertex- and edge-labeling functions that give the (same) label of the involved vertices and edges in \( G \) and \( G' \):

\[
\ell_{v,x}((v, v')) = \ell_v(v) = \ell_{v'}(v')
\]

\[
\ell_{e,x}(\{(u, u'), (v, v')\}) = \ell_e(\{u, v\}) = \ell_e(\{u', v'\}).
\]
Figure 2: Illustrating the (e) direct product graph $G_x = G \times G'$ of two molecular graphs (c) $G$ and (d) $G'$ representing molecules in (a) and (b) (SMILES strings shown). Vertex labels in $G, G', G_x$ indicated by color. Note the one-to-one correspondence between (i) a walk on $G_x$ and (ii) two walks on $G$ and $G'$ with the same label sequence. We highlight one such correspondence in yellow.

3.6 Support vector machines (SVMs) as classifiers

A support vector machine (SVM) \[82,83,91,92\] is a kernel method for binary classification. We have:
- a labeled training data set \( \{ (G_n, y_n) \}_{n=1}^N \), with \( G_n \in \mathcal{G} \) and \( y_n \in \{-1, 1\} \).
- the fixed-length feature map \( \phi^{(L)} : \mathcal{G} \rightarrow \mathbb{R}^{S_L} \) and its associated graph kernel \( k^{(L)} : \mathcal{G} \times \mathcal{G} \rightarrow \mathbb{R} \).

An SVM classifier draws a decision boundary in the feature space \( \mathbb{R}^{S_L} \) with a hyperplane:

\[
\hat{y} = f(G) = \text{sign}(w \cdot \phi^{(L)}(G) + b),
\]

(12)

where \( w \in \mathbb{R}^{S_L} \) and \( b \in \mathbb{R} \) are learnable parameters. Assuming the two classes in the training data are separable by eqn. [12] the idea behind training an SVM is to seek the hyperplane that:

- separates the classes. I.e., \( y_n(w \cdot \phi^{(L)}(G_n) + b) \geq 0 \) for \( n \in \{1, ..., N\} \).
- gives the maximal margin. I.e., maximizes the distance of the closest data points—the "support vectors"—to the hyperplane. Mathematically, if we define a support vector \( \phi(G_i) \) as satisfying \( y_i(w \cdot \phi(G_i) + b) = 1 \), we wish for \( 1/||w|| \) to be large.

In practice, the data are not separable, and we must have a "soft" margin that allows for misclassifications through slack variables.

The primal optimization problem associated with training a soft margin SVM is to find the parameters \( w, b \) that give the maximal (soft) margin while penalizing constraint violations:

\[
\min_{w,b} \left( \frac{1}{2} ||w||^2 + C \sum_{n=1}^{N} \xi_n \right)
\]

(13)

s.t. \( \xi_n \geq 0 \) for \( n \in \{1, ..., N\} \)

\[
y_n(w \cdot \phi(G_n) + b) \geq 1 - \xi_n \text{ for } n \in \{1, ..., N\}. \]

(14)

The slack variable \( \xi_n \) associated with data vector \( \phi(G_n) \) allows, if it is nonzero, violation of the constraint \( y_n(w \cdot \phi(G_n) + b) \geq 1 \) that it lies on the correct side of the decision boundary and outside of or on the margin. If \( \xi_n > 1 \), data point \( n \) is misclassified; if \( 0 < \xi_n < 1 \), it is classified correctly but lies inside the margin. The hyperparameter \( C \geq 0 \) trades a large margin for constraint violations.

In practice, SVM is typically trained computationally by solving the Lagrangian dual of the optimization problem, a quadratic programming problem in \( N \) variables \( \{\alpha_1, ..., \alpha_N\} \), where \( \alpha_n \) is the Lagrange multiplier for the constraint on \( \phi(G_n) \):

\[
\max_{\alpha} \left( \sum_{i=1}^{N} \alpha_i - \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \alpha_i \alpha_j y_i y_j \phi^{(L)}(G_i) \cdot \phi^{(L)}(G_j) \right)
\]

(16)

s.t. \( 0 \leq \alpha_n \leq C \) for \( n \in \{1, ..., N\} \)

\[
\sum_{n=1}^{N} \alpha_n y_n = 0,
\]

(17)
where the optimal solution to the dual problem $\alpha^*$ and the optimal solution to the primal problem $w^*$ satisfy:

$$
    w^* = \sum_{n=1}^{N} \alpha_n^* y_n \phi^{(L)}(G_n). 
$$

(19)

Importantly, the objective of the dual problem in eqn. 16 depends only on $\phi^{(L)}(G_i) \cdot \phi^{(L)}(G_j)$ of the training data, which we can replace with the graph kernel $k^{(L)}(G_i, G_j)$ (see eqn. 5) via the kernel trick! The kernel trick bypasses the explicit mapping of the graphs $G$ and $G'$ into the vector space $\mathbb{R}^{S^L}$ to compute $\phi^{(L)}(G) \cdot \phi^{(L)}(G')$; instead, we evaluate the kernel function between them, $k^{(L)}(G, G')$, via eqn. 11. Using eqn. 19, we can also rewrite the decision rule in eqn. 12 for a new graph $G$ in terms of the kernel between it and the graphs in the training data set:

$$
    f(G) = \text{sign} \left( \sum_{n=1}^{N} \alpha_n^* y_n k^{(L)}(G_n, G) + b^* \right). 
$$

(20)

An important characteristic of the solution to the dual problem is that many $\alpha_n^*$’s could be/likely are zero. If $\alpha_n = 0$, data point $(G_n, y_n)$ does not contribute to the decision rule in eqn. 20. The subset of data vectors $\phi^{(L)}(G_n)$ for which $\alpha_n > 0$ constitute the support vectors. The decision rule in eqn. 20 depends only on how similar the new graph $G$ is to the graphs constituting the support vectors.

Finally, we address the question of how to determine $b^*$ in eqn. 20. One can show that (margin) support vectors such that $0 < \alpha_n < C$ lie on the margin and thus satisfy $y_i(\mathbf{w}^* \cdot \phi(G_i) + b^*) = 1$. Together with eqn. 19, this gives an equation for $b^*$ involving only the (margin) support vectors.

For more details on the SVM, consult Refs. [82, 91].

In practice, we store the inner products between all pairs of molecular graphs in a $N \times N$ Gram matrix $K^{(L)}$, whose element $(i, j)$ gives the $L$-RWGK $k^{(L)}(G_i, G_j)$ between molecular graphs $G_i$ and $G_j$.

Note the SVM will perform better if the feature vectors $\{\phi^{(L)}(G_1), ..., \phi^{(L)}(G_N)\}$ are first centered [93]. Again to avoid explicit construction of them, the double-centering trick [82] allows us to obtain the inner products of the centered feature vectors from the inner products of the uncentered feature vectors in the Gram matrix $K^{(L)}$. Particularly, the centered Gram matrix $\tilde{K}^{(L)} = C K^{(L)} C$ with centering matrix $C = I - \frac{1}{N} oo^T$ ($I$ the identity matrix, $o$ a vector of ones). See Appendix B in Ref. [94].

### 3.7 Classification performance metrics

Performance metrics of a classifier $\hat{y} = f(G)$ include, measured over a labeled test data set:

- accuracy: fraction of examples classified correctly
- precision: among the examples classified as toxic ($\hat{y}_n = 1$), what fraction are truly toxic ($y_n = 1$)?
• recall: among the examples that are truly toxic ($y_n = 1$), what fraction are correctly predicted as toxic ($\hat{y}_n = 1$)?

4 Results

We now share the results of using a fixed length-$L$ random walk graph kernel ($L$-RWGK) support vector machine (SVM) to classify the toxicity of pesticide molecules to honey bees. All data and Julia code for reproducibility is available at [github.com/SimonEnsemble/graph-kernel-SVM-for-toxicity-of-pesticides-to-bees](https://github.com/SimonEnsemble/graph-kernel-SVM-for-toxicity-of-pesticides-to-bees).

4.1 Machine learning procedures

Data preparation. We first converted the SMILES strings representing the pesticide molecules from the BeeToxAI project [57] into molecular graphs. Together with the outcome of the bee toxicity experiment, this gives a labeled data set $\{ (G_n, y_n) \}_{n=1}^N$ described in Sec. 2.

Computing the Gram matrix. For $L \in \{0, \ldots, 12\}$, we compute the $N \times N$ Gram matrix $K^{(L)}$ whose element $(i,j)$ gives the $L$-RWGK $k^{(L)}(G_i, G_j)$ (see Sec. 3.4) between molecular graphs $G_i$ and $G_j$. We wrote our own code to construct the direct product graph $G_x = G_i \times G_j$ and compute the $L$-RWGK $k^{(L)}(G_i, G_j)$ (see Sec. 3.5).

A train-test run. A train-test run of a $L$-RWGK-SVM (see Sec. 3.6), with $L$ specified, comprises the following procedure. We randomly shuffle then split the examples into a 80%/20% train/test split via a stratified scheme to preserve the distribution of class labels in Fig. 1b. Using the training set only, we use $K$-fold ($K = 3$, again, stratified by class labels) cross-validation to determine the optimal $C$ parameter of the SVM classifier. We choose $C_{opt}$ as the one providing the $L$-RWGK-SVM with the maximal (mean over $K$ folds) validation score (product of precision and recall)—a grid search over 15 values of $\log_{10} C$ between $-5$ and $1$, equally spaced. Finally, we train a deployment SVM with $C = C_{opt}$ on all training data and evaluate its performance (precision, recall, and accuracy—see Sec. 3.7) on the test set.

N.b., for each SVM trained, we center the Gram matrix $K^{(L)}$ pertaining only to the training graphs via the double-centering trick [82]. We adopt a similar centering trick [94] for the Gram matrix giving the similarity of the test graphs with the training graphs when we feed it as input to the SVM for a prediction on the test set.

We used the SVC implementation and Gram matrix centerer in scikit-learn [95] with our precomputed Gram matrix. We scaled the $C$ parameter in eqn. 13 seen by the slack variables pertaining to each class to balance penalization of constraint violations for each class.

Overall procedure. For $L \in \{0, \ldots, 12\}$, we conducted 100 (stochastic, owing to the random test/train and $K$-folds split) train/test runs, where we evaluated the performance of a $C$-hyperparameter-optimized, trained $L$-RWGK-SVM classifier on the hold-out test set for each run.
Run times. The majority of the computational run time for generating our results was in computing the $382 \times 382$ Gram matrix $K^{(L)}$. Using four cores, the run time ranged from less than five minutes ($L = 0, 1$) to $\sim 20-25$ minutes for $L \geq 7$ (see SI).

4.2 Cross-validation results

Fig. 3a shows the validation scores (product of precision and recall) from the cross-validation procedure for each (i) $C$ SVM hyperparameter and (ii) walk length $L$ in the $L$-RWGK. Overall, the optimal $C$ parameter tended to decrease with the walk length, consistent viewing the inverse of $C$ as a regularization parameter that should increase when the representation of the examples are more complex.

4.3 Classification performance on the test set

Fig. 3b shows the classification performance, judged by mean accuracy, precision, and recall (see Sec. 3.7) on the hold-out test set of pesticide molecules, as a function of the walk length $L$ of the $L$-RWGK used for the SVM. The optimal classifier, selected according to the maximal mean product of recall and precision in the cross-validation procedure, used the 5-RWGK and achieved a mean accuracy, precision, and recall of 0.83, 0.71, and 0.72 on the test data set. We conclude the optimal length $L$ of the walk for expressing the similarity of pesticide molecules via the $L$-RWKGK is length $L = 5$.

5 Discussion

We provided an exposition on the $L$-RWGK-SVM for molecular prediction tasks. The key idea behind the $L$-RWGK is to express the similarity of any two molecular graphs by the count of pairs of length $L$ walks—one on each graph—with the same sequence of vertex- and edge-labels. We then leveraged the BeeToxAI [57] data set to train a $L$-RWGK-SVM classifier that predicts the toxicity of pesticide molecules to honey bees.

Graph kernels have been used before, with SVMs, Gaussian processes, and kernel regression, to predict the properties of molecules and materials in the chemical sciences [77,96], such as to classify proteins [97], score protein-protein interactions [98], predict methane uptake in nanoporous materials [99], predict atomization energy of molecules [100, 101], and predict thermodynamic properties of pure substances [102].

We mention that a Gaussian process model [84] using the $L$-RWGK would enable uncertainty quantification in the prediction.

Disadvantages of the $L$-RWGK include (i) its compute- and memory-intensity to evaluate, hence poor scalability to large molecules and large data sets [77] and (ii) tottering. Expanding on (ii): by definition, the vertices in a walk (see eqn. 1) may not be distinct (then, it would be a path). Thus, long walks that totter back and forth between the same few nodes—e.g., at the extreme: $w = (u, v, u, v, \ldots, u, v)$—are accounted for in the $L$-RWGK. These walks do not contribute
Figure 3: Average results over 100 (stochastic) runs of test/train splits. (a) Validation scores (product of precision and recall) during the 3-fold cross-validation procedure to tune (i) the SVM $C$ parameter and (ii) the length $L$ of the walks in the $L$-RWGK. The $\star$ indicates the optimal SVM classifier. (b) Toxicity classification performance of the deployment SVM (with the optimal $C$ parameter) as a function of the length $L$ of the walks in the $L$-RWGK. Shaded bands show standard deviation.

extra information about the similarity of two graphs—e.g., for our extreme example, no more information beyond the length-2 walk $(u, v)$. Tottering thus could lead to a "dilution" of the similarity metric expressed by the random walk kernel. Modification of the random walk kernel can prevent tottering walks from contributing to the similarity metric.

The $L$-RWGK can be generalized further by defining a kernel between two walks $w$ and $w'$ as a product of the kernel between the edges and vertices along the walk $[77, 87, 97]$. A (non-Dirac) kernel between vertices could account for similarity of chemical elements.

In addition to the fixed-length-$L$ random walk kernel we employed, the (i) max-length-$L$ random walk kernel and (ii) geometric random walk kernel count pairs of length-$\ell$ walks with a shared label sequence (i) for $\ell \in \{0, \ldots, L\}$ and (ii) $\ell \in \{0, \ldots, L\}$.

In addition to random walk kernels, other graph kernels can be used to express the similarity of molecular graphs: shortest-path, graphlet, tree- and cyclic-pattern, and optimal assignment kernels.
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