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Abstract

Phytochromes are photoreceptors responsible for sensing light in plants, fungi and

bacteria. Their photoactivation is initiated by the photoisomerization of an embedded

chromophore, which triggers a large conformational change in the structure of the entire

protein. Although phytochromes have been subject of numerous studies, the photoiso-

merization mechanism and the following reaction path leading to the final active state

remain elusive. Here, we use an integrated computational approach that combines non-

adiabatic surface hopping and adiabatic ground-state molecular dynamics simulations

to gain atomistic details on the photoactivation mechanism of Deinococcus radiodurans

bacteriophytochrome. Our simulations show that the ps-scale photoisomerization of the

chromophore proceeds through a hula-twist mechanism that forces a counterclockwise

rotation of the D-ring. The initial photoproduct rapidly evolves in an early intermedi-

ate which we characterize through IR spectroscopy simulation. The early intermediate
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then evolves on the ns-to-µs scale to a late intermediate, characterized by a more dis-

ordered binding pocket and a clear weakening of the aspartate-to-arginine salt bridge

interaction, whose cleavage is essential to interconvert to the final active state.

1 Introduction

Photoreceptors are the special intermediaries responsible for sensing light and activating the

photoinduced biological function in many different organisms1–3 . Phytochromes are an exam-

ple of such complex biological machines, ubiquitous in plants, fungi and bacteria4–14 . They

are red-absorbing homodimeric proteins, carrying a photoswitchable bilin as a chromophore.

Most phytochromes exist in two distinct photoreversible forms: the red light-absorbing form,

also known as Pr state, and the far-red light absorbing form, the Pfr state12,15–18 , which differ

by both chromophore stereochemistry and protein structure. In canonical phytochromes the

most thermodinamically stable Pr state is the resting (inactive) form. Red-light absorption

triggers the conformational switch towards the Pfr state. The “reverse” reaction from Pfr to

Pr proceeds via a thermal pathway or by absorption of a second photon of far-red light.

Phytochromes of different species share a generally conserved photosensory module (PSM,

Fig. 1A), composed by three domains PAS (Per/Arndt/Sim), GAF (cGMP phosphodi-

esterase/adenyl cyclase/FhlA) and PHY (Phytochrome specific). The PSM is then linked

to an output module, which exerts a specific function depending on the species19–21 . Due

to such a modular domain architecture, and because they absorb and fluoresce within the

so-called “transparent window”, phytochromes are exploited in emerging fields as bioimaging

and optogenetics13,22–26 .

In bacterial phytochromes, such as the phytochrome from Deinococcus radiodurans 27–30

(DrBph), a biliverdin IXα (BV) chromophore, embedded in the GAF domain, is covalently

bound to the protein through a cysteine residue (Cys24), belonging to the PAS domain.

Noteworthy, the “tongue” structural motif of the PHY domain connects to the chromophore-

binding pocket through a salt-bridge involving a conserved aspartate belonging to the GAF
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Figure 1: (A) Representation of the PSM of the two photoproducts: Pr and Pfr, with a
zoom on the bilin chromophore (green), highlighting the PAS (blue), GAF (orange) and
PHY (red) domains. (B) Zoom of the chromophore in the binding pocket of the Pr state.
(C) Chemical structure of the chromophore and atoms numbering.

domain (Fig. 1B). In response to red light, the chromophore is electronically excited and

photoisomerizes at the C15=C16 double bond31 (Fig. 1A,C). Following the photoactivation,

the salt bridge breaks, allowing the tongue to refold completely from a β-sheet to a α-helix,

and finally leading to downstream changes in the entire phytochrome. The sequence of events

that leads to such structural changes however is still not understood, due to the multiple

time and space scales involved in the process.16,20,21,28,29,32–40

Thanks to spectroscopic investigations, we know that the photocycle of bacteriophy-

tochromes involves at least two intermediate states, namely Lumi-R and Meta-R36,41–43 . The
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former arises from the photoisomerization; then, on the microsecond time scale, thermal re-

laxation processes lead to the formation of the Meta-R intermediate. However, the structures

of these intermediates have not been resolved, and it is still not clear how the chromophore

structural change propagates first to the binding pocket, and then to the entire protein.

Already at the level of the photochemistry, there is no consensus on the direction of

rotation around the C15=C16 double bond. Comparison between circular dichroism (CD)

spectra of the Pr and Pfr forms44 of DrBph suggested a clockwise rotation of D-ring (Fig. 1C).

This hypothesis is supported by steric reasons, as the clash between the two methyl groups

in C13 and C17 (Fig. 1C) would hinder a counterclockwise rotation. The crystal structure of

the Pfr state32 seems to support this hypothesis. On the other hand, a more recent study

using time-resolved serial X-ray experiments45 reported a counterclockwise rotation for the

same DrBph phytochrome as the very first observed structural change. The intermediates

in the subsequent phytochrome photocycle have been characterized spectroscopically by

transient and step-scan IR spectroscopy 37,46 . The Lumi-R intermediate is characterized by

a change in the frequency of the D-ring carbonyl, owing to a different and dynamic local

environment. In addition, experiments suggest a weakening of the salt bridge connecting

the conserved aspartate to the tongue arginine. A further study46 indicates that at least

two Lumi-R intermediates are present in the DrBph photocycle: an early Lumi-R, which is

formed within hundreds of ps after excitation, and a late Lumi-R which is thermally reached

from the former in about 0.4 µs. The early Lumi-R should involve only the chromophore

isomerization, while in the late Lumi-R also a rearrangement of the environment closely

surrounding the chromophore.

Through an integrated multiscale approach that combines non-adiabatic QM/MM excited-

state dynamics with ground-state molecular dynamics simulations, we investigate the pho-

tochemical pathway of DrBph, revealing the structure of the Lumi-R intermediate(s).

Our results show the presence of a conical intersection (CI) between S0 and the first

electronic singlet excited state of BV as a non-radiative decay channel. Such a CI is reached
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through a counterclockwise rotation of the D-ring with a hula-twist mechanism, resulting

in a structure that is here interpreted as the early Lumi-R intermediate. Notably, this in-

termediate is characterized by the interaction of the chromophore D-ring with a tyrosine

residue (Tyr263) in line with mutational studies38,46 that demonstrated the tight connection

between Tyr263 and the chromophore state. The IR spectrum calculated on the proposed

structure shows a good agreement with the experimental data. Finally, the thermal relax-

ation into the late Lumi-R state is simulated, confirming that the latter is characterized by a

more dynamic environment around the chromophore. In particular, we observe a weakening

of the GAF-PHY Asp277· · ·Arg466 salt bridge interaction, whose cleavage is essential to

interconvert from Pr to Pfr.

2 Methods

We have used a strategy which relies on the integration of semiclassical surface hopping (SH)

and Born-Oppenheimer (BO) molecular dynamics (MD). In particular, we have used MD

simulations based on both Molecular Mechanics (MM) and quantum mechanics/molecular

mechanics (QM/MM) potentials.

2.1 Surface Hopping

The excited state dynamics was simulated by means of a semiclassical trajectory surface

hopping47 approach in a hybrid QM/MM scheme with electrostatic embedding. Due to

large size of the protein (Fig. 1A) and the associated high computational cost, we simulated

a model system, consisting of one monomer and a sphere of water molecules centered on

the chromophore (Fig. 2B). The coordinates for this model were extracted from a 4 µs-long

MM MD of the Pr state48 . The resulting system was neutralized with sodium ions. In our

QM/MM scheme, the BV chromophore was treated as QM subsystem, while the rest of the

model system was treated with the AMBER ff14SB force field49 (see Fig. 2B). To describe
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the electronic structure of BV, we used the multi-reference FOMO-CASCI50,51 method in a

semiempirical AM1 framework, with an active space of (6,6) and a Gaussian width of 0.05

a.u. for FOMOs. Details on the selection of the computational method are provided in the

SI (Section S1.1).

The initial nuclear ensemble for the SH trajectories was obtained by propagating three

ground-state QM/MM simulations (from here on, R1, R2 and R3) of the model system

(Fig. 2B) for 20 ps, with a time step ∆t = 0.1 fs and the Bussi-Parrinello stochastic thermo-

stat at 300K. The first 10 ps of each replica were discarded to avoid nonequilibrium effects

due to the heating step. The last 10 ps were used for sampling the initial conditions (nuclear

coordinates and momenta) for the swarm of non-adiabatic trajectories (from here on, Set1,

Set2, Set3)51,52 .

Both ground-state and surface hopping MDs used the same integration time step of 0.1

fs and were performed with a modified version of the semiempirical program MOPAC200253 ,

interfaced with the molecular dynamics TINKER54 software package. In surface hopping

calculations the first three adiabatic singlet states were considered, in order to account for

the possible role of higher-lying states. The local diabatization algorithm50,51 was used for

the integration of the time-dependent Schrödinger equation for the electrons, and quantum

decoherence was taken into account applying an energy-based correction55 . More details are

provided in the SI (Section S1.1.2).

2.2 Ground-state MD simulations

Final configurations were extracted from the surface hopping trajectories to propagate adi-

abatic MD simulations in the ground state. Both QM/MM and MM descriptions were used

For the QM/MM simulations, the QM subsystem (the same as for surface hopping simula-

tions) was treated using the AM1 semiempirical Hamiltonian, while the rest of the system

(monomer and water box) was treated at the MM level (with the AMBER ff14SB force-

field for the protein, while water was described with the TIP3P model). Four trajectories
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were propagated for 5 ns each and average-quantity analysis were made on 5000 frames per

trajectory.

For MM MDs, the GAFF force-field was used for BV and for the bonding interactions

between BV and the covalently bonded cysteine residue Cys24. Ten independent replicas

were run for 1 µs each. All MD simulations were run with AMBER1856,57 . More details are

provided in the SI (Section S1.2).

2.2.1 Simulation of IR spectra

In order to perform the IR spectroscopy simulation of the Lumi-R intermediate, we have

extracted 57 frames from the BO QM/MM MDs. From these frames, we extracted the

protein and a shell of 390 water molecules centered on the chromophore. On the selected

subsystem, we have performed a ONIOM(QM:MM)58 optimization, in which the QM part

was treated at B3LYP+D3/6-311G(d,p) level of theory. The QM subsystem was represented

by the BV chromophore, the side chain of Cys24, and the closest water molecules within 3.2

Å of ring D carbonyl or D-ring amidic nitrogen. The Cys24 residue was cut at the CA-CB

covalent bond. Moreover, the QM part was extended of the His290 and Tyr263 side-chains

for the simulations of the Pr and Lumi-R spectra, respectively.

The complete pipeline for the calculation of the frequencies is reported in the SI (Sec-

tion S3). All geometry optimizations were performed using the Gaussian 16 code59 .

3 Results and discussion

In the following, we first present and discuss results of the non-adiabatic MD simulation

of the photoisomerization process. Then, we present the results of the ground state MD

trajectories, which started from the structures reached through the non-adiabatic dynamics.

The structure of the intermediate identified in this analysis is then characterized in terms

of its IR spectrum, which is compared with that of the Pr state. The resulting difference
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spectrum is compared with the available experimental data. Finally, the further evolution

of the intermediate in the µs time scale is explored through µs MM-MD trajectories.

3.1 The photochemical process

According to the literature and to our previous MD simulations36,48,60–67 , the Pr state is

conformationally heterogeneous. In order to capture such heterogeneity, the initial nuclear

ensemble of the system was prepared via three ground-state QM/MM MD simulations (R1–

R3 in the following) performed on the model system (Fig. 2B), as described in Section 2. The

heterogeneity of the Pr conformation is reflected in our QM/MM MD replicas. Although

many hydrogen-bond interactions are conserved in all the replicas, the residues close to the D-

ring of BV show a different behaviour (Fig. 2A). In particular, we observe a closer interaction

between the D-ring carbonyl (OD) and His290 in trajectory R2. In the other trajectories

this interaction is either absent (R1) or unlikely (R3). In addition, two methionine residues

(Met174 and Met264) are closer to the D-ring in R2 and R3 (Fig. 2C,D), which suggests a

more compact structure of the chromophore binding domain in these replicas.

The different local environments are also reflected in the distribution of the dihedrals D5

and D6 of BV (Fig. S6, Fig. 1C), which are expected to be involved in the isomerization. A

shift in the equilibrium values of D6 and D5 are observed in R2 with respect to R1 and R3,

which can be related to the stronger hydrogen bond with the His290 residue.

Configurations and momenta extracted from the ground-state QM/MM MDs were used

as initial conditions for surface hopping trajectories, which were all initialized in the lowest

S1 excited state. We analyzed 3648 non adiabatic trajectories in total and we classified them

as Set1, Set2 and Set3 on the basis of the starting R1, R2, R3 trajectories, respectively.

In all simulations, the excited-state dynamics proceeds from the Franck-Condon point

through a counterclockwise rotation around the double bond C15=C16, i.e. by increasing

D6 (Fig. 3A). The simultaneous clockwise rotation of D5 reveals a concerted isomerization

around the double and single bonds (for the movies of the whole dynamics, see Supplementary
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Figure 2: Heterogeneity of the Pr state described by QM/MM simulations. (A) Hydrogen
bond populations in the replicas R1, R2, R3 (B) Depiction of the model system considered
in ground-state QM/MM and surface hopping simulations (C) Distribution of the minimum
distance between the D-ring (yellow atoms) and the Met174 side chain. (D) Distribution
of the minimum distance between the D-ring (yellow atoms) and the Met267 side chain.
(E) Distribution of the distance between D-ring carbonyl and His290 residue for the three
replicas.

Movies 1 and 2). Such an opposite rotation of two adjacent dihedrals corresponds to a

hula-twist mechanism, a space-saving isomerization inside a tight binding pocket 68,69 . This

mechanism has been previously proposed for other conjugated systems, including photoactive

protein chromophores 68,70 .

In all trajectories, the nonradiative decay from S1 to S0 proceeds through a conical

intersection (CI), reached when D6 is around 90 degrees (Fig. 3A). At the same time, D5 is

almost planar. Representative structures of the Franck-Condon point and CI are compared

in Fig. 3C, D. After reaching the ground state through the CI, most trajectories return to
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the initial conformation, i.e. the Pr state (from here on, non-reactive trajectories), while a

small population continues the rotation towards larger values of D6 (from here on, reactive

trajectories). The final geometry is represented in Fig. 3E.

As shown in Fig. 3B, the opposite motion of dihedrals D6 and D5 causes the D ring to

rotate counterclockwise. Namely, the angle between the planes of rings C and D increases

by ∼55 degrees on average. None of the 3648 trajectories here analyzed (see Fig. 3A and

Fig. S8) showed clockwise rotation as a possible reaction path. On the contrary, both

reactive and non-reactive trajectories showed a similar initial evolution of dihedrals D5 and

D6 (Fig. 3A, Fig. S8, Supplementary Movie 2). These findings are in disagreement with a

previous study based on CD experiments44 , which proposed clockwise rotation as the most

probable mechanism. However, the clockwise mechanism was suggested on the comparison of

the initial and final states (Pr and Pfr) and on steric and chromophore-confined arguments,

without taking into account the conformational dynamics of the system or the role of the

protein environment. Conversely, a counterclockwise rotation was directly observed in time-

resolved X-ray experiments 45,71 , which are consistent with the time scales simulated here.

In addition to the rotation of D5 and D6 dihedrals, also the propionyl group linked to the

B ring changes its conformation, reaching the one observed in the final Pfr state (Fig. S9,

Fig. S10). However, it may be noted that in our simulations the D ring does not reach

the representative conformation of the Pfr state. In fact, the clash between the two methyl

groups of rings C and D (Fig. 3E, Fig. 1C) prevents from reaching this conformation.

In many trajectories, the hydrogen bond between the D-ring carbonyl and His290 is lost

upon reaching the CI region, while the interaction with a water molecule remains unchanged

(Fig. 3D and Fig. S7). In particular, for the trajectories generated from the R2 replica (Set2)

the probability of the OD · · ·His290 hydrogen bond changes from 31% to 10%, while in Set3

it changes from 7% to 4%. On the contrary, none of the trajectories generated from R1

(Set1) show this interaction. Interestingly, when BV is back in the ground-state, we observe

the formation of a hydrogen bond between the D-ring amide hydrogen and Tyr263 (Fig. 3E,
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Figure 3: (A) Correlation between the dihedral angles D5 and D6. All reactive trajectories
are shown using blue lines for trajectories running on S1, and red lines for S0. The density
distribution is shown at the starting conditions, at the S1 →S0 hop, and at the end of the
simulation. (B) Gray: example of Pr-like starting structure. Green: example of the structure
after the photochemical event. The arrow represents the counterclockwise rotation of the
D-ring, with the average angle between the planes spanned by the C- and D-ring. (C)-(D)-
(E) Structure of the chromophore at the beginning of the simulation, at the time of the
S1 →S0 transition, and at the end of the simulation, respectively. The main hydrogen bonds
involving the D ring are highlighted. (F) Time evolution of the electronic state populations
evaluated as the fraction of trajectories running on the given state at the given time. Solid
lines refer to Set2, dashed lines to Set1, and dotted lines to Set3. Black line: fit of the S1

population according to an exponential function.
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The time evolution of the electronic excited state populations is shown in Fig. 3F. All

three sets of trajectories show exponential decays with a time constant τ in the order of 0.4-

2.3 ps, with Set2 being characterized by a significantly slower decay than Set1 and Set3 (see

Tab. S3). According to the literature, the protein environment has a critical role in defining

the excited state lifetime of phytochromes67,72–75 . Our results are in line with this picture.

In fact, comparing the results obtained starting from R2 with those of the other replicas, it

is clear that a more compact structure of the protein pocket hinders the isomerization, and

induces a slower dynamics.

The three sets of surface hopping trajectories also agree with the low experimental pho-

tochemical yield of the Pr to Lumi-R transition, which is around 10–20%60,67 (Table S3).

The experimental low quantum yields of fluorescence and photoproduct formation (Lumi-

R) suggest that the largest decay channels for phytochromes are the non-productive ones76

(neither fluorescent nor Lumi-R-forming channel). Our results are in agreement with this

picture: the excited-state of BV decays via a conical intersection, but only 10–20% of the

trajectories are reactive. The trend observed for the different quantum yields of the three

sets of SH trajectories (see Tab. S3) is reflected in their decay rates. In fact, Set1 has a

shorter decay time than Set3, which in turn decays faster than Set2 (Fig. 3F). The same

trend can be seen in both reactive and non-reactive trajectories (Tab. S3). Therefore, the

Pr heterogeneity is reflected on both quantum yield and decay rates.

There are two factors that concur in determining the photoisomerization quantum yield:

the “early decay” and the angular inertia. Early decay means that the S1 →S0 hop occurs

when the dihedral D6 has not yet reached ∼90◦, so that the molecule is still on the reactant

side: once on the ground state, it returns to the starting configuration. In reactive trajecto-

ries, the decay occurs closer to the CI than in the nonreactive ones (Tab. S3). The angular

inertia refers to the angular velocity of the reaction coordinate at the time of the hop. We

see that reactive trajectories have a larger average velocity along D6 than the nonreactive

counterparts. In other words, when reaching the conical intersection, only the fastest com-
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ponent proceeds towards the product. The trend observed for the decay rates of the three

sets of SH trajectories correlates with both the average D6 value and its time derivative at

S1 →S0 hops (Tab. S3). This in turn determines a lower quantum yield for the set that

decays more slowly.

Our non-adiabatic dynamics simulations show that the dihedral D6 degree of freedom

is not sufficient to describe the photoisomerization of the chromophore. In fact, the latter

occurs through a hula-twist mechanism, which involves simultaneous D5 rotation forcing the

D ring to undergo a counterclockwise motion (Fig. 3B). This process is accompanied by the

loss of hydrogen bond between the NDH group and a water molecule, and between the OD

carbonyl and His290. A new interaction is formed between the NDH group and Tyr263. This

primary photoproduct is distinct from the final Pfr state, and features a new conformation

around the C14-C15 single bond. A full rotation of D ring is not yet possible, due to the

steric restraints imposed by the protein pocket.

Finally, we note that our estimated timescales for the photochemical process are signif-

icantly shorter than what seen in transient absorption measurements, which for the PSM

of DrBph phytochrome report an excited-state lifetime of about 170 ps63 , attributed to a

concomitant reorganization of the hydrogen-bonding network in the chromophore binding

pocket. On the other hand, in support of our results, the more recent femtosecond X-ray

crystallography study45 has detected a twist of the D-ring already after a delay time of 1

ps after photoexcitation. To conclude, there is not yet consensus about the excited state

lifetime of phytochromes, as it has been shown to strongly depend on the type of construct

(i.e., chromophore binding domain, photosensory module or full-length system)63,77 . More-

over, a more complex excited state decay with multi-exponential kinetics has been seen in

some bacterial phytochromes60,63,64,73,78 .
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3.2 From the photoproduct to the early Lumi-R intermediate

Using as starting point the final ground state configurations of the SH reactive trajectories,

we have performed adiabatic simulations to characterize the photoproduct and its time

evolution. To perform this analysis we considered both QM/MM ground-state MDs and

the first 10 ns of the MM MD simulations. The selected time windows was chosen taking

into account the experimental data suggesting the ns scale for the formation of the early

intermediate.45,71

Both sets of simulations indicate a stable structure of the chromophore, with dihedrals D5

and D6 remaining close to the values obtained in the photoisomerization (Fig. 4B,C). Only

for D6 the MM simulation describes a more planar structure. All the other dihedrals remain

nearly the same as in the Pr state (Fig. S10), similarly to what observed in the analysis of

SH simulations. The only exception is represented by the dihedral of the propionyl group

(D1B), which is stabilized at Pfr-like values in the QM/MM MDs (Fig. S10).

To better characterize the structures reached by the QM/MM and MM MDs, we have

calculated the root-mean-square displacement (RMSD) of the chromophore binding pocket

using as a reference the Pr crystal structure (Fig. S11A). This analysis shows that both

QM/MM and MM MDs are stable around an equilibrium value of about 1.6 Å. In order to

compare the configurational space explored by the QM/MM and MM MDs, we have focused

on the interaction between the chromophore and the closest residues (Fig. 4 and Fig. S12).

The two sets of simulations seem to explore roughly the same space, but with different

distributions. For example, a water molecule interacts more tightly with the OD atom in

the MM-based simulations. On the other hand, both QM/MM and MM MDs show a stable

hydrogen bond between the D ring nitrogen (ND) and Tyr263 (Fig. 4F). This interaction,

already present in the photoproduct, is likely to stabilize this early intermediate.

To have a more quantitative comparison of the configurational space spanned by QM/MM

and MM MDs, we have used a principal component analysis (PCA) based on intermolecular

distances involving key-residues in the chromophore binding pocket (Fig. S13). This analysis
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reveals that the QM/MM MDs explore a subset of the MM MD configurations (Fig. 4G). We

also analyzed the configurational space through a hierarchical clustering algorithm. Details

on the clustering procedure and on the selection of the clusters are provided in the SI

(Section S2). Three clusters (named 0, 1 and 2) were identified and projected in the PCA

space (Fig. 4H). Cluster 2 differentiates from the others due to a large distance between

Tyr263 and Asp207 (Fig. S14). Cluster 1, on the other hand, is mainly characterized by a

large distance of the D-ring carbonyl oxygen to the nearest water molecule (Fig. S14). Both

QM/MM and MM MDs are characterized by an evolution of the cluster population within

the first 5 ns (Fig. S15). Initially the system is mainly described by cluster 1. For QM/MM

MD the description remains unchanged up to 4 ns, when the system evolves from cluster 1 to

cluster 0. The MM MD, on the other hand, evolves much earlier, and after 10 ns populates

only clusters 0 and 2.

The structural ensemble reached after photoisomerization is characterized by a stable BV

and dynamic, but still recognizable, interactions within the chromophore-binding pocket. We

assign this conformation to the early Lumi-R state. Mutagenesis studies38,46 have suggested

that the Y263F mutation hinders the formation of Lumi-R, thereby reducing the photo-

conversion (Pr→Pfr) yield: our simulations show that Tyr263 is indeed fundamental for

stabilizing the Lumi-R state through a hydrogen bond with the ND atom of BV.

With the exception of the interaction with Tyr263, the hydrogen bonding network char-

acterizing the Pr state61 is conserved in our simulations of the intermediate. This finding

suggests that a more complex rearrangement of the chromophore-binding pocket has to occur

for the system to reach the Pfr state.

In order to further validate our proposed early Lumi-R structure, we have computed the

IR spectrum as described in the Methods section.

Experimentally37 , the difference spectrum between the Lumi-R and Pr states was mea-

sured by step-scan IR spectroscopy: also here we report the difference with respect to the

Pr state. Moreover, here we compare our results to the spectrum recorded in D2O, as the
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Figure 4: (A) The main residues interacting with the chromophore in the putative early
Lumi-R intermediate. The following distributions were made on the QM/MM (orange) and
MM (blue) MDs. For the latter, the first 10 nanosecond were analyzed. (B)-(C) Distribution
for the dihedrals D5 and D6, respectively; (D)-(E)-(F) Distribution for the OD · · ·H2O,
Tyr263· · ·Asp207 and ND · · ·Tyr263, respectively; (G) PCA analysis performed on both the
MM (blue) and QM/MM (orange) MD simulations. (H) Clustering of the MM and QM/MM
MDs simulations, visualized in PCA space. Points colored differently correspond to different
clusters.

measurements in H2O also feature signals arising from the protein modes, which we do not

compute here.

Since we are interested in the region of carbonyl stretches, the spectra reported in Fig. 5

use only the COD and COA normal modes (for more details see Section 2.2.1). The Lumi-R
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spectra have been obtained for the three different clusters identified in the previous section.

In particular, we have used 18, 26, and 13 configurations belonging to clusters 0, 1, and 2,

respectively.

In Fig. 5A we can see how cluster 0 (Cl0) and cluster 1 (Cl1) give a rather similar

representation, except for a shoulder in Cl0 at frequencies around 1700 cm−1. Cluster 0 is

characterized both by configurations in which the COD is at hydrogen bonding distance with

a water molecule and configurations in which such interaction is absent (Fig. S16). Cluster 2

(Cl2), in which the Tyr263· · ·Asp207 hydrogen bond is absent, shows a major COD peak at

frequencies very close to the shoulder of Cl0. In fact, this signal is due to configurations in

which a water molecule is hydrogen bonded to the carbonyl. On the contrary, configurations

in which such interaction is absent show a peak at frequencies comparable to Cl1.
In
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Figure 5: (A) IR spectra of the different clusters of Lumi-R and the Pr state. The sticks
represent the carbonyl COD stretch. All spectra are normalized to the highest peak of Cl2.
(B) In the upper panel, the averaged spectrum of the Lumi-R was represented together with
that of the Pr state. In the lower panel, the theoretical (calc.) and experimental37 (exp.)
Lumi-R−Pr difference spectra were represented. Since, experimentally, a shift of 8 cm−1 was
observed as a result of deuteration, our reference spectrum has been shifted by that amount.

An average spectrum was obtained through a weighted average of the three clusters

(Fig. 5B). We have used the weights which reflect the population of the three clusters in

the QM/MM MDs (0.1825, 0.8085 and 0.0090 for Cl0, Cl1 and Cl2, respectively). Finally,

we computed the difference spectrum (Lumi-R − Pr) and compared it with experiments

17



(Fig. 5B, bottom panel). The calculated difference spectrum reproduces quite well both

position and shape of the main positive and negative COD signals. In particular, the correct

reproduction of the frequency shift experimentally observed when moving from Pr to the

Lumi-R, further increases our confidence on the validity of the obtained structure of this

intermediate. It has in fact to be stressed that the difference spectrum is determined by

a delicate interplay between the structural change in the chromophore and the modified

chromophore-residues interactions.

3.3 From the early to the late Lumi-R intermediate

After having characterized the first Lumi-R intermediate, we investigate the time evolution

of the system by comparing the MM MDs in the first 10 ns (which characterize the early

Lumi-R intermediate) with the entire MM MDs (each 1 µs long).

As shown in Fig. S17, the internal degrees of freedom of BV do not show noteworthy

differences compared to what observed for the early Lumi-R structure. On the other hand,

significant differences are found in the binding pocket, as shown by the larger RMSD fluc-

tuations. (Fig. S11B). Going into detail, some trajectories evolve towards a configuration

in which Arg466 has an enhanced mobility and, at times, it is very close to the carbonyl

D-ring (Fig. 6B). In fact, analyzing the distribution of distances between BV and the closest

residues (Fig. S18), it is clear that some of these distances present multimodal distribu-

tions. For example, the distance between the D-ring carbonyl and Arg466 has a bimodal

distribution, indicating a dynamic behaviour of Arg466 (Fig. 6B), while in the early Lumi-R

intermediate the narrow distribution indicates a rigid configuration. The dynamic behaviour

of this residue has been also confirmed by a recent study37 . This is of considerable interest,

as in the Pr state Asp207 forms a strong salt bridge with Arg466, whereas this contact is

replaced in Pfr by a hydrogen bond with Ser468.

This increased mobility for Arg466 has a knock-on effect on the residues around the D-

ring: the salt-bridge interaction between Arg466 belonging to the PHY domain and Asp207
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Figure 6: (A) The main residues interacting with the chromophore in the putative late
Lumi-R intermediate. The following distributions were calculated taking into account only
the MM MDs. In blue the first 10 ns of the dynamics, while in orange the whole dynamics.
(B)-(C)-(D)-(E) Distributions for the OD · · ·Arg466, Tyr263· · ·Asp207, OB · · · Ser257, and
ND · · ·Tyr263 interactions, respectively; (F) Probabilities for the main H-bonds involving the
Lumi-R chromophore and the protein pocket; (G) Probabilities of having 0, 1 or 2 contacts
between Asp207 and Arg466. In particular, we define a contact if the oxygen (for Asp207),
and nitrogen (for Arg466) are at a distance lower than 3 Å. All the analysis were performed
on 10000 frames.

belonging to the GAF domain, a hallmark feature of the Pr state, becomes weaker (Fig. 6G),

as well as the interaction between Asp207 and Tyr263 (Fig. 6F). A water molecule shields

the interaction between Asp207 and Tyr263, causing its cleavage and the opening of the
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“cage”, formed by a hydrogen bonding network among Arg466, Asp207 and Tyr263, with

the final exit of the pyrrole water (Fig. 6F). As a result of the weakening of the interaction

between Asp207 and Tyr263, the hydrogen bonding interaction between the D-ring and

Tyr263 becomes weaker as well (Fig. 6E), and the aforementioned water molecule takes

the place of Tyr263 in the interaction with the D-ring (Fig. 6F). Therefore, according to

our simulations, the pyrrole water is not ejected during the photochemical event, but when

the Asp207· · ·Tyr263 interaction is broken. Moreover, the hydrogen bond between B-ring

propionate and Ser257 becomes weaker (Fig. 6D), while the one with Tyr216 is strengthened.

In conclusion, our simulations show two sequential reaction intermediates: early and late

Lumi-R. Both structures are stabilized through an interaction with Tyr263. The steric clash

between methyl groups in C- and D- rings has not been overcome yet. However, it is worth

observing the bond angle between the C- and D- rings (here defined by the atoms C14-C15-

C16, see Fig. 1C): the distribution of this angle is centered at larger values than in the Pr

or Pfr states (Fig. S10). In fact, such coordinate is expected to play an important role in

overcoming the steric clash between the methyl groups.

The largest structural changes between early and late Lumi-R are represented by inter-

molecular features, mainly involving the Arg466 residue, which couples the chromophore to

the tongue, in accordance with the literature. The salt bridge Arg466· · ·Asp207 has a cen-

tral role in unleashing the activation pathway of the phytochrome since this breaking would

free the tongue for refolding. Thus, at a longer time scale, we can expect the detachment of

Arg466, allowing the tongue refolding and the formation of the Pfr state.

4 Conclusions

By making use of a combination of non-adiabatic/adiabatic MD simulations we have un-

covered the photochemistry and the first intermediates in the photoactivation of the DrBph

bacteriophytochrome.
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Non-adiabatic QM/MM excited-state dynamics simulations show that the photoisomer-

ization of the chromophore proceeds through a concerted rotation around two adjacent dihe-

drals, a mechanism known as hula-twist motion. Strikingly, our results indicate the counter-

clockwise rotation of the D-ring as the only possible reaction path for the photoisomerization

process, in agreement with recent time-resolved X-ray experiments45 . The structure reached

through a conical intersection along this path is here characterized as the early Lumi-R

intermediate, the first intermediate of the DrBph photocycle, and validated by comparing

the simulated IR difference spectrum with experiments. Our simulations point to Tyr263 as

the key foothold for the stabilization of the early Lumi-R intermediate. This observation is

in line with the literature, which has suggested a tight connection between Tyr263 and the

chromophore state.

The evolution of the early Lumi-R is followed through µs long trajectories, and shown

to reach a late intermediate characterized by a more disordered binding pocket. In both

intermediates, the steric clash between two methyl groups (belonging to C- and D- rings)

prevents the BV from reaching the Pfr-like conformation. However, in the late intermediate

we observe the weakening of the Arg466· · ·Asp207 salt bridge, a hallmark feature of the initial

Pr state. Such interaction represents a crucial element in phytochrome photoactivation, since

it is needed to keep the tongue in its Pr-like form, and has to be released to reach the final

Pfr state. The much longer time scales involved in this last transition (ms and beyond)

are extremely challenging for simulations and surely are not accessible without introducing

enhanced-sampling methods. This work has allowed to find the still missing piece to initiate

such an analysis and complete the atomistic characterization of the whole photocycle.

Acknowledgement

V.M., L.C., B.M. acknowledge funding by the European Research Council, under the grant

ERC-AdG-786714 (LIFETimeS).

21



Supporting Information Available

Selection of the QM semiempirical method; Computational details on the set-up of the

non-adiabatic/adiabatic molecular dynamics simulations; Clustering details; Computational

details on the IR spectroscopy simulation; Supplementary Figures; Supplementary movies 1

and 2.

References

(1) Kottke, T.; Xie, A.; Larsen, D. S.; Hoff, W. D. Photoreceptors Take Charge: Emerging

Principles for Light Sensing. Annu. Rev. Biophys. 2018, 47, 291–313.

(2) van der Horst, M. A.; Hellingwerf, K. J. Photoreceptor Proteins, “Star Actors of Modern

Times”: A Review of the Functional Dynamics in the Structure of Representative

Members of Six Different Photoreceptor Families. Acc. Chem. Res. 2004, 37, 13–20.

(3) Kennis, J. T. M.; Mathes, T. Molecular eyes: proteins that transform light into biolog-

ical information. Interface Focus 2013, 3, 20130005–20130005.

(4) Butler, W. L.; Norris, K. H.; Siegelman, H. W.; Hendricks, S. B. Detection, Assay, and

Preliminary Purification of the Pigment Controlling Photoresponsive Development of

Plants. Proc. Natl. Acad. Sci. U.S.A. 1959, 45, 1703–1708.

(5) Davis, S. J.; Vener, A. V.; Vierstra, R. D. Bacteriophytochromes: Phytochrome-Like

Photoreceptors from Nonphotosynthetic Eubacteria. Science 1999, 286, 2517–2520.

(6) Jiang, Z.; Swem, L. R.; Rushing, B. G.; Devanathan, S.; Tollin, G.; Bauer, C. E.

Bacterial Photoreceptor with Similarity to Photoactive Yellow Protein and Plant Phy-

tochromes. Science 1999, 285, 406–409.

(7) Hughes, J.; Lamparter, T.; Mittmann, F.; Hartmann, E.; Gärtner, W.; Wilde, A.;

Börner, T. A prokaryotic phytochrome. Nature 1997, 386, 663–663.

22



(8) Yeh, K.-C.; Wu, S.-H.; Murphy, J. T.; Lagarias, J. C. A cyanobacterial phytochrome

two-component light sensory system. Science 1997, 277, 1505–1508.

(9) Blumenstein, A.; Vienken, K.; Tasler, R.; Purschwitz, J.; Veith, D.; Frankenberg-

Dinkel, N.; Fischer, R. The Aspergillus nidulans phytochrome FphA represses sexual

development in red light. Curr. Biol. 2005, 15, 1833–1838.

(10) Smith, H. Phytochromes and light signal perception by plants—an emerging synthesis.

Nature 2000, 407, 585–591.

(11) Möglich, A.; Yang, X.; Ayers, R. A.; Moffat, K. Structure and function of plant pho-

toreceptors. Annu. Rev. Plant Biol. 2010, 61, 21–47.

(12) Anders, K.; Essen, L.-O. The family of phytochrome-like photoreceptors: diverse, com-

plex and multi-colored, but very useful. Curr. Opin. Struct. Biol. 2015, 35, 7–16.

(13) Gourinchas, G.; Etzl, S.; Winkler, A. Bacteriophytochromes – from informative model

systems of phytochrome function to powerful tools in cell biology. Curr. Opin. Struct.

Biol. 2019, 57, 72–83.

(14) Montgomery, B. L.; Lagarias, J. Phytochrome ancestry: sensors of bilins and light.

Trends Plant Sci. 2002, 7, 357–366.

(15) Auldridge, M. E.; Forest, K. T. Bacterial phytochromes: More than meets the light.

Crit. Rev. Biochem. Mol. 2011, 46, 67–88.

(16) Rockwell, N. C.; Su, Y.-S.; Lagarias, J. C. Phytochrome Structure and Signaling Mech-

anisms. Annu. Rev. Plant Biol. 2006, 57, 837–858.

(17) Rockwell, N. C.; Lagarias, J. C. A Brief History of Phytochromes. ChemPhysChem

2010, 11, 1172–1180.

(18) Rockwell, N. C.; Lagarias, J. C. The structure of phytochrome: a picture is worth a

thousand spectra. Plant Cell 2006, 18, 4–14.

23



(19) Legris, M.; Ince, Y. Ç.; Fankhauser, C. Molecular mechanisms underlying phytochrome-

controlled morphogenesis in plants. Nat. Commun. 2019, 10, 1–15.

(20) Takala, H.; Edlund, P.; Ihalainen, J. A.; Westenhoff, S. Tips and turns of bacteriophy-

tochrome photoactivation. Photochem. Photobiol. Sci. 2020, 19, 1488–1510.

(21) Burgie, E. S.; Vierstra, R. D. Phytochromes: An Atomic Perspective on Photoactivation

and Signaling. Plant Cell 2015, 26, 4568–4583.

(22) Möglich, A.; Moffat, K. Engineered photoreceptors as novel optogenetic tools. Pho-

tochem. Photobiol. Sci. 2010, 9, 1286–1300.

(23) Kaberniuk, A.; Shemetov, A. A.; Verkhusha, V. V. A bacterial phytochrome-based

optogenetic system controllable with near-infrared light. Nat. Methods 2016, 13, 591–

597.

(24) Chernov, K. G.; Redchuk, T. A.; Omelina, E. S.; Verkhusha, V. V. Near-Infrared Flu-

orescent Proteins, Biosensors, and Optogenetic Tools Engineered from Phytochromes.

Chem. Rev. 2017, 117, 6423–6446.

(25) Nemukhin, A. V.; Grigorenko, B. L.; Khrenova, M. G.; Krylov, A. I. Computational

Challenges in Modeling of Representative Bioimaging Proteins: GFP-Like Proteins,

Flavoproteins, and Phytochromes. J. Phys. Chem. B 2019, 123, 6133–6149.

(26) Tang, K.; Beyer, H. M.; Zurbriggen, M. D.; Gärtner, W. The Red Edge: Bilin-Binding

Photoreceptors as Optogenetic Tools and Fluorescence Reporters. Chem. Rev. 2021,

121, 14906–14956.

(27) Cox, M. M.; Battista, J. R. Deinococcus radiodurans — the consummate survivor. Nat.

Rev. Microbiol. 2005, 3, 882–892.

24



(28) Burgie, E. S.; Wang, T.; Bussell, A. N.; Walker, J. M.; Li, H.; Vierstra, R. D. Crystal-

lographic and electron microscopic analyses of a bacterial phytochrome reveal local and

global rearrangements during photoconversion. J. Biol. Chem. 2014, 289, 24573–24587.

(29) Burgie, E. S.; Zhang, J.; Vierstra, R. D. Crystal Structure of Deinococcus Phytochrome

in the Photoactivated State Reveals a Cascade of Structural Rearrangements during

Photoconversion. Struct. 2016, 24, 448–457.

(30) Wagner, J. R.; Brunzelle, J. S.; Forest, K. T.; Vierstra, R. D. A light-sensing knot

revealed by the structure of the chromophore-binding domain of phytochrome. Nature

2005, 438, 325–331.

(31) Falklöf, O.; Durbeej, B. Steric Effects Govern the Photoactivation of Phytochromes.

ChemPhysChem 2016, 17, 954–957.

(32) Takala, H.; Björling, A.; Berntsson, O.; Lehtivuori, H.; Niebling, S.; Hoernke, M.;

Kosheleva, I.; Henning, R.; Menzel, A.; Ihalainen, J. A.; Westenhoff, S. Signal amplifi-

cation and transduction in phytochrome photosensors. Nature 2014, 509, 245–248.

(33) Isaksson, L.; Gustavsson, E.; Persson, C.; Brath, U.; Vrhovac, L.; Karlsson, G.;

Orekhov, V.; Westenhoff, S. Signaling Mechanism of Phytochromes in Solution. Struct.

2020, 1–10.

(34) Takala, H.; Niebling, S.; Berntsson, O.; Björling, A.; Lehtivuori, H.; Häkkänen, H.;

Panman, M.; Gustavsson, E.; Hoernke, M.; Newby, G.; Zontone, F.; Wulff, M.; Men-

zel, A.; Ihalainen, J. A.; Westenhoff, S. Light-induced structural changes in a monomeric

bacteriophytochrome. Struct. Dyn. 2016, 3, 054701.

(35) Mroginski, M. A.; Murgida, D. H.; Hildebrandt, P. The Chromophore Structural

Changes during the Photocycle of Phytochrome: A Combined Resonance Raman and

Quantum Chemical Approach. Acc. Chem. Res. 2007, 40, 258–266.

25



(36) Wagner, J. R.; Zhang, J.; von Stetten, D.; Günther, M.; Murgida, D. H.; Mrogin-

ski, M. A.; Walker, J. M.; Forest, K. T.; Hildebrandt, P.; Vierstra, R. D. Mutational

analysis of Deinococcus radiodurans bacteriophytochrome reveals key amino acids nec-

essary for the photochromicity and proton exchange cycle of phytochromes. J. Biol.

Chem. 2008, 283, 12212–12226.

(37) Ihalainen, J. A.; Gustavsson, E.; Schroeder, L.; Donnini, S.; Lehtivuori, H.; Isaksson, L.;

Thöing, C.; Modi, V.; Berntsson, O.; Stucki-Buchli, B.; Liukkonen, A.; Häkkänen, H.;

Kalenius, E.; Westenhoff, S.; Kottke, T. Chromophore–Protein Interplay during the

Phytochrome Photocycle Revealed by Step-Scan FTIR Spectroscopy. J. Am. Chem.

Soc. 2018, 140, 12396–12404.

(38) Takala, H.; Lehtivuori, H. K.; Berntsson, O.; Hughes, A.; Nanekar, R.; Niebling, S.;

Panman, M.; Henry, L.; Menzel, A.; Westenhoff, S.; Ihalainen, J. A. On the (un)coupling

of the chromophore, tongue interactions, and overall conformation in a bacterial phy-

tochrome. J. Biol. Chem. 2018, 293, 8161–8172.

(39) Björling, A. et al. Structural photoactivation of a full-length bacterial phytochrome.

Sci. Adv. 2016, 2 .

(40) Otero, L. H. et al. Structural basis for the Pr-Pfr long-range signaling mechanism of a

full-length bacterial phytochrome at the atomic level. Sci. Adv. 2021, 7, eabh1097.

(41) Borucki, B.; von Stetten, D.; Seibeck, S.; Lamparter, T.; Michael, N.; Mroginski, M. A.;

Otto, H.; Murgida, D. H.; Heyn, M. P.; Hildebrandt, P. Light-induced Proton Release

of Phytochrome Is Coupled to the Transient Deprotonation of the Tetrapyrrole Chro-

mophore. J. Biol. Chem. 2005, 280, 34358–34364.

(42) Vierstra, R. D.; Zhang, J. Phytochrome signaling: solving the Gordian knot with mi-

crobial relatives. Trends Plant Sci. 2011, 16, 417–426.

26



(43) Velazquez Escobar, F.; Kneip, C.; Michael, N.; Hildebrandt, T.; Tavraz, N.; Gärt-

ner, W.; Hughes, J.; Friedrich, T.; Scheerer, P.; Mroginski, M. A.; Hildebrandt, P. The

Lumi-R Intermediates of Prototypical Phytochromes. J. Phys. Chem. B 2020, 124,

4044–4055.

(44) Rockwell, N. C.; Shang, L.; Martin, S. S.; Lagarias, J. C. Distinct classes of red/far-red

photochemistry within the phytochrome superfamily. Proc. Natl. Acad. Sci. U. S. A.

2009, 106, 6123–6127.

(45) Claesson, E. et al. The primary structural photoresponse of phytochrome proteins cap-

tured by a femtosecond X-ray laser. eLife 2020, 9, 1–18.

(46) Kübel, J.; Chenchiliyan, M.; Ooi, S. A.; Gustavsson, E.; Isaksson, L.; Kuznetsova, V.;

Ihalainen, J. A.; Westenhoff, S.; Maj, M. Transient IR spectroscopy identifies key inter-

actions and unravels new intermediates in the photocycle of a bacterial phytochrome.

Phys. Chem. Chem. Phys. 2020, 22, 9195–9203.

(47) Tully, J. C. Molecular dynamics with electronic transitions. J. Chem. Phys. 1990, 93,

1061–1071.

(48) Macaluso, V.; Cupellini, L.; Salvadori, G.; Lipparini, F.; Mennucci, B. Elucidating

the role of structural fluctuations, and intermolecular and vibronic interactions in the

spectroscopic response of a bacteriophytochrome. Phys. Chem. Chem. Phys. 2020, 22,

8585–8594.

(49) Maier, J. A.; Martinez, C.; Kasavajhala, K.; Wickstrom, L.; Hauser, K. E.; Simmer-

ling, C. ff14SB: Improving the Accuracy of Protein Side Chain and Backbone Parame-

ters from ff99SB. J. Chem. Theory Comput. 2015, 11, 3696–3713.

(50) Granucci, G.; Persico, M.; Toniolo, A. Direct semiclassical simulation of photochemical

processes with semiempirical wave functions. J. Chem. Phys. 2001, 114, 10608–10615.

27



(51) Persico, M.; Granucci, G. An overview of nonadiabatic dynamics simulations methods,

with focus on the direct approach versus the fitting of potential energy surfaces. Theor.

Chem. Acc. 2014,

(52) Persico, M.; Granucci, G. Photochemistry ; Springer International Publishing, 2018.

(53) Stewart, J. J. MOPAC2002. 2002; Fujitsu Limited: Tokyo, Japan.

(54) Rackers, J. A.; Wang, Z.; Lu, C.; Laury, M. L.; Lagardère, L.; Schnieders, M. J.;

Piquemal, J.-P.; Ren, P.; Ponder, J. W. Tinker 8: Software Tools for Molecular Design.

J. Chem. Theory Comput. 2018, 14, 5273–5289.

(55) Granucci, G.; Persico, M. Critical appraisal of the fewest switches algorithm for surface

hopping. J. Chem. Phys. 2007, 126, 134114.

(56) Case, D. A. et al. AMBER 2018. 2018; University of California, San Francisco.

(57) Lee, T.-S.; Cerutti, D. S.; Mermelstein, D.; Lin, C.; LeGrand, S.; Giese, T. J.; Roit-

berg, A.; Case, D. A.; Walker, R. C.; York, D. M. GPU-Accelerated Molecular Dynamics

and Free Energy Methods in Amber18: Performance Enhancements and New Features.

J. Chem. Inf. Model. 2018, 58, 2043–2050.

(58) Chung, L. W.; Sameera, W. M. C.; Ramozzi, R.; Page, A. J.; Hatanaka, M.;

Petrova, G. P.; Harris, T. V.; Li, X.; Ke, Z.; Liu, F.; Li, H.-B.; Ding, L.; Morokuma, K.

The ONIOM Method and Its Applications. Chem. Rev. 2015, 115, 5678–5796.

(59) Frisch, M. J. et al. Gaussian 16 Revision A.03. 2016; Gaussian Inc. Wallingford CT.

(60) Toh, K. C.; Stojković, E. A.; van Stokkum, I. H. M.; Moffat, K.; Kennis, J. T. M.

Proton-transfer and hydrogen-bond interactions determine fluorescence quantum yield

and photochemical efficiency of bacteriophytochrome. Proc. Natl. Acad. Sci. USA 2010,

107, 9170–9175.

28



(61) Macaluso, V.; Salvadori, G.; Cupellini, L.; Mennucci, B. The structural changes in

the signaling mechanism of bacteriophytochromes in solution revealed by a multiscale

computational investigation. Chem. Sci. 2021, 12, 5555–5565.

(62) Gustavsson, E.; Isaksson, L.; Persson, C.; Mayzel, M.; Brath, U.; Vrhovac, L.; Iha-

lainen, J. A.; Karlsson, B. G.; Orekhov, V.; Westenhoff, S. Modulation of Structural

Heterogeneity Controls Phytochrome Photoswitching. Biophys. J. 2020, 118, 415–421.

(63) Ihalainen, J. A.; Takala, H.; Lehtivuori, H. Fast photochemistry of prototypical phy-

tochromes—A species vs. subunit specific comparison. Front. Mol. Biosci. 2015, 2,

75.

(64) Wang, C.; Flanagan, M. L.; McGillicuddy, R. D.; Zheng, H.; Ginzburg, A. R.; Yang, X.;

Moffat, K.; Engel, G. S. Bacteriophytochrome Photoisomerization Proceeds Homoge-

neously Despite Heterogeneity in Ground State. Biophys. J. 2016, 111, 2125–2134.

(65) Von Stetten, D.; Günther, M.; Scheerer, P.; Murgida, D. H.; Mroginski, M. A.;

Krauß, N.; Lamparter, T.; Zhang, J.; Anstrom, D. M.; Vierstra, R. D., et al. Chro-

mophore heterogeneity and photoconversion in phytochrome crystals and solution stud-

ied by resonance Raman spectroscopy. Angew. Chemie - Int. Ed. 2008, 47, 4753–4755.

(66) Battocchio, G.; González, R.; Rao, A. G.; Schapiro, I.; Mroginski, M. A. Dynamic Prop-

erties of the Photosensory Domain of Deinococcus radiodurans Bacteriophytochrome.

J. Phys. Chem. B 2020, 124, 1740–1750.

(67) Mathes, T.; Ravensbergen, J.; Kloz, M.; Gleichmann, T.; Gallagher, K. D.;

Woitowich, N. C.; St. Peter, R.; Kovaleva, S. E.; Stojković, E. A.; Kennis, J. T. M.

Femto- to Microsecond Photodynamics of an Unusual Bacteriophytochrome. J. Phys.

Chem. Lett. 2015, 6, 239–243.

(68) Gozem, S.; Luk, H. L.; Schapiro, I.; Olivucci, M. Theory and Simulation of the Ultrafast

29



Double-Bond Isomerization of Biological Chromophores. Chem. Rev. 2017, 117, 13502–

13565.

(69) Liu, R. S. H. Photoisomerization by Hula-Twist: A Fundamental Supramolecular Pho-

tochemical Reaction. Acc. Chem. Res. 2001, 34, 555–562.

(70) Groenhof, G.; Bouxin-Cademartory, M.; Hess, B.; de Visser, S. P.; Berendsen, H. J. C.;

Olivucci, M.; Mark, A. E.; Robb, M. A. Photoactivation of the Photoactive Yellow

Protein: Why Photon Absorption Triggers a Trans-to-Cis Isomerization of the Chro-

mophore in the Protein. J. Am. Chem. Soc. 2004, 126, 4228–4233.

(71) Carrillo, M. et al. High-resolution crystal structures of transient intermediates in the

phytochrome photocycle. Structure 2021, 29, 743–754.e4.

(72) Slavov, C.; Fischer, T.; Barnoy, A.; Shin, H.; Rao, A. G.; Wiebeler, C.; Zeng, X.;

Sun, Y.; Xu, Q.; Gutt, A.; Zhao, K.-H.; Gärtner, W.; Yang, X.; Schapiro, I.;

Wachtveitl, J. The interplay between chromophore and protein determines the extended

excited state dynamics in a single-domain phytochrome. Proc. Natl. Acad. Sci. USA

2020, 117, 16356–16362.

(73) Wang, D.; Qin, Y.; Zhang, M.; Li, X.; Wang, L.; Yang, X.; Zhong, D. The Origin

of Ultrafast Multiphasic Dynamics in Photoisomerization of Bacteriophytochrome. J.

Phy. Chem. Lett. 2020, 11, 5913–5919.

(74) Toh, K. C.; Stojković, E. A.; Rupenyan, A. B.; van Stokkum, I. H. M.; Salumbides, M.;

Groot, M.-L.; Moffat, K.; Kennis, J. T. M. Primary Reactions of Bacteriophytochrome

Observed with Ultrafast Mid-Infrared Spectroscopy. J. Phys. Chem. A 2011, 115, 3778–

3786.

(75) Lenngren, N.; Edlund, P.; Takala, H.; Stucki-Buchli, B.; Rumfeldt, J.; Peshev, I.;

Häkkänen, H.; Westenhoff, S.; Ihalainen, J. A. Coordination of the biliverdin D-ring in

bacteriophytochromes. Phys. Chem. Chem. Phys. 2018, 20, 18216–18225.

30



(76) Durbeej, B. In Chemical Physics and Quantum Chemistry ; Ruud, K., Brändas, E. J.,

Eds.; Advances in Quantum Chemistry; Academic Press, 2020; Vol. 81; pp 243–268.

(77) Lehtivuori, H.; Rissanen, I.; Takala, H.; Bamford, J.; Tkachenko, N. V.; Ihalainen, J. A.

Fluorescence properties of the chromophore-binding domain of bacteriophytochrome

from Deinococcus radiodurans. J. Phys. Chem. B 2013, 117, 11049–11057.

(78) Schumann, C.; Groß, R.; Michael, N.; Lamparter, T.; Diller, R. Sub-Picosecond

Mid-Infrared Spectroscopy of Phytochrome Agp1 from Agrobacterium tumefaciens.

ChemPhysChem 2007, 8, 1657–1663.

31


