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Electrochemical carbon dioxide capture has recently emerged as a promising alternative approach to conven-
tional energy-intensive carbon capture methods. The most common electrochemical capture approach is to
employ redox-active molecules such as quinones. Upon electrochemical reduction, quinones become activated
for the chemical capture of CO5. The main disadvantage of this method is the possibility of side-reactions with
oxygen, which is present in almost all gas mixtures of interest for carbon capture. This issue can potentially
be mitigated by fine-tuning redox potentials through the introduction of electron-withdrawing groups on the
quinone ring. In this article, we investigate the thermodynamics of the electron transfer and chemical steps
of CO4 capture in different anthraquinone derivatives with a range of substituents. By combining density
functional theory calculations and cyclic voltammetry experiments, we discover a trade-off between redox
potentials and the strength of CO, capture. We show that redox potentials can readily be tuned to more
positive values to impart stability to oxygen, but as a consequence, significant decreases in CO, binding free
energies are observed. This trade-off must be taken into consideration for the design of improved redox-active

molecules for electrochemical CO, capture.

I. INTRODUCTION

Anthropogenic carbon dioxide (CO,) emission is the
major contribution to global climate change,! presenting
an urgent challenge to our society.?? One of the many
important mitigation strategies for reducing greenhouse
gas emissions is carbon capture. Conventional carbon
capture technology involves wet chemical scrubbing us-
ing aqueous amines to absorb COs at industrial sources
or directly from the air for further sequestration.* This
strategy, however, has many limitations including low ca-
pacities, poor oxidative stability, degradation in presence
of contaminants and large thermal energy demand for
absorbent regeneration.*® In the search for new mate-
rials and technologies for carbon capture, electrochemi-
cally mediated CO5 capture has emerged as a promising
approach.” 1% A popular strategy is to use redox-active
organic compounds as COy carriers, with quinones be-
ing the most representative class of compounds. Electro-
chemical reduction of quinones generates oxyanion nu-
cleophiles, which have high binding affinities towards
CO3 and have been reported to concentrate and selec-
tively separate CO.'"'® The biggest advantage is that
quinones can be electrochemically regenerated, leading to
energy savings over traditional temperature or pressure
swing processes.

While the recently reported use of quinone-
functionalised electrodes is promising,'® questions
remain about the molecular mechanism of this process
and whether it is possible to increase its oxidative
stability by carefully tuning the electron density of the
quinones. In the presence of oxygen (O,), it is observed
that there is a loss in CO4 capture ability'® as reduced
quinones can be re-oxidised while O, is reduced.!” If
quinone structures are tuned to have sufficiently positive
reduction potentials by substitution of functional groups

on the aromatic rings, it may be possible to avoid the
side-reactions with O,. However, by tuning the redox
potentials, one might also change the CO4 capturing
ability of the quinones. While this has been hinted at
by cyclic voltammetry (CV) studies of different quinone
derivatives under CO,,'®19 a complete assessment of the
relationship between redox potentials and CO4 capturing
abilities has not been carried out. We believe this is
because (i) quantifying the thermodynamic driving force
of CO, capture through CV alone is challenging and (ii)
a systematic electrochemical study of quinone deriva-
tives with different number of substituents and different
functional groups is not easily accessible experimentally.

Both of these challenges can be tackled computa-
tionally through quantum chemical calculations. As
quinones and their derivatives are also of interest in en-
ergy storage applications, several studies have computa-
tionally examined their redox properties, including the
effect of electron-donating groups (EDGs) and electron-
withdrawing groups (EWGs),?%2! substituent pattern
effects??> and their structure-property relationships.?3
Most of these works are based on density functional
theory (DFT), which has proven to be an affordable
and reliable way to study redox properties of organic
molecules.?%2% Tt is worth emphasising that these pre-
vious studies, however, did not examine electrochemical
CO,, capture.

In this article, we provide a detailed assessment of the
relationship between redox potentials and CO, captur-
ing abilities of different anthraquinone (AQ) derivatives.
This is done both experimentally with CV and computa-
tionally with DFT calculations of the Gibbs free energy
change upon CO4 capture. Our results uncover a trade-
off between the redox potential and the strength of CO,
capture, which is seen by fine-tuning the electron density
on the quinone rings. This trade-off has important impli-
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The EECC reaction scheme of electrochemical CO, capture by AQ. (a) The stepwise EECC reaction scheme

employed in our DFT calculations includes two electron transfer steps followed by two chemical steps. (b) Experimental CV of
AQ in DMSO under N, with cathodic and anodic peaks labelled with ox/red species at a scan rate of 10mVs™'. (c) Orbitals
representing the nucleophilic lone pairs (LP) and the O-CO, bond (BD) formed from NBO analysis of DFT results.

cations in raising the efficiency of future electrochemical
CO,, capture technologies.

Il. RESULTS AND DISCUSSION
Reaction scheme and the oxyanion nucleophilicity

In this work we describe the overall quinone-mediated
electrochemical CO4 capture process by an “EECC” re-
action scheme. In this mechanism, two electron transfer
(E) steps occur first according to Figure 1(a):

Q+e —Q7, 1)
Q" +e = Q7 (2)

where Q is the neutral quinone, Q™ is the semiquinone
radical anion, and Q% is the quinone dianion. In the
absence of CO,, the CV of anthraquinone in DMSO ex-
hibited the expected two reduction waves corresponding
to processes (1) and (2) at potentials of EY = —1.3V and
E3 = —-2.0V vs Fc+/Fc, respectively, where mid-point
potentials have been used (Figure 1(b)).

In the EECC scheme, it is assumed that the two elec-
trochemical steps (E) are followed by two chemical (C)
steps according to Figure 1(a):

Q% + COy — Q(COy)*, (3)

Q(COL)?* + CO, — Q(CO,)5, (4)

where Q(CO,)*>  is the monocarbonate dianion and
Q(CO,)5 is the dicarbonate dianion.

We employ this mechanism in our analysis for two
reasons: (i) the EECC mechanism has been supported
in previous CV analysis of EWG-substituted quinones
at low CO, concentration.'%19:26:27 Since our goal is to
mitigate side-reactions of reduced quinones with O,, our
main interest is to add EWGs to stabilise the reduced
quinones, increasing the likelihood of both electrochemi-
cal reduction steps being required prior to CO, capture;
(ii) this scheme also allows the combination of two reduc-
tion steps (1) and (2) to an “EE” step, and two capturing
events (3) and (4) to a “CC” step according to:

Q+2e” = Q% ()

Q% +2C0, — Q(CO,)5 . (6)

This is not only convenient for the calculation of the
Gibbs free energy (AGgn) upon CO, capture but the
combined two-electron reduction potential (EgRg) from
DFT is also more accurate than the separate one-electron
reduction potentials (EY and ES), as detailed in the
next section. We note that other electrochemical cap-
ture mechanisms are possible, notably the ECEC mecha-
nism, where after the first reduction step, Q" reacts with



Species C-O quinone/ A 0—CO,/ A

Q 1.220 -

Q 1.257 -

Q* 1.291 -
Q(CO,)* 1.269 / 1.380 1.495
Q(CO,) 2 1.356 1.553

Table I. C-O bond lengths from DFT calculations. For
Q(CO0,)*, the values are given for C-O bond of the quinone
on the side where CQO, is not bound and is bound respectively.

CO, to form the semicarbonate anion Q(CO,)™", as sug-
gested in studies of EDG-substituted quinones at high
CO, concentration.!41519,26

We first explored the CO, capture steps for an-
thraquinone using DFT calculations. The localised or-
bital forms representing the lone pairs (LPs) and two-
electron two-centre bonds (BDs) were decomposed from
the DFT wavefunction by natural bonding orbital anal-
ysis (NBO) (Figure 1(c)).?® Upon reduction the quinone
C-O bond length increases (Table I), and NBO analysis
shows a change from C-O 7 orbital in Q to a lone pair
on O in Q* (SI), which is consistent with the canonical
Lewis structures. For each carbon capture event, a LP
on an oxygen acts as a nucleophile and attacks a CO4
molecule, forming a C-O BD to CO, (Figure 1(c)). It is
clear that this oxygen LP and its electron density governs
the nucleophilicity of Q* and its CO, capture ability.
Upon the second carbon capture event, the bond length
of O-CO, decreases and the quinone C-O bond length in-
creases (Table I), suggesting a decrease in bonding affin-
ity towards CO,. This is consistent with the carbonate
group withdrawing electron density from the initially free
oxyanion centre.

Benchmarking reduction potentials of substituted
anthraquinones from CV and DFT

Before proceeding to look at the effect of quinone func-
tionalisation on electrochemical CO, capture, we com-
pared the computed and experimental CV redox poten-
tials for selected AQ derivatives to evaluate the reliability
of DFT calculations. Figure 2(a) shows their structures
and Figure 2(b) shows the corresponding CVs in DMSO
under Ny. The mid-point potentials of the pair of re-
dox peaks in CV are taken as single reduction potentials
E? and ES. The average of EY and FS is then taken
as the double reduction potential Efp. The correspond-
ing values calculated from DFT (detailed in the Methods
section) are compared to experimental single and double
reduction potentials, as shown in Figures 2(c) and 2(d),
respectively.

In all cases, EY is more positive than E3 as it is easier
to reduce Q than Q. This is because (i) the gain of an
electron is more favourable for neutral QQ than for nega-
tively charged Q™ on electrostatic grounds and (ii) there
is a greater contribution from solvation to the reduction

driving force for the second than the first reduction (Fig-
ure S4).

When EWGs are substituted, as in the case of -Cl
and -F, the reduction potentials become more positive
for both CV and DFT results (Figures 2(c), 2(d)). This
agrees with previous studies'®?%23 and is consistent with
the electron density on the reduced quinones being more
delocalised, making reduction more thermodynamically
favourable. Positional effects observed experimentally
and predicted computationally for the case of -Cl also
agree: substitution at the 2- position shifts Egy to a more
positive value than at the 1- position. This is consistent
with greater delocalisation of electron density when Cl
is substituted at the 2- position with a larger LUMO
coefficient in Q (Figure S1). The largest shift of 0.4V
due to multiple substitution in the case of octafluoroan-
thraquinone AQ-Fj is also well predicted by DFT.

When EDGs are substituted, as in the case of -OMe,
the reduction potentials become more negative for both
CV and DFT results as the reduced forms become dis-
favoured. In the case of -OH, however, intramolecular
hydrogen-bonding stabilises the Q?  form so an over-
all increase in ERp is observed. This is supported by
the change in DFT geometry: the hydroxyl proton in Q
transfers to quinone O following electrochemical reduc-
tion (Figure S2).

While the computed Efp values generally compare
favourably with experimental measurements, with error
less than 0.05 V, there are greater deviations in trend for
LY and E3. We believe this due to a well-known problem
of DFT in describing certain radical anions of atoms and
small molecules.?% 32 Treating EE as a single two-electron
reduction step (5) allows the radical semiquinone anion
Q" to be bypassed, the accurate treatment of which calls
for a higher level of theory. Overall, the good agree-
ment between computed and experimental Egp values
provided validation of the DFT approach to study elec-
trochemical reduction of quinones and enabled us to ex-
plore a wider range of functional group substitutions in
the next section.

Effect of tuning quinone electron density on
electrochemical CO, capture thermodynamics

We now explore how varying the electron density of
quinones impacts electrochemical CO, capture through a
F-substituted AQ series. F is a good candidate to be used
for fine-tuning because (i) F substituents tend to show a
strong negative inductive effect of an EWG that predomi-
nates the positive resonance effect of an EDG,?? (ii) there
are various ways to fluorinate AQ selectively®* 3% and (iii)
the small size of F minimises steric effects, whereas the
large substituents can decrease the CO4 capturing ability,
as previously observed in Cl-substituted quinones.?”

The thermodynamics governing the EE and CC
steps for AQ derivatives with increasing number of F-
substituents are now quantified from DFT calculations.
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Figure 2. Reduction potentials of selected AQ derivatives. (a) Structure of all selected compounds. (b) CVs of AQ derivatives

under N, in DMSO at a scan rate of 10mVs~!.
Comparison of double reduction potentials from CV and DFT.

Figure 3(a) shows that the computed E}y increases from
—1.54V to —1.17V against Fc+/Fc upon substitution
of one to eight F, and is generally directly proportional
to the number of F substitutions made. As more elec-
tron density is withdrawn from the oxygens in the Q2"
anion, the reduced form is more delocalised and sta-
bilised against re-oxidation. The increase in reduction
potential varies slightly for different positions of substi-
tutions for F, as seen previously in the case of other
substituents.2°22 When EDGs are substituted instead,
the opposite effect is seen (Figure S3). Overall, increas-
ing the number of F substitutions leads to approximately
linear increase in the reduction potentials of AQ. In the

(c) Comparison of single reduction potentials from CV and DFT. (d)

DFT reduction potentials are calculated as reference to AQ.

context of electrochemical CO, capture, the EE step (5)
is more thermodynamically favourable as electron density
of quinones are tuned with increasing number of EWGs,
which should impart improved stability in oxygen.

We then evaluated the thermodynamics of the chem-
ical CO, capture steps for our F-substituted AQ series
(Figure 3(b)). The computed Gibbs free energy change
AG¢ increases by 40kJ mol ™! upon substitution of one
to eight F. Again, the effect is approximately linear, and
there is no consistent trend in position of substitution.
This effect can be explained by considering the electron
density available in Q® for bonding with CO, to form
Q(COQ)Q%. AQ-Fg has a lower charge density on the oxy-



_1 1 T T T T T T T T T 50 T T T T T T T T T
(@)~ (b)
! "
-1.2r 1234567 1 401 1,2,3,45,6,8
[ 124568 ¥ % 123567 ¥
-1.3 - Y s 61%2,3,4,5,6,8 i E 30} i sEE v i
L 12358, = 1,2,3:4,5.6,7
V12367 iy Vi2367
> [ 12458 .y Y
w-1.4F W 2367 8 -3 20} 124,58 8
ut I 145 ¥1458 Q V2367
r 18 Y236 < 1.4 23,6
[ ;1'4 i £ 145 91,458
-1.5¢ ’ 1 £ 10} 45 V145 ]
T2 = v Ve
: : @ \&
-1.6f Wra . of % ]
A 2 3 4 5 6 7 8 10— 2 3 4 5 6 7 8
Number of F substitutions Number of F substitutions
(c) O F 0 F O F

I [uA]

I

%5 20 15 10 -05 %5 20
E° [V vs Fct/Fc]

E° [V vs Fct/Fc]

15 -10  -05

20
E° [V vs Fct/Fc]

5 10 -052%5

Figure 3. Calculated reduction potential and capturing ability for F-substituted AQ derivatives. (a) Variation in the reduction
potential for two-electron reduction. (b) Variation in the Gibbs free energy changes for double CO, capture relative to AQ. (c)
Experimental CVs of unsubstituted AQ, 1,4-F-AQ and AQ-Fj (given starred symbols in (a) and (b)) under Ny and under CO,

at a scan rate of 10mVs™1.

gen than unsubstituted AQ in its Q® form and therefore
has a lower affinity for binding to CO,. The O—CO, bond
length of the Q(CO,)s form is 1.676 A in AQ-Fg com-
pared to 1.553 A in AQ, indicating a weaker bond being
formed due to more electron density being delocalised
away from the oxygens in Q?. Overall, increasing the
number of F substitutions leads to approximately linear
increase in the Gibbs free energy change in the chemi-
cal reaction with CO,. In the context of electrochemical
CO, capture, the CC step (6) is less thermodynamically
favourable as electron density of quinones are tuned with
increasing number of EWGs, suggesting a trade-off be-
tween redox potential and CO, affinity.

To explore this result experimentally, we measured the

CVs of unsubstituted AQ, 1,4-F-AQ and AQ-Fg under
N, and under CO, (Figure 3(c)). For all cases, the re-
duction wave positions of the first electron transfer (1)
remain unchanged in the presence and absence of COs.
This is in line with the quinone in all cases needing to be
first activated by reduction before capturing CO,, as ob-
served in previous studies.'® For both AQ and 1,4-F-AQ,
the second reduction wave (2) appears to shift under-
neath the first reduction wave, in agreement with previ-
ous work.*16 In contrast, for AQ-Fg a smaller shift of the
first reduction wave is observed, and two redox processes
can be clearly observed under CO,. The smaller positive
shift of the second reduction peak for AQ-Fg indicates
less stabilisation of the reduced species by CO, than for



AQ and 1,4-F-AQ, and suggests a smaller binding con-
stant to CO,,'” as predicted by our DFT calculations.
The reduction in height of the second reduction wave for
AQ-Fg is an indication of some reactivity with CO,, to
form either Q(CO,)* or Q(CO,)s species.'® Overall,
these experimental results are consistent with the pre-
dictions of our DFT calculations, providing support for
the calculated trade-off between redox potential and CO4
capture strength.

Trade-off between redox potential and strength of CO,
capture

The above results indicate that by adding electron
withdrawing groups we are simultaneously making elec-
trochemical reduction more favourable and carbon cap-
ture less favourable. This implies that when designing
quinone derivatives for electrochemical CO4 capture to
enhance efficiency, a balance between favouring electron
transfer and chemical steps must be taken into account.
For the F-substituted AQ series, this trade-off can be seen
clearly by combining Figures 3(b) and 3(c) into a plot of
the shift in AGg against the shift in Egp, as shown
in 4(a). The shifts are relative to the unsubstituted AQ
and regions where each step is favoured or disfavoured are
colour-coded accordingly. The linear trend that emerges
confirms the unfavourable relationship between the ther-
modynamics of cathodic activation and nucleophilic ad-
dition of COs,.

After demonstrating this trade-off for the F-
substituted AQ series, we posed the question of whether
it is possible to overcome this trade-off by using other
functional groups. i.e. can we favour the EE step with-
out disfavouring the CC step significantly, thereby falling
below the linear fit (blue lines in Figures 4(a) and 4(b)).
We therefore explored a range of mono-substituted AQ
derivatives with different functional groups (Figure 4(b)),
including -F, -Cl, -Br and -CF3 as halogen-based EWGs,
-C,H; (ethylene), -COOMe and -CN as resonance-based
EWGs and -CHj, -OMe and -NMe, as EDGs. Indices
1- and 2- indicate the positions of substitution3%, and
the plot is again colour-coded according to how the ther-
modynamics of cathodic activation and nucleophilic ad-
dition are changed from that of unsubstituted AQ. The
unfavourable relationship still remains: substitution of
EWGs favours the EE step but disfavours the CC step
while substitution of EDGs favours the CC steps but
disfavours the EE steps. For most substituents, substi-
tution closer to the carbonyl group at position 1- leads
to a higher AGg due to steric hindrance between the
captured CO, and the substituents. The tuning window
of these single substitutions is approximately 0.5V for
Egp and 50kJmol ™! for AGS. Although these mono-
substituted derivatives do not all fall on the same linear
fit for the F-substituted AQ series, the deviation from
the trend is small and it would be very difficult to fine-
tune the electron density of AQ using these functional

groups to favour both the EE and CC steps. It is useful
to tie these results back to the role of the electron den-
sity in the oxyanion Q. Delocalisation of the electron
density around the ring would stabilise the quinone in its
dianion Q* form. This would mean it is less likely to be
re-oxidised by O, after being electrochemically reduced,
but also less likely to have good nucleophilicity to react

A further avenue to break the observed trade-off could
be to explore alternative capture agents beyond an-
thraquinone. QOur calculations on substituted benzo-
quinones (BQ) also revealed a trade-off between re-
dox potential and CO, capture strength (Figure S5),
though interestingly we found that both the reduction
and carbon capture steps become more thermodynami-
cally favourable relative to AQ (Figure S5). The down-
sides of BQ, however, are that its fine-tuning ability is
limited by the total number of possible substitutions,
and BQs are also more electrochemically unstable and
susceptible to side reactions and degradation.?” Other
redox active molecules, such as naphthoquinones, there-
fore, might be able to provide a better compromise and
are worth investigating in future work.

Overall, we have demonstrated that the trade-off be-
tween redox potential and strength of electrochemical
CO, capture is general to the fine-tuning of quinones
by functional group substitutions through (i) different
numbers of substituents and (ii) different types of sub-
stituents. This raises questions about whether functional
group substitutions can be used to address oxygen sensi-
tivity issues in these systems, while maintaining sufficient
CO,, reactivity.

To assess the impact of oxygen, the CV of unsub-
stituted AQ under O, in DMSO was measured, which
showed weak quinone oxidation waves (Figure S6), in-
dicating reactivity with O,. To avoid the possibility of
parasitic reactions after cathodic activation, intuitively
one would select a quinone with EWGs and a more posi-
tive reduction potential, assuming that the reduction po-
tential is both a measure of how likely reduced quinone
get re-oxidised by oxygen or chemically react with an
electrochemically reduced oxygen species. However, as
we shown through DFT, the reactivity of the quinone
to CO, is weaker (main implication of the trade-off)
and through CV experiments, the form of the CV is
changed with a smaller positive shift of the second re-
duction peak. Therefore, just naively adding EWGs not
only reduces CO, capture ability but also does not nec-
essarily solve the O, reactivity problem. To this end,
we provide some rough guidelines for fine-tuning to opti-
mise the efficiency of quinone-mediated electrochemical
CO, capture in DMSO:

(i) Unsubstituted AQ shows reactivity with O, so
some sort of substitution is likely to be necessary.

(ii) Substitutions of bulky groups are undesirable based
on steric grounds.

(iii) Substitutions at the 2- position create less steric
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hindrance for CO5 capture than at the 1- positions,
and so are advantageous for tuning the redox po-
tentials while maintaining CO reactivity.

A combination of different functional groups for
multiple substitutions might be necessary, i.e EDGs
at certain positions and EWGs at others, to avoid
the trade-off.

These guidelines are admittedly crude, relying on the
assumptions that reaction with CO, proceeds through an
EECC mechanism and the half-wave potential of O, does
not change in the presence of quinone species. Moreover,
other factors including but not limited to CO, concen-
tration, temperature, electrolyte concentrations and sol-
vents are likely to affect the desired properties of the
quinones. Incorporation of these factors goes beyond
the scope of the present article and these guidelines and
therefore await full validation by explicit experiments and
calculations in the presence of O,. However, the find-
ing of this trade-off between the redox potential and the
strength of CO4 capture can be easily generalised and
the discussion presented is of value for the design of im-
proved redox active molecules for electrochemical carbon
dioxide capture.

1l. SUMMARY AND OUTLOOK

In this article, we have investigated the effect of fine-
tuning the electron density in quinones through func-
tional group substitution on the thermodynamics of elec-
trochemical CO, capture. Specifically, we have adopted
an EECC scheme to describe the overall capture process
and identified the electron density of the oxyanion Q%
species as the key factor governing the thermodynamics
of the EE and CC steps. After benchmarking DFT calcu-
lation of the electrode potentials to CV values, we quan-
tified the thermodynamic driving force of the EE and
CC steps by the two-electron reduction potential ERp
and the Gibbs free energy change upon double CO4 cap-
ture AGg, respectively. The electron density in AQ can
be fine-tuned through the control of the number of sub-
stitutions made on the aromatic rings and the type of
functional groups substituted. With both types of tun-
ing, we have found that there is a trade-off between the
redox potential and strength of electrochemical CO, cap-
ture in quinones. The weaker CO4 binding manifests in
a less positive shift of the second reduction peak under
CO, for EWG substitution. We demonstrated that there
is a need to fine-tune the quinones such that the EE steps
are favoured (so side-reactions with O, are disfavoured)
without disfavouring the CC steps significantly.



The combination of CV experiments and DFT calcu-
lations in studying quinone-mediated COqy capture not
only facilitates verification of experimental observations
and accurate prediction of thermodynamic quantities but
also sheds light on the tuning ability, redox window and
elementary steps of a reaction. These are complemen-
tary experimental and computational methods for elec-
trochemical processes because CV can provide useful in-
sights on electron transfer steps while DFT can inves-
tigate chemical steps in detail. While we have focused
on AQ derivatives in DMSO, the method employed can
be extended to other quinones with similar capturing be-
haviours like BQ (Figure S5),'® NQ'? or quinacridone.'?
Effects of other aprotic solvents can be easily extended
with the current method using implicit solvation models
while those of ionic liquids in recent developments'3'4
are likely to call for combination with more expensive hy-
brid quantum mechanics/molecular mechanics approach.
Not only limited to quinones, such studies would be ap-
propriate for other redox-active carriers that can form
adducts with CO, such as reduced sulphides.??

The trade-off between redox potential and strength of
CO, capture has important implications in electrochem-
ical carbon capture process. As the unfavourable rela-
tionship comes from the inherent role of the electron den-
sity on the nucleophile, we hope to motivate novel ways
to work around this trade-off in the rational design of
new CO, capture materials. Of particular relevance to
this work is the recent study by Simeon et al.,'® suggest-
ing that quinones with EDG substitutions are more suit-
able candidates for capturing CO4 without side reactions
with O,. It was proposed that these undergo a ECEC
scheme and this was attributed to the disappearance of
the second reduction wave in their CVs. Combining these
CV analyses with the approach we employ using DFT,
one can investigate the thermodynamics of different po-
tential capture mechanisms and see if such a trade-off
still persists. We also note that very recent work has
shown that electrolyte additives such as alcohols offer
another interesting means to tune electrochemical CO,
capture thermodynamics,?® and it will be interesting to
explore the trade-off between redox potential and capture
strength with that approach. Overall, our work reveals
the trade-off between redox potential and the strength of
electrochemical CO, capture, and provides a foundation
for the design of improved molecules and materials that
can mitigate greenhouse gas emissions.

IV. METHODS
Experimental section

Materials: Anthraquinone (AQ, 97%), octafluoroan-
thraquinone (AQ-Fg, 96%), 1,4-methoxyanthraquinone
(1,4-OMe-AQ, > 99%), 1,4-difluoroanthraquinone (1,4-
F-AQ, 98%), ferrocene (Fc), tetrabutylammonium
hexafluorophosphate (TBAPFg) were purchased from

Sigma  Aldrich. 1-Chloroanthraquinone (1-Cl-AQ),
98%) was purchased from Thermo Scientific Chem-
icals. 2-Chloroanthraquinone (2-Cl-AQ, > 99%)
was purchased from Chemcruz Enterprises LTD. 1-
hydroxyanthraquinone (1-OH-AQ, > 95%) was pur-
chased from Cayman Chemical Company. Dimethyl sul-
foxide (DMSO) was purchased from Thermo Fisher Sci-
entific. All chemicals were used without further purifica-
tion.

Electrochemical experiments:  Cyclic voltammetry
measurements were carried out with a standard three-
electrode cell using a BioLogic Sp-150 with BioLogic
EC-Lab software. Electrochemical measurements were
conducted in a glass cell. The glassy carbon working
electrode, platinum wire counter electrode and leak-free
Ag/AgCl reference electrode were all purchased from Al-
vatek. 5mM Fc was used as the internal standard af-
ter the measurements were taken. Tetrabutylammonium
hexafluorophosphate in DMSO (0.1 M) was used as the
electrolyte. 1mM of quinone was stirred in electrolyte
before gas purging. The solution was purged under N,
for 2 hours, while stirring. For electrochemical tests
with quinones under CO,, the electrolyte was bubbled
with 100% CO, for 2 hours before experiments were run.
All the measurements were recorded at a scan rate of
10mVs1.

Computational section

DFT calculations, vibrational analysis were performed
in Q-Chem 5.3.4°

Thermodynamic quantities were calculated for the
combined EE and CC steps shown in Equations (5) and
(6) for the EECC mechanism. For each AQ deriva-
tive involved, the gas-phase geometry was optimised at
the B3LYP/6-3114++G** level*! ** and thermodynamic
quantities were calculated at T = 298.15K and P =
latm. SCF calculations were considered to have con-
verged when the wavefunction DIIS error was less than
10711, At the end of each successful geometry optimisa-
tion, the structure was checked to be a real minimum on
the potential energy surface and thermodynamic correc-
tions were obtained by vibrational frequency analysis.

The SMD implicit solvation model*® has been reported
to agree well with experimental data for computation of
reduction potentials of quinone derivatives.?? Using the
optimised gas-phase geometries, single-point energy cal-
culations were performed using the SMD model using
dimethylsulfoxide (DMSO) as the solvent. Gas-phase ge-
ometries were considered throughout to eliminate depen-
dency on solvent model and this can be justified as there
is almost no significant change in geometry upon opti-
misation in an implicit solvation model. Previously, it
has also been shown that for quinones, there is no real
added value of performing geometry optimisations with
implicit solvation, not to mention that they are also com-
putationally more demanding.?®



The reduction potentials for the electron transfer steps
are calculated by considering the half-reaction

Q+ne” - Q" (7)

For an n-electron reduction of quinones in solvent, the
absolute reduction potential of the half reaction is given
by the Nernst equation:

;bs = _AG?Xn/nF (8)
where G¢

o 18 the standard Gibbs free energy per coulomb
of charge transferred during the reaction, n is the number
of electrons and F is the Faraday constant. The Gibbs
free energy of a redox species in solution is given by

G° = Ugas + EO,gas + HgaS - TSgaS + Frolv (9)

where Ugqs denotes the Born-Oppenheimer equilibrium
potential energy, Fy 445 denotes the vibrational zero point
energy, H denotes the enthalpic contribution, T'Sg,s de-
notes the entropic contribution to the Gibbs free en-
ergy with T' = 298.15K in gas phase and Fj,, de-
notes the solvation free energy from the solvation model.
Ab initio calculations of reduction potentials using the
thermodynamic cycle have been covered in more details
elsewhere.*S Since experimental reduction potentials are
measured relative to a reference electrode potential, theo-
retical calculations are typically carried out for a half-cell
reaction with the substraction of a reference electrode.
The ab initio E° might agree quantitatively with the ex-
perimental value; however the two are not directly equiv-
alent due to cell resistance, concentration dependence or
a lack of better solvation treatment in calculations.*”-4®
Therefore, the potentials were calculated relative to those
of a reference compound, rather than as absolute poten-
tials, in order to remove the influence of systematic er-
rors between the experimental conditions used here and
those used to determine absolute potentials of reference
compounds reported elsewhere. AQ was chosen as the
reference compound and isodesmic reaction schemes for
the reduction and oxidation of are given as follows:

AQ*” +Q = AQ+ Q7 (10)
Using the AG},,, = —nFEY,, relationship:

EO(Q/QQ_) = AGl(:xn/nF‘ - ngp(AQ/AQQ_) (11)

For the EECC mechanism, the electron transfer EE steps
are considered as a single two-electron reduction and the
calculated E° values are given in reference to Fc'/Fc.
For the chemical steps CC, the standard Gibbs free en-
ergies are given.

SUPPLEMENTARY INFORMATION

Supplementary information includes: Orbital analysis
of species in EECC for AQ, Hydrogen bonding in OH
case, Substitutions of Me-series, Going from gas phase
to solution phase, Trade-off in BQ F series, CV of AQ
under Os,.
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