
  

Delocalisation-enabled organic reactivity 

Alistair J. Sterling,1 Russell C. Smith,2 Edward A. Anderson3,* & Fernanda Duarte3,*

The release of strain energy is a fundamental driving force for organic reactions. However, strain re-

lease alone is an insufficient predictor of reactivity, as seen in the equivalent strain energies but dispar-

ate reactivity of cyclopropane and cyclobutane. Here we show that bond delocalisation is a key factor 

that operates alongside strain release to boost and even dominate reactivity, significantly lowering the 

energy required for bond-breaking in cyclopropanes and cycloalkynes. Thermodynamic and delocali-

sation parameters explain the relative reaction rates of molecules containing these functional groups, 

leading to a ‘rule-of-thumb’ that accurately predicts activation barriers. These principles are demon-

strated in the context of the reactions of strained building blocks commonly encountered in organic 
synthesis, medicinal chemistry, polymer science and bioconjugation. By introducing delocalisation as a 

means to control reactivity profiles, these findings will transform the use of strain as a design concept 

in synthesis.  

 

The release of strain energy has long been harnessed as a fundamental driving force in chem-

ical synthesis. For example, 'ring strain' – one of the basic tenets of undergraduate chemistry1 

– imparts heightened reactivity in three- and four-membered rings due to deviations from ideal 

bond angles.2 Accordingly, 'strain release' is often deployed in organic synthesis as a powerful 

tactic to increase reaction rates (Fig. 1a), with applications in total synthesis,3 polymer sci-

ence,4,5 bioconjugation6,7 and bioisosterism;8 it is also an important concept in biosynthesis.9 

However, despite the prevailing dogma that pent-up strain energy explains the reactivity of 

small rings and medium-ring alkynes and alkenes, even the simplest of these systems pre-

sents a paradox: although cyclopropanes display markedly heightened ring-opening reactivity 

over cyclobutanes (krel = 104 – 107 for intramolecular ring-opening reactions),10 the two mole-

cules possess nearly identical strain energies (27.5 and 26.5 kcal mol–1 respectively).2 This 

puzzle has been the subject of decades of theoretical investigation: Stirling et al.11 proposed 

that a larger proportion of angle strain is relieved in cyclopropane (~75%) than cyclobutane 

(~50%) upon ring-opening, while the groups of Hoz12 and Houk13 argued that differences in 

electronic structure (i.e., bonding) are instead the cause of the reactivity difference. Hoz pro-

posed that the rehybridisation induced by bond angle compression enhances the electrophilic-

ity of cyclopropane C–C bonds by lowering the energy of the s* orbitals, while Houk invoked 

an ‘orbital interactions through-bonds’ (OITB)14 argument in which transition state (TS) 

                                            
1 Physical and Theoretical Chemistry Laboratory, South Parks Road, Oxford, OX1 3QZ, UK 
2 Abbvie Drug Discovery Science & Technology (DDST), 1 North Waukegan Road, North Chicago, IL 60064, USA 
3 Chemistry Research Laboratory, 12 Mansfield Road, Oxford, OX1 3TA, UK.  
E-mail: edward.anderson@chem.ox.ac.uk, fernanda.duartegonzalez@chem.ox.ac.uk 



  

aromaticity stabilises ring-opening reactions of cyclopropane, whereas equivalent reactions of 

cyclobutane are destabilised through an antiaromatic TS. While offering qualitative explana-

tions for the observed reactivity differences in these specific systems, a general predictive 

model that connects bonding differences to reactivity in any organic molecule is yet to emerge. 

We questioned whether the electronic structure and distinct reactivity of cyclopropane, and 

related molecules, can be connected to the models commonly used to describe its bonding. 

The Coulson-Moffitt ‘bent bonds’ description,15 Dewar’s s-aromaticity proposal,16 and Wein-

hold and Landis’ geminal hyperconjugation model17 all indicate greater electronic delocalisa-

tion of the C–C bonds in the ground state, such that the bonding electron pair is partially 

delocalised around the three-membered ring (Fig. 1b), in contrast to the ‘ordinary’ localised 

C–C s bonds of cyclobutane. In this work, we generalise this delocalisation principle to link 

bonding, strain energy and reactivity (Fig. 1c). We propose that enhanced delocalisation of 

the electrons from breaking bonds within three-membered rings results in earlier, lower energy 

transition states, an effect that complements and is distinct from barrier lowering due to strain 

release alone. Our model explains not only the relative reactivity of cyclopropane and cyclo-

butane, but that of any molecule containing one or more three-membered rings, including het-

erocycles and polycyclic structures. In many cases, delocalisation dominates reactivity; for 

example, we show that the ‘spring-loaded’ behaviour of highly-strained bicyclo[1.1.0]butanes 

and [1.1.1]propellane derives entirely from their ability to benefit from bond delocalisation.18 

Similarly, C–O delocalisation in epoxides explains their far greater propensity to undergo ring-

opening than oxetanes, the latter of which can even be employed as chemically inert bi-

oisosteres for carbonyl groups.19 We found that these individual examples can be generalised 

in a simple ‘rule-of-thumb’ in which activation barriers decrease by ~10 kcal mol–1 per three-

membered ring fused to the breaking bond, which corresponds to a ~107 fold rate enhance-

ment at 298 K. We further show that the cumulative effects of strain release and bond delo-

calisation can be applied to the 'strain-promoted' azide-cyclooctyne (3+2) cycloaddition, com-

monly used as a bioconjugation strategy.6 Collectively, this unifying framework provides a 

quantitative prediction of strain-driven and delocalisation-enabled reactivity. 



  

  
 
Fig. 1: Role of strain in organic synthesis. a Examples of strain release in organic chemistry including 
total synthesis,20,21 bioconjugation reactions,6,7 ring-opening polymerisation,22 and bioisostere synthe-
sis.23 b Delocalisation in three-membered rings. c This work: Strain release and delocalisation combine 
to enhance reactivity through lower activation barriers and earlier transition states.  
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Strain is traditionally proposed to modulate reactivity by relating the reaction driving force Er 

to its activation barrier Ea. An early example is the Bell-Evans-Polanyi (BEP) principle (Eq. 1, 

Fig. 2a),24,25 in which the difference in activation barrier for two similar reactions (∆Ea) is pro-

portional to the difference in driving force (∆Er). Marcus theory (Eq. 2, Fig. 2b) includes a 

quadratic correction, defining Ea,int as the activation barrier in the absence of a driving 

force.26,27  

 
     (1) 

 
      (2) 

In the context of strain release reactivity, both theories predict that an increase in ‘strain re-

lease energy’ (SRE) will lead to a lower activation barrier; however, the similar strain energies 

of cyclopropane and cyclobutane would then erroneously imply similar reaction profiles. This 

inability to correctly predict relative reactivities arises from the assumption that the breaking 

C–C bonds are equivalent, despite the increased bond delocalisation in cyclopropane (vide 

supra); the breaking of a more delocalised bond will have a lower intrinsic activation barrier 

since the redistribution / unpairing of the bonding electrons incurs a lower energetic penalty 

(Fig. 2c). Activation barriers for a series of similar substrates should therefore depend on both 

strain release (through differences in Er) and delocalisation (through differences in Ea,int). 

 



  

 
 
Fig. 2: Linear free energy relationships connect strain release to reactivity. a The Bell-Evans-
Polanyi principle: A linear relationship connects differences in the reaction driving force (∆Er) and the 
activation energy (∆Ea) relative to the intrinsic activation barrier (Ea,int). b Marcus theory: the intersection 
of parabolas describing the reactants (red) and products (blue) approximates the energy of the TS 
barrier. An increase in driving force again causes earlier curve crossing through a decrease in Ea. c 
Increasing bond delocalisation also causes earlier curve crossing, decreasing the intrinsic activation 
barrier by ∆Ea,int. 
 
To explore the importance of delocalisation on reactivity, we calculated activation and reaction 

enthalpies (∆H‡ and ∆Hr) for the addition of methyl radical to a test set of 12 acyclic, monocyclic 

and fused polycyclic hydrocarbons with ring sizes varying from three to five (Fig. 3a). Applica-

tion of the BEP principle to this set showed that ∆Hr alone is an inaccurate predictor of reac-

tivity (Fig. 3b), with a poor correlation (R2 = 0.51) and a root mean squared error (RMSE) of 

10.1 kcal mol–1; particularly notable is the >30 kcal mol–1 span in activation enthalpies for 

[1.1.1]propellane (H), cyclopropane (B) and cyclobutane (C) (∆H‡ = 5.0, 26.4 and 36.1 kcal 

mol–1, respectively) in spite of very similar reaction enthalpies (∆Hr = –28.2, –28.4 and –26.8 

kcal mol–1). A similarly poor correlation was found using Marcus theory (§S1). 



  

Fig. 3: Delocalisation dominates trends in ‘strain release’ ring-opening reactions. a Test set of 
acyclic, monocyclic, and fused polycyclic hydrocarbons. b Bell-Evans-Polyani (BEP) plot (∆Hr vs ∆H‡, 
kcal mol–1) for the addition of methyl radical to the red bonds of the molecules in the test set. The blue 
dashed line denotes perfect correlation. c Prediction of ∆H‡ from ∆Hr and 2–Nocc (Eq. 3). d Breakdown 
of strain and delocalisation (2–Nocc) contributions to ∆∆H‡(kcal mol–1) for the addition of methyl radical 
to the test set, relative to bicyclo[2.2.0]hexane (G). Asterisks indicate cases where delocalisation dom-
inates over strain release. e Selected TS geometries (distances in Å), enthalpies (kcal mol–1), 2–Nocc 
values (e) and electron density difference plots (isovalue of 0.015 e Å–3) for the addition of methyl radical 
to ethane, cyclobutane, cyclopropane and [1.1.1]propellane. Difference between TS and equilibrium 
bond lengths are shown in parentheses. 
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To investigate the role of delocalisation on the reactivity of these systems, we calculated the 

occupation number (Nocc) of the natural bond orbital (NBO) corresponding to the breaking 

bond, where deviation from a full occupation of 2 (denoted 2–Nocc) describes the degree of 

bond delocalisation. For example, electron donation from a C–C s bond into a geminal s* 

orbital in cyclopropane increases the value of 2–Nocc, capturing the hyperconjugation (delo-

calisation) effect proposed by Weinhold and Landis (Fig. 1b). Incorporation of this 2–Nocc pa-

rameter into the BEP model using multiple linear regression (Eq. 3 and Fig. 3c) resulted in an 

excellent correlation between predicted and calculated activation enthalpies (R2 = 0.97) and 

low RMSE (2.5 kcal mol–1).  The negative value of the ‘delocalisation parameter’ 𝛽 (–192 kcal 

mol–1 e–1) reflects the decrease in the intrinsic barrier due to delocalisation. Inclusion of the 2–

Nocc parameter into the Marcus equation leads to near-identical results (§S1).  

 
(3) 

 
 

To directly compare the impact of this delocalisation effect on activation barriers, we examined 

changes in barrier (∆∆H‡) for the test set relative to bicyclo[2.2.0]hexane (G, Fig. 3d), which 

exhibits a moderate strain release value but a has small value of 2–Nocc. In 7 of the 11 sub-

strates, denoted by asterisks, the primary cause of reactivity differences is delocalisation, not 

strain release. In four of these cases, delocalisation even compensates for an increase in 

activation barrier due to a decrease in strain release. Notably, for the classic ‘strain release’ 

reagents bicyclo[1.1.0]butane (D) and [1.1.1]propellane (H), ring strain changes increase the 

reaction barriers by 3.4 and 7.6 kcal mol–1 respectively; the barrier-lowering delocalisation 

effects of –15.4 and –23.5 kcal mol–1 are therefore not only essential, but are the fundamental 

basis of their spring-loaded behaviour.  

The nature of the delocalisation effect was further probed by plotting the electron density dif-

ference (EDD) between the total TS electron density, and the densities of each distorted frag-

ment at the TS, for a series of C–C bond cleavage reactions (Fig. 3e). For the reaction of the 

localised C–C bond in ethane, the EDD plot involves the expected removal of electron density 

from the breaking C–C bond (red lobes), and accumulation in the forming C–C bond (blue 

lobes). Cyclobutane is similar, with a node between the bridging methylenes indicating a lack 

of through-bond communication. However for cyclopropane, a build-up of electron density on 

the bridging methylene from the breaking C–C bond indicates continued delocalisation which 

stabilises the system. [1.1.1]Propellane shows an equivalent effect, where delocalisation oc-

curs between the three bridging methylene groups and the bridgehead carbon atoms.18  



  

We next investigated whether the number of three-membered rings fused to the breaking bond 

could alone be used as a metric for delocalisation (n3, Eq. 4).  

 
(4) 

 
Using this parameter in place of (2 – Nocc) leads to a remarkably accurate predictor of reactivity 

(Fig. 4a): for each three-membered ring fused to the breaking C–C bond, the intrinsic activa-

tion energy is lowered by ~10 kcal mol–1, corresponding to a ~107-fold increase in the rate 

constant at 298 K. This simple model not only captures the greater reactivity of cyclopropane 

over cyclobutane, but also the contrasting reactivities of [1.1.1]propellane and cyclopropane, 

where the greatly enhanced reactivity of the former can be attributed entirely to the higher 

number of three-membered rings fused to the breaking bond (n3 = 3). Variation of the number 

of three-membered rings fused to a breaking bond is therefore a simple and predictable way 

to modulate the reactivity of the system, for example switching the behaviour of a molecule 

from a highly-reactive bioconjugation warhead (e.g., bicyclo[1.1.0]butanes derived from D)7,28 

to an inert lipid tail group (e.g. bicyclo[2.2.0]hexane ‘ladderanes’ based on G).29 

 

The delocalisation model in Eq. 4 is also applicable to anionic processes, such as the addition 

reactions of amide anions to D, E and H.28,30 Using NH2
– as a model nucleophile, an excellent 

correlation (R2 = 0.98) was observed between predicted and calculated activation enthalpies 

(Fig. 4b). Notably, the 𝛽 coefficient of ~–10 kcal mol–1 suggests that, if delocalisation effects 

were removed from [1.1.1]propellane, the barrier to this reaction would increase by ~30 kcal 

mol–1, rendering it inert under the reaction conditions. In other words, the release of strain 

energy alone cannot enable the observed reaction: delocalisation once again causes its 

‘spring-loaded’ behaviour. The same is true of bicyclo[1.1.0]butanes (D) and bicyclo[2.1.0]pen-

tanes (E), where activation barriers would increase by ~20 and ~10 kcal mol–1 respectively, in 

the absence of delocalisation. This effect is corroborated by experimental results on the addi-

tion of dibenzylamine to bicyclo[1.1.0]butane and bicyclo[2.1.0]pentane sulfones (Fig. 4c), 

where the former affords the cyclobutylamine product at ambient temperature, whereas the 

latter requires heating to 80 °C to form the equivalent cyclopentane.30 This reactivity difference 

directly opposes the expected behaviour from SREs alone (–40.2 and –48.1 kcal mol–1 for 

bicyclo[1.1.0]butane and bicyclo[2.1.0]pentane, respectively). 

 

Delocalisation also explains the reactivity difference between three- and four-membered het-

erocycles. Three-membered rings are always more reactive than their four-membered homo-

logues (Figs. 4d and §S2),31,32 exemplified by the calculated ~105 increase in anionic ring-



  

opening rate for ethylene oxide over oxetane despite similar SREs (Fig. 4d) – a result that 

enables the employment of epoxides in biosynthetic cascades,9 polyether synthesis,4 and con-

versely explains the success of oxetanes as biostable motifs in drug discovery.19 Similarly, 

aziridine undergoes nucleophilic ring opening ~106 times faster than azetidine due to delocal-

isation effects in the breaking of its three-membered ring. Remarkably, despite azabicy-

clo[2.1.0]pentane releasing almost 14 kcal mol–1 more strain energy than azabicyclo[1.1.0]bu-

tane upon nucleophilic ring opening, the latter molecule is ~10 times more reactive – again 

underlining the effect of an additional three-membered ring on the intrinsic activation barrier. 

 

The delocalisation effects that explain the enhanced reactivity of three-membered rings can 

be simplified to a ‘rule of thumb’ that enables rapid estimation of relative reactivity. This model 

employs the modified BEP approach (Eq. 5) and tabulated SREs that are available for most 

common substrates (§S3); 𝛼 is taken as 0.5 and 𝛽 as –10 kcal mol–1 based on the results 

obtained above. Differences in activation barriers between two substrates (∆∆H‡) can be esti-

mated as follows: 

 

   (5) 

 

This model can be readily applied to rationalise the differences in reactivity for the radical 

addition reactions of [1.1.1]propellane (H), bicyclo[1.1.0]butane (D) and bicyclo[2.1.0]pentane 

(E) with BrCCl3 or CCl4 (Fig. 4d), where H and D readily undergo addition of the trichloromethyl 

radical, but E does not.33 Additional competition reactions showed that H undergoes signifi-

cantly more rapid reaction than D. SREs are unable to explain this reactivity pattern (Fig. 4e), 

but the ‘rule-of-thumb’ correctly predicts the observed trend (Eq. 5); the estimated activation 

enthalpies are 4.0 and 10.1 kcal mol–1 higher for D and E respectively than H, compared to 

calculated values of 3.5 and 10.2 kcal mol–1 (Fig. 4e and §S4).  These barriers imply relative 

addition rates (krel) that are ~102 and ~107 times slower for D and E than H at 298 K – enough 

to shut down reactivity entirely in the latter case. 

 

 



  

  
Fig. 4: Implications of strain and delocalisation on general reactivity. Multiple linear regression 
plots for the prediction of ∆H‡ from ∆Hr and n3 for the hydrocarbon test set with CH3• (a) and NH2– (b) 
using Eq. 5. The blue dashed lines denote perfect correlation. c Increased delocalisation lowers the 
required reaction temperature for the amination of a bicyclo[1.1.0]butane sulfone compared with 
housane. d Delocalisation in three-membered heterocycles leads to increased reactivity over their four-
membered homologues. e Predicted relative activation enthalpies (∆∆H‡pred, kcal mol–1) based on SRE 
and n3 using Eq. 5. f Delocalisation, not strain release, explains the enhanced reactivity of dibenzocy-
clooctyne over cyclooctyne in (3+2) cycloadditions. All k values estimated at 298 K. 
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Importantly, the principle that more delocalised bonds are more reactive can be extended to 

other reactions purported to be driven by strain release, for example 'click' (3+2) azide-alkyne 

cycloadditions.34 To demonstrate this, we constructed a set of SREs and 2–Nocc values for 

each bond in a range of commonly-employed strain release molecules including carbocycles, 

heterocycles, cycloalkynes and cycloalkenes, summarised in §S2. Strategies to enhance the 

'click' reactivity of alkynes (S, Fig. 4f) have generally focused on increasing the strain of the 

alkyne, e.g., by incorporating the alkyne in an eight-membered ring (T).35 Further reactivity 

enhancement can be achieved through dibenzo annulation (U), which has been proposed to 

increase the strain release driving force by increasing the number of sp2 centres in the cy-

clooctyne ring. Our model suggests that this enhanced reactivity is explained by alkyne delo-

calisation rather than strain release (Figs. 4f and §S1): while the activation enthalpy for U is 3 

kcal mol–1 lower than T, the reaction enthalpy is 6 kcal mol–1 smaller for the former, which 

should increase its activation barrier by 3 kcal mol–1. However, alkyne delocalisation is 0.05 e 

greater in U than T due to p-conjugation, leading to a 6 kcal mol–1 barrier-lowering effect. The 

net result is an overall 3 kcal mol–1 lowering of the activation barrier – delocalisation therefore 

compensates for the reactivity-suppressing strain contribution.   

 

In conclusion, strain energy is often invoked to rationalise trends in reactivity, but is insufficient 

to explain trends in reaction kinetics. Bond delocalisation is an equally important factor nec-

essary to understand the 'spring-loaded' reactivity often associated with strain release in small 

carbo- and heterocyclic rings, and cycloalkynes. Evaluation of small-ring radical and anionic 

additions, and azide / cycloalkyne click reactions, reveals that delocalisation effects are critical 

for the success of these reactions. We anticipate that this new understanding of the reactivity 

of strained molecules will lead to new directions in ‘strain release’ tactics for application for 

organic synthesis, medicinal chemistry, polymer science and chemical biology. 
 

Methods 
QM calculations were run using ORCA (v 4.2.1)36 at the [DLPNO-CCSD(T)/def2-QZVPP 
(TightPNO)//B2PLYP-D3BJ/def2-TZVP] level of theory (CH3

• reactions) or 
[SMD(THF)/DLPNO-CCSD(T)/ma-def2-QZVPP (TightPNO)//SMD(THF)/B2PLYP-D3BJ/def2-
TZVP (ma-def2-TZVP on N)] level of theory (NH2

– reactions).37–41 Strain release energies were 
obtained at the [DLPNO-CCSD(T)/def2-QZVPP (TightPNO)//B2PLYP-D3BJ/def2-TZVP] level 
of theory. Alkyne (3+2) cycloadditions calculated at the B2PLYP-D3BJ/def2-TZVP level. NBO 
occupation numbers were calculated using the NBO program (v 7.0) based on the relaxed 
density, and density-based descriptors were calculated with Multiwfn (v 3.6).42 All data pro-
cessing was carried out using the Scikit-learn package with Python 3.7.43 Enthalpies were 
chosen for a direct comparison with strain energies, which are commonly reported instead of 
Gibbs free energies. Trends in enthalpy and Gibbs free energy were found to be in excellent 
agreement for all reactions studied here. Values of 2–Nocc were found to be in good agreement 
with an alternative density-based delocalisation parameter, 1–ELF, where ELF is the electron 



  

localisation function at the bond critical point (§S1).44 For further details, see the Supplemen-
tary Methods. 

Data Availability 
A script to generate all linear regression data and plots discussed in this paper, and cartesian 
coordinates and energies of all stationary points, are available at  
https://github.com/duartegroup/strain-delocalisation. 
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