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One of the mysteries in studying the molecular “Origin of Life” is the emergence of RNA and
RNA-based life forms, where non-enzymatic polymerization of nucleotides is a crucial hypothesis
in formation of large RNA chains. The non-enzymatic polymerization can be mediated by various
environmental settings such as cycles of hydration and dehydration, temperature variations and
proximity to a variety of organizing matrices such as clay, salt, fatty acids, lipid membrane and
mineral surface. In this work, we explore the influence of different phases of the lipid membrane
towards nucleotide organization and polymerization in a simulated prebiotic setting. We calculate
the free energy cost of localizing a mononucleotide, Uridine monophosphate (UMP), in distinct
membrane settings and we perform all-atom molecular dynamics (MD) simulations to estimate
the role of the monophasic and biphasic membrane in modifying the behavior of UMPs localiza-
tion and their clustering mechanism. Based on the free-energy and diffusion data from our MD
calculations, we develop a lattice based model to explore the thermodynamic limits of the observa-
tions made from the MD simulations. The mathematical model substantiates our hypothesis that
the lipid layers can act as unique substrates for ‘catalyzing’ polymerization of mononucleotides
due to the inherent spatiotemporal heterogeneity and phase change behavior.

1 Introduction

The universe we live in has an estimated age of around 13.7
billion years and dating studies have placed the age of the earth
to be around 4.5 billion years1. The earliest form of life has
been estimated to have evolved around 3.7 billion years ago2.
One of the most interesting and unsolved scientific question of
this century is how the living world evolved from the purely
non-living "chemical world" on the prebiotic Earth. The open
ended nature of the origin of life (OoL) problem and disparate
avenues of research has led to the existence of numerous and
eclectic theories in the field3–6. So much so that there are
conflicts about accepted definition of "life" itself7. Nonetheless,
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almost all theories acknowledge that cellular life has its origin in
common chemistry of the prebiotic chemical world. The general
postulate in the field is that simplest possible form of earliest life
would be a protocell8 defined by the presence of information
encoding genetic material in a spatially localized compartment9.
Among the many theories, the "RNA world" theory has gained
substantial traction due to the well-known roles of RNA in
metabolism, enzymatic reactions and its capability to navigate
the conflicting demands of phenotype and genotype10–12. In this
regard, RNA is thought to be the candidate for the first genetic
material on the prebiotic Earth13–17, which would have enabled
the transition from chemistry to biology.

Nucleotides, the building blocks for RNA, are organic molecules
composed of three distinctive chemical subunits, a phosphate
group and a nucleoside, which consists of a nitrogenous and
a sugar (ribose or deoxyribose) group18,19. The nonenzymatic
polymerisation of RNA, a condensation reaction where phos-
phodiester bonds are formed, is thought to be a crucial step in
origin of simple life forms in the prebiotic time20. An ongoing
investigation in the molecular OoL research has been the un-
derstanding of the formation and synthesis of the first polymers
of nucleic acids21–23. The comprehension of how RNA-like
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molecules were produced and its emergence in the absence of the
catalysts and metabolism is elementary but rapidly evolving24–33.

The formation of RNA polymer from its constituent nucleotides as
well as its stability in an aqueous solution is thermodynamically
unfavourable. It is generally believed that for an extended half-
life, the prebiotic RNA needed to be sequestered in compartments
away from the prebiotic buffer34,35. RNA polymer enclosed in
an assembly of lipid molecules is hypothesised to be one of the
earliest protocell. Not only could the lipids safely encapsulate
the nucleotides, it is likely to facilitate their polymerization as
well. Nearly a decade ago, the concept of guided polymerisation
was introduced36–38, and it was later discovered that RNA-like
polymers could be synthesised nonenzymatically39,40 in different
settings reproducing prebiotic cycles such as fluctuations in
hydration26,34,41–43 and the presence of various organising
matrix26–31,44. Nucleotides in solution are highly diffusive,
but diverse substrates provide different type of confinement
environments. For example, phospholipid bilayers (membranes)
allow 2D confinement26,31,32, salt confines them in between salt
crystallites30, or nucleotides can confine in the layered structure
of clay27,28,45–47. Lipid membranes are of particular interest in
this regard considering their role as a substrate for pre-polymer
formation as well as in encapsulating the polymer thus formed.
A sufficient variety of organic materials were available in the
prebiotic settings that allowed lipid-like amphiphiles to self as-
semble into membranes or membranous vesicles48. For cellular
life to evolve, a system must have defined boundaries from its
environment49–56. Fatty-acid based membranes would provide
such a plausible boundary structure for the earliest cellular
compartmentation. The ordering of mononucleotides, Adenine
Monophosphate (AMP) and Uridine Monophosphate (UMP),
has been shown in 1,2-dimyristoyl-sn-glycero-3-phosphocholine
(DMPC) lipid matrix using X-ray diffraction31,32.

However, in the exploration of lipid layers as the nucleotide
organizing matrix, the unique ability of the lipid membrane
to undergo phase transition due to changing temperature and
hydration has been overlooked so far. In membranes, the
“liquid-ordered" (L

o

) phase, comprising mostly saturated lipids
is characterized by high conformational order and sub-diffusive
behaviour. “Liquid-disordered" (L

d

) phase is a highly fluid state
where the movement of the lipids are unhindered and can cover
the entire surface of the membrane57,58. A phase separated
membrane can bypass the necessity of the cycle of hydration and
dehydration for concentrating and organising nucleotides as a
possible organising matrix; the fluidic L

d

phase could replace
the hydration or the solution phase, and the L

o

phase can act as
the dehydrating phase. Past experimental studies have shown
the varied organisation and ordering of mononucleotides in lipid
environments26,31,32,59 but a molecular-level insight into the
mechanism leading to their assembly has been unexplored.

Stochastic-modeling based computational models42,60 have
provided evidence towards lipid membranes as ideal substrate
for polymerization of nucleotides. The phase rich behaviour of

lipids as a function of composition, temperature and hydration61

makes it appealing to explore their role in the prebiotic era of
formation of protocells. Membrane phases provide a dynamic
multi-phasic substrate upon which nucleotides can assemble and
polymerize. In this work we use all-atom molecular dynamics
along with enhanced sampling technique (Umbrella Sampling)
to evaluate the affinity of uridine monophosphate(UMP) nu-
cleotides to L

o

and L
d

phases of lipid bilayers to evaluate the
role of slow and fast diffusing lipid membranes on the assembly
of mononucleotides. Further, we generated a lattice model to
study aggregation of nucleotides in the presence of these phases.
The rest of the article is organised as follows. The article is
organized as follows. In Materials and Methods, we discuss the
protocol used for all-atom molecular simulations along with post
simulation analysis methods followed by detailed explanation
of lattice model. We discuss our main results in the Results and
Discussion. Finally, we conclude with a summary and future
directions in the Conclusions section.

Fig. 1 Simulation of nucleotides in a PSM/DOPC/Chol lipid environ-
ment using AA-MD: The t = 0 ns shows the nucleotides arranged in
arrays on the membranes, and at t = 500ns presents the final snapshot
of the system. PSM and DOPC is shown in green and magenta respec-
tively, Chol is represented by yellow, UMP is displayed in blue.

Table 1 Description of PSM/DOPC/Chol membranes in various phases
and their composition

Phase Composition Temp Lipid Area per
(K) Lipid Lipid

L
o

0.64/0.03/0.33 295 560 40.4
L

d

0.15/0.82/0.03 295 574 62.7
L

o

/L
d

0.43/0.38/0.19 295 452 (N/A)

2 Methods
2.1 All-atom molecular dynamics (AA-MD) simulations

Three distinct phases L
o

,L
d

and L
o

/L
d

with varying composi-
tion of Palmitoylsphingomyelin(PSM), 1-2dioleoyl-sn-glycero-3-
phosphocholine(DOPC) and cholesterol(Chol) (Table 1) are con-
sidered in this work. An ensemble of UMPs are arranged in ar-
rays on each membrane (Fig. 1 (A)) and have been named as
L

o

-UMP, L
d

-UMP and L
o

/L
d

-UMP systems (Table 2). All the sim-
ulations were performed using GROMACS 5.1.462 molecular dy-
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namics engine employing CHARMM-3663 force field for 500 ns.
The Molecular Dynamics (MD) simulations were performed in the
NPT ensemble at atmospheric pressure (1 bar), with a time step of
d t =2 fs and using the Leap-Frog integrator64. The temperature
was held constant with the Nosé-Hoover thermostat65,66 at 295
K and pressure was maintained by Parrinello-Rahman barostat67

at 1 bar with relaxation times of 1.0 ps for each case. Standard
procedures were used to include the influence of long-range elec-
trostatics68 and Lennard-Jones (LJ) interaction calculations69,70.
For van der Waals interactions, cutoff and shift distances of 1.2
nm and 0.9 to 1.2 nm, respectively. Analysis tools included those
in GROMACS as well as custom-built scripts.

Table 2 Details of the AA-MD simulations of the UMPs in the presence of
PSM/DOPC/Chol bilayers.

System Temp Molecule Number of Simulation
or ion molecules time(ns)

L
o

-UMP 295K PSM 362 500
DOPC 14
Chol 184
UMP 60
Na+ 120

L
d

-UMP 295K PSM 84 500
DOPC 460
Chol 30
UMP 64
Na+ 128

L
o

/L
d

-UMP 295K PSM 194 500
DOPC 170
Chol 88
UMP 72
Na+ 144

Post processing tools. These include tools for (1) estimation
of interaction energy between the nucleotide and the membrane
phases, (2) characterization of clusters, and (3) potential mean
force (PMF) profiles. We briefly outline these methods:

(1) Interaction energy estimates: To estimate the interaction
energies of nucleotide with L

o

and L
d

lipid membranes, we
calculated the total interaction energy (Coulombic and van
der Waals interactions) between the nucleotide and the dif-
ferent phases of the membranes. The relative interaction
preference71,72 for the nucleotides is given by

R =
E

Lo

E

Lo

+E

Ld

(1)

where R=1 indicates entirely L
o

preference and R=0 im-
plies complete L

d

preference.

(2) Characterization of clusters: DBSCAN, or Density-Based
Spatial Clustering of Applications with Noise, a clustering
algorithm is a density oriented approach to clustering73 and
was implemented using Python programming74. It is deter-
ministic, always generates the same clusters when given the
same data in the same order. The DBSCAN algorithm uses
two parameters:

(a) min_samples - The minimum number of points
together in a region to be treated as dense. It de-
termines the tolerance of the algorithm towards noise.

(b) eps (e) - It is the distance measure that is used to find
the points in the neighbourhood of any point. It is an
important parameter, as it determines the adjacent
points of any given point. If the value is chosen to
too small, most data will not be clustered, where as,
if value is too high the entire data set will be merged
into a huge cluster.

(3) Potential of mean force calculations for UMP-Membrane
association using Umbrella Sampling method Umbrella
Sampling simulations were performed in three distinctive
environments: a ternary mixture constituting of PSM,
DOPC, and Chol at various molar ratio. Figure 2A demon-
strates the three membrane systems considered and an
umbrella sampling simulation was envisioned for each
combination of the membrane environment and UMP. For
L

o

and L
d

membranes, the reaction coordinate along the
bilayer normal, z, was utilized and the distance between
the membrane midplane and the solute molecule was
used as the collective variable. In the phase-separated
membrane, the reaction coordinate was along the x-axis on
the phosphate plane, the distance between the centre of
mass on the L

d

to the centre of mass of lipid headgroups on
the L

o

was considered. The individual simulation consisted
of at least 50 windows separated every 0.1 nm, where the
force constant of the harmonic restraint adjusted to 1000
kcal mol�1 nm�2.

All the systems were energy minimized and equilibrated
and then continued for production runs. The final produc-
tion runs were carried out in NPT ensemble at a pressure
P=1 bar with relaxation times of 1.0 ps for each case using
the Parrinello-Rahman barostat67 and the temperature
was kept constant at T=295K using the Nosé-Hoover
thermostat65,66. Estimation of PMF profiles was carried out
by applying the weighted histogram method (WHAM)75

and the relative errors were estimated by the bootstrapping
analysis76 as enforced in GROMACS77.

2.2 A Lattice model of the membrane to simulate nucleotide

clustering behaviour

We developed a spatio-temporal lattice model (Figure 3), which
describes the phenomenon of nucleotide cluster formation on
a lipid membrane. This phenomenological model was inspired
from the theory of lattice models78. The primary idea is to
equate each nucleotide as a discrete variable that keeps moving
around a lattice, and all interactions are specified only between
nearest neighbour pairs, and such concepts have been employed
in previous works79–82. Most noted is to describe polymers79,80
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Fig. 2 (A) L
o

& L
d

system - The UMP is pulled perpendicular to the plane of the bilayer from the solution to the inside of phosphate plane. L
o

/L
d

system
- In the phase-separated system, the UMP is pulled across the phosphate plane of the membrane from the L

d

region to the L
o

domain. (B & C) PMF
of the UMP in different phases of PSM/DOPC/Chol bilayers at 295 K: (B) PMF of the L

o

and L
d

domain of PSM/DOPC/Chol plotted as a function
of the distance of UMP from the phosphate head group of the central lipid in the respective phases (x1). (C) PMF of UMP in the phase-separated
PSM/DOPC/Chol as a function of the distance of UMP from the phosphate head group of the central lipid of the L

o

phase (x2). The UMPs have a
distinct preference for the L

d

phase over the L
o

in the monophonic membranes. However, in the L
o

/L
d

the nucleotide prefers the interface between the
L

o

and L
d

.

on a first approximation basis where each monomer inhabits
a single site, and double occupation of a site is forbidden.
A polymer chain will form when there exists a sequence of
connected occupied sites, and the interaction is limited between
nearest neighbour monomers.

The model we developed for nucleotide aggregation is similar
in spirit to the polymer model, with some added intricacies.
The fundamental idea is intact; the nucleotide moves around
on a L ⇥ L square matrix which represents the lipid bilayer
and the interaction effect from one nucleotide extends to the
nearest sites. In addition, we added a parameter, p, that
determines the rate at which the nucleotide hops around
on the lattice and its value depends on the phase of the mem-
brane the lattice site belongs to, i.e., either ordered or disordered.

The distribution of the UMP in different phases of the mem-
brane is computationally simulated using a random walk83–85

on a two dimensional L ⇥ L lattice with periodic boundary
conditions (PBC)86 and interaction amongst the N nucleotides.
The nucleotides occupy individual lattice sites and at each time
frame their location is asynchronously updated. The model has
five sets of parameters; N - the number of nucleotides, L - the size
of the square lattice, p - the hop parameter, t,t1 - the interaction
parameters and I0, I1, I2 - the interface interactions. At each
time step, two decisions are made by the nucleotide at a grid
point. These are whether the nucleotide hops or not, followed
by the choice of location to hop. These decisions are influenced
by (a) the probability parameter p and (b) the interaction
parameters between the nucleotides t and t1. The probability
that a nucleotide decides to stay at its position at a given time

is determined by a Bernoulli random variable with probability
p = 1�q. The parameter p depends on the phase of the lipid,
a lower value is assigned for the disorder phase, and a higher
value is allowed for ordered phase. Notations p

ord

and p
dis

refer
to the probability parameter in L

o

and L
d

phase of the membrane
respectively. The intuition here is that on a disordered lipid,
the nucleotides are more free to move around and thus have a
lower probability to stay on a site thus having a lower value of
p. Similarly because the nucleotides are more restricted on the
ordered lipid and prefers to stay at its site and thus will have a
higher value of p. Note that these are motivated by the diffusion
behavior observed in all-atom molecular simulations.

The effect of t and t1 on the decisions made by a nucleotide at
a grid point (x,y) are through the ‘potential’ matrix denoted as
POT[x][y]. The matrix is a measure of the effect of any nearby
nucleotides on the hopping decision of a given nucleotide; it is ini-
tialized to 0 at the beginning of the simulation. The matrix then
changes as a function of time where each element POT[x][y] is
updated based on the distribution of nucleotides in the lattice. If
there is a nucleotide at the grid point (x,y) then the POT[x][y]
is increased by a value of t and the values at POT[x±1][y],
POT[x][y±1] and POT[x±1][y±1] are increased by t1 such
that t > t1. This is repeated for all grid points based on whether
there is a nucleotide present or not, and all the contributions to
a given grid point (x,y) are added. This will result in a distribu-
tion of values for the POT matrix that will influence the hopping
probabilites in the next time step. At each time frame, the posi-
tion of the nucleotides are updated asynchronously based on the
probability p based on which nucleotides decision to reside. If the
nucleotide decides to move, then it hops from its current position
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Fig. 3 (A)Schematic representation of the spatio-temporal model
developed in this work: The phase separated bilayer matrix has been
represented using blue beads for L

o

and red beads for L
d

respectively.
The nucleotide has been shown in green shade. The parameters used in
the model have been explained; p is the probability of the nucleotide to
move in the lipid matrix which differs in the L

o

and L
d

phase. t and t1 is
the potential at the position of and around the nucleotide - replicating a
small attractive forcefield about it. The domain interface potential is de-
fined by I0, and the corresponding area in the L

d

and L
o

is defined by I1
and I2 respectively. (B) & (C) Simulation of nucleotides using math-
ematical model:In the phase-separated systems, the L

o

phase is repre-
sented in black where as the L

d

phase is represented in white and UMP
is shown in blue. (B) and (C) represent simulations of 100 nucleotides on
100 ⇥ 100 lattice, with the phases L

d

and L
o

characterized by p
dis

= 0.4
and p

ord

= 0.2 respectively, and the interface ‘potential’ parameters I0 =
65, I1 = 25, and I2 = 5. (B) shows the steady state results of simulations
with t = 100 and t1 = 90, and (C) with t = 700 and t1 = 500.

(x,y) to one of the nearest neighbour (x’,y’) with probability
given as follows:

POT[x’][y’]+10� t1

Â
i=±1 ( POT[x+i][y] + POT[x][y+i] + 20 )�4t1

(2)

In equation 2, the subtraction of t1 is exercised to discard
values contributed by the nucleotide itself. To calculate the
probabilites, a biasing term, in this case 10, was introduced to
POT matrix to avoid undefined division by 0. Note that the
choice of biasing term does not affect the results of our model if
the parameters are scaled appropriately. The motivation behind
the biasing term is to ensure non-zero probability of receiving
a nucleotide to sites with zero potential. The t and t1 in the

calculations have to be scaled appropriately to the biasing term.

The update procedure can be related to that of a Monte
Carlo(MC) simulation87,88. In a Monte Carlo simulation, the
particle would first choose a spot to hop to, and then make a
choice whether to accept or reject the hop. Here, the decision
to hop is made first and the spot to hop to is made next. The
propagation of the model simulations is summarized as follows:
At the initial time point, the nucleotides are randomly distributed
on the lattice and POT=0 is updated based on the nucleotide
distribution. At the next time step, hops are made based on
the p value and the POT matrix is updated based on the new
distribution. This is then repeated for the desired length of the
simulation.

The interface is modelled at the line y = L
2 , where L is the

length of the lattice, with all points above and below this is
described as an ordered and disordered phase respectively of the
membrane in the simulation. Due to PBC, the interface was also
situated at y = 0,L. We introduced three additional parameters
I0 for interface, I1, and I2 to model the potential at the closeby
interface region of the L

d

and L
o

phases in a phase-separated
membrane respectively. The potential value was increased at
and two layers above and below the interface by I0. The two
boundaries/interface of the L

d

phase have an additional potential
of I1 and the two layers interface of the L

o

phase are modeled
with an increase in potential of I2.

Parameters for the model In the model, p is a measure of how
“ordered" a lipid is. Higher value of p indicates a more ordered
lipid and decreased diffusive ability of the lipid. We ran two
sets of simulations; the first one using parameters p

dis

= 0.2
and p

ord

= 0.4 and the second simulation where parameters are
chosen as p

dis

= 0.2 and vary p
ord

from 0.2 to 0.9 to study the
aggregation property while removing the interface potential. For
the interface parameters, we were able to estimate their order
of magnitudes by considering the PMF profiles (Figure 2B and
2C). The nucleotide interaction energy with a L

o

/L
d

membrane,
is E ⇠ 7 kJ/mol at domain interface and E ⇠ 5 kJ/mol at the
disordered phase. This provides us estimates of I0 ⇠ 65, I1 ⇠ 25
and I2 ⇠ 5 by assuming I ⇠ e

�E/kT and scaling the values
by 10 accounting for the biasing term (we have considered a
small non-zero value for I2). For the interaction parameters,
we chose two sets in comparison to the interface parameters.
One set is (t,t1) = (100,90) which is similar in the order of
magnitude to the interface potentials (I0 value) and the second
is (t,t1) = (700,500) which is drastically larger than I0.

We ran the simulations with L = 100 and N = 100 for 50,000
steps and N = 1000 for 200,000 steps. The result of one simula-
tion is prone to statistical error hence each simulation was run
100 times for N = 100 and 20 times for N = 1000 respectively.
Table 3 summarises the various simulation setups with different
parameter combinations.
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Table 3 Details of the modelling simulations with nucleotides on a mem-
brane with various parameters determining the diverse interactions.

Case p
ord

p
dis

t t1 I0 I1 I2
1A 0.2 0.2 100 90 - - -
1B 0.2 0.2 700 500 - - -
2A 0.4 0.4 100 90 - - -
2B 0.4 0.4 700 500 - - -
3A 0.4 0.2 100 90 65 25 5
3B 0.25 0.2 100 90 65 25 5
4A 0.4 0.2 700 500 65 25 5
4B 0.25 0.2 700 500 65 25 5
5A 0.2 0.2 100 90 0 0 0
5B 0.3 0.2 100 90 0 0 0
5C 0.4 0.2 100 90 0 0 0
5D 0.5 0.2 100 90 0 0 0
5E 0.6 0.2 100 90 0 0 0
5F 0.7 0.2 100 90 0 0 0
5G 0.8 0.2 100 90 0 0 0
5H 0.9 0.2 100 90 0 0 0

3 Results and Discussion
3.1 AA-MD results

Preference of nucleotides amongst different lipid membranes. Lipid
membranes constitute one kind of lipid aggregates, which are
formed when the lipid head and tail groups are similar in size.
In each layer, the hydrophobic tails are oriented towards each
other. Recent X-ray diffraction studies examined the ordering of
AMP and UMP mononucleotides in the DMPC lipid matrix and
found that the nucleotides organized themselves into stacks of
about 10 monomers31,32. Here we explore the effect of the mem-
brane phases and their chemical composition on the aggregation
of the mononucleotides on the membrane preference of each nu-
cleotide.

Figure 2(A) shows the different membrane phases considered
in this work. In order to assess the relative preference of the
UMP between the L

d

and L
o

phases, we plot the potential of
mean force (PMF) profiles of the approach of UMP towards the
isolated phases in Fig. 2(B) and the phase-separated system in
Fig. 2(C). In Fig. 2(B), we see that when UMP approaches the L

o

or L
d

phases (seen from right to left as x1 decreases, the mononu-
cleotide sees a higher barrier to an entry into the L

o

phase (⇠ 75
kJ/mol) as compared to L

d

phase (⇠ 24 kJ/mol). This suggests
that the UMP will prefer the L

d

phase over the L
o

phase when we
consider a single membrane system. On the other hand, when
we take a composite L

o

/L
d

system, the PMF profile in Fig. 2(C)
conveys a preference of the interface (marked by a vertical line).
As UMP moves from the L

d

to the L
o

phase, we can see that the
landscape is much more rugged in the L

d

side because of the lo-
cal heterogeneities in the L

d

phase. Nevertheless we expect the
mononucleotide to find its most stable configuration at the inter-
face. Any excess UMP will then prefer the L

d

phase because of the
low-lying minima.

To understand the relative preference of the UMPs towards the
L

d

phase, we explored two things: the interaction energy be-
tween the UMPs and the membrane, and the variation in the

Fig. 4 (A) Total interaction energy, Coulombic and van der Waals interac-
tions, between UMP and the L

o

and L
d

domains of the phase separated
membrane system (B) The z-distance calculation between UMP and
phosphate plane of the membrane: UMPs move close to the phase-
separated bilayer which indicates its preference for L

o

/L
d

whereas in the
L

d

membrane, these nucleotides drift away from the phosphate plane
of the bilayer. This reinstates the bias of the nucleotides. (C) Interac-
tion energy of UMPs and the various lipids of the PSM/DOPC/Chol
membrane: The nucleotides have the lowest interaction energy with the
DOPC, which is the predominant lipid in the L

d

phase. This reinstates
the lipid bias of the nucleotides; the differential interaction between UMP
and the lipids drive the partitioning effect.

average vertical distance between the UMPs and the phosphate
head groups over time. Firstly, we evaluated the interaction en-
ergy between UMP and the phases; the interaction energy is com-
posed of Coulombic and van der Waals’ contributions (Fig. 4(A)).
We see that the L

d

phase offers greater stabilization for the en-
tering UMP molecule. In Figure 4(B), we show the evolution
of ensemble-averaged vertical distance with time, and we see
that the UMPs prefer to interact with the composite system as
well as with the isolated L

d

phases thereby achieving lower z-
distance values. With time, as expected, the UMPs are able to
come closer to the lipids. The average z-distance is also therefore
an indicator of the increased propensity of the UMPs towards the
L

d

phase. Further, we also analysed the individual contributions
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Fig. 5 Left: Chemical structure of UMP and the nomenclature of their
atoms. (A) represents the radial distribution function profiles of the pyrim-
idine base atoms of UMP around the phosphorous atoms of the mem-
brane lipids. (B) shows plots of the RDF profiles of the ribose sugar
atoms of UMP around the phosphorous atoms of the membrane lipids.
The N3 atom of the nitrogenous base and H2’ atom of the sugar are seen
to approach closest to the lipid phosphate head groups.

(PSM, DOPC and Chol) of each component of the membrane to-
wards the interaction energy. Figure 4(C) shows a heat map of
such energies for various lipids in the membrane, and we see that
the DOPC interacts more with the nucleotides in both L

d

and com-
posite L

o

/L
d

systems. When unsaturated lipids are not present
then the cholesterol component of the membrane is seen to inter-
act more with the nucleotides (L

o

). Together, these observations
suggest the differential partitioning of nucleotides in a membrane
that can co-exist with highly diffusive (L

d

) and sub-diffusive (L
o

)
phases. We hypothesize that the nucleotides could have exploited
the unique ability of membranes to exist in different phases as an
organizing substrate for synthesizing pre-polymers and/or RNA-
like polymers.

In order to analyse the propensity of the UMP atoms to inter-
act with the lipid phosphate groups, we plotted the radial distri-
bution functions (Fig. 5) of selected atoms of the pyrimidine ni-
trogenous base as well as the sugar groups and the phosphorous
atom of the lipid phosphate group. The plots reveal a distinct
difference between (a) N3 atom and the rest (N1,O2,O4) consid-
ered in pyrimidine, and (b) H2’ atom and the rest (O2’,O3’ and
H3T). The g(r) peaks are sharper for N3 and H2’ atoms, indicat-
ing a shorter distance of approach to the phosphate head group
(and therefore leading to a stronger interaction) and also a tigher
packing of these atoms near the lipid phosphate layer. All of these
observations are in line with earlier investigations89. Similar re-
sults were obtained for the isolated phases and are shown in the
supplementary information (Fig. S1).

Analysis of clusters in AA-MD simulations. The DBSCAN algo-
rithm revealed the existence of several clusters: eight in L

o

-UMP,
12 in L

d

-UMP and 14 in L
o

/L
d

-UMP systems. Such self-assembly

of UMPs in the lipid environment have been observed before and
our findings are consistent with these26,31,32,89. Additionally, the
change of the solvent-accessible surface of UMPs with time (Fig.
S2) and their respective solvation energy confirms their cluster-
ing behaviour. The solvent accessible surface area decreases over
time indicating that the process is driven by hydrophobic effects.
This accounts for the corresponding reduction in the solvation en-
ergy of the UMPs with time. It establishes that the clusters were
formed in the 500 ns of simulation time. The radius of gyration
(R

g

) of the biggest clusters formed were in the range of ⇠4-5
nm. However, it was found the UMPs in solution form cluster
with higher R

g

, ⇠6-7 nm (data not shown). We anticipate that
the clusters are stabilised by hydrogen bonding or p-p interaction
between the constituent mononucleotide. It can be further sta-
bilised by cation-p interaction in the proximity of the Na+ coun-
terions as observed for clusters in solution. The lipid environment
not only has reduced the diffusivity of the nucleotides but also of
the Na+ counterions. The membranes have aided the easy ac-
cess to finding other UMPs in the otherwise aqueous solution by
reducing the search space. Due to AA-MD limitations, we fur-
ther studied the clustering of nucleotides using bigger patches of
membrane and more nucleotide monomers employing the math-
ematical model.

3.2 Lattice model results

In this section, we describe the observations from implementing a
lattice model of clustering behaviour of nucleotides and compare
them to the results from the AA-MD simulations. The most
important aspect of this exercise is that it provides us insight
into the physical processes that arise due to the presence of an
interface.

Effect of the interface on clustering behavior. Figures 3 (B)
and 3(C) show the results of simulating 100 nucleotides on a
100⇥100 lattice with two sets of inter-nucleotide interactions t

and t1. In the pure phases, any difference of interaction parame-
ters does not make a visible difference to the number and size of
the clusters formed. When an interface is introduced between L

o

and L
d

phases however, an increase in the interaction strength (t

going from 100 to 700 and t1 increasing from 90 to 500) allows
for the formation of larger clusters on the whole. Additionally,
because of the additional potentials I0,I1 and I2, the nucleotides
also tend to aggregate at the interface. In the case of lower inter-
action, the clusters tend to dissipate as evident from the smaller
sized clusters; conversely the higher interaction allows for forma-
tion of larger clusters shown in Fig. 1(C) for L

o

/L
d

phase. Our
speculation is that such clusters when they do migrate back into
the bulk phases, do so with different probabilites as suggested by
the energy landscape in Fig. 2(C). This then allows for formation
of larger clusters and bonds between species with repeated mi-
gration attempts. The results from the model simulation agree
reasonably with the AA-MD results in Fig. 1(A); due to size lim-
itations, the AA-MD simulations could not be run for as long as
the lattice model simulations.

Effect of the phases on clustering behavior. Figure 6(A) shows the
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Fig. 6 (A) Plot of cluster size variation with different amounts of ordering in the phase (p
ord

parameter), (B) Histogram plot of the average number
of clusters in AA-MD simulations for different cluster sizes in the last 100ns, (C)Temporal cluster distribution in different phases of membrane using
computer modelling in 100⇥ 100 matrix with 1000 nucleotides, L

o

phase characterized by p
ord

=0.2, L
d

phase characterized by p
dis

=0.4, I0=65, I1=25,
I2=5, t = 100 and t1 = 90.

Fig. 7 Cluster evolution and steady state distribution in 100 ⇥ 100 matrix with 1000 nucleotides: (B) L
o

with p
ord

=0.2, t=100 and t1=90, L
d

with
p

dis

=0.4, t=100 and t1=90, L
o

/L
d

with p
ord

=0.2 and p
dis

=0.4, t=100 and t1=90, I0=65, I1=35, and I2=5.

variation in the cluster sizes with L
o

/L
d

membrane modeled with
no additional potential for the interface I0 =I1 =I2 = 0 as a func-
tion of the p

ord

and fixed p
dis

for a system of 100 nucleotides. The

tendency to form larger clusters increases with increase in differ-
ence between p

ord

and p
dis

. We see that if the difference in the
diffusive behaviour between the two phases is large enough, then
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we can get clustering behaviour without any interface potential.
Next, we analyze a system with 1000 nucleotide and a phase

separated region that includes a potential interface (case 3A in
Table 3), and a uniform phase system of either ordered or disor-
dered (cases 1A and 2A in Table 3) without including any inter-
facial potential parameters. (Figs. 6C). The latter corresponds to
a pure phase. In either the purely ordered or disordered phase
of lipids, the cluster sizes near 500 are not very populated as a
function of time and thus these clusters if they form have a very
short lifetime. However, the addition of an interface stabilizes
these clusters. This can be seen because of the large clusters of
size 500 that forms in the presence of the interface. These results
suggest that both the interface and existence of different phases
play a key role in influencing cluster formation. We have verified
that the same conclusions hold for cases 1B,2B and 3B in Table 3.

Cluster distribution and dynamics in the lattice model. The dis-
tribution of clusters in the lattice model is analysed in two ways:
Fig. 6(C) show the time evolution of different sized clusters and
Fig. 7 represents a plot of the number of nucleotides belonging to
different clusters evolving over time. The plot in Fig. 6(B) shows
the average number of different sized clusters formed in the last
100ns in the AA-MD simulations; these reach about a value of
5 for the smaller sized clusters (1-5) and about 2 for the largest
sized clusters (>15). The atomistic simulations are limited in the
sense that one cannot simulate clusters of several hundreds in
a reasonable amount of time with the current resources, which
lead us naturally to testing such a time evolution using the lat-
tice model. The plots in Fig. 7 clearly show that as we reach
the end of the simulation, the L

o

/L
d

phase is able to generate a
much larger number of very big (> 500 participating nucleotides)
clusters compared to the pure phases in the lattice model simula-
tions. The latter plot reveals that a greater number of nucleotides
engage in clusters of size > 200 towards the end of the simula-
tions. Both essentially point to the fact that the presence of the
phases as well as the inter-phase potential is critical in the forma-
tion of large-sized clusters, which in turn can seed the formation
of complex assemblies that might have evolved in the course of
evolution.

4 Conclusions and Outlook
In this work, we have focused on the importance of lipid
substrate as a organizing matrix for nucleotide assembly. The
work borrows from past work in the field that investigated
membranous compartments as substrates for nucleotides’ (UMP
and/or AMP) non-enzymatic polymerisation26,31,32. However, in
our work, we have emphasized the role played by the multiphasic
nature of lipid layers. Membranes have a unique property which
allows it exist it multiple phases in a short range of temperature
and hydration; these phases can co-exist at certain settings,
environment or compositions90–94. We explored the significance
of such phases and their coexistence in membranes and their con-
tribution to the non-enzymatic polymerisation of the nucleotides.
Our results indicate that the domain interface followed by the
disordered phase of a L

o

/L
d

membrane is the prime location for
nucleotide cluster aggregation. We also report heterogeneous
preference for the lipids in the membrane that promote fluid-like

behaviour in the membrane bilayers and the interaction at an
atomic level between the ribose sugar and nitrogenous groups of
the UMPs with the lipids.

Our work show the formation of nucleotide clusters on
membranes, which is in accordance31,32,89 with prior research
in OoL. The results reconfirms the understanding that RNA-like
molecules could have formed by the self-assembly of the mononu-
cleotides in lipid environment. Our MD simulations provide
detailed molecular insight for the rearrangement of nucleotides
into clusters. Further, guided by inputs from molecular dynamics
simulations based interactions and to scale our modeling to large
thermodynamic limits, we developed a mathematical model
and showed that the nucleotide and its clusters finally attain
a steady state in the lipid environment. The mathematical
model corroborates our AA-MD simulation results and provides
additional theoretical insight to the problem. The model can
be improved into a continuous diffusion model which would be
computationally intensive to implement or by including a bond
between nucleotides.

Thus, together our work shows how the amphiphilic phospho-
lipid can possibly act as an ordering agent, and the membrane
phases enhances the guided non-enzymatic polymerisation reac-
tion. Therefore, it is important to emphasize on the phase of the
membrane when used as an organising matrix as it could act as a
driving factor in the pre-polymer or RNA-like molecule formation,
which is an indispensable prelude to the molecular OoL.
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Fig. S1: (Left panel) Chemical structure of Uracil Monophosphate and the 
nomenclature of their atoms according to the PDB (Right panel) RDF of nitrogenous 
base and ribose sugar atoms of the UMPs around the phosphorous atom of the lipids 
in membrane. In the nitrogenous base, the N1 of the base shows strongest interaction 
with the phosphate of the lipids, followed by O4 and O2 atoms. For the ribose sugar 
atoms, the strongest interaction is between H2’ atom of ribose and the phosphate of 
lipids 
 



 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
Fig. S2: SASA and the solvation energy of UMPs in the three distinct model 
membrane systems: (A) The solvent-accessible surface area of UMPs and its change 
over time in a lipid environment (B) The solvation energy of UMPs 
 


